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SUMMARY

“Fg2” is a software package developed at Teledyne Geotech Alexandria Laboratories (TGAL) dur-
ing the past several years for generating synthetic seismograms and displaying the wavefields. This
package consists of primarily a 2-dimensional 2nd-order explicit linear finite-difference (LFD) code. LFD
method has the advantage that the solution contains all conversions and all orders ot muitiple scattering.
It permits examinations of faidy general models with arbitrary complex variations in material properties
and free-surface geometry. Furthermore, it does not require many assumptions commonly invoked in
other theoretical approaches. The basic limitations to the LFD method or the finite-element method are
the computational cost and memory requirements. These constrain the size of the grid and the number
of time steps that can be calculated over a reasonable time frame. Our LFD code has a distinguishable
feature in that it allows the inclusion of topographical free surface. This is particularly useful in modeling
nuclear explosions buried in mountains.

In this topical report, sample scripts are presented to illustrate the usage of “fd2" and several sup-
porting routines for piotting out the synthetics, generating 2-dimensional media, as well as the graphic
visualization of wavefields. The algorithms for handling the boundary conditions of polygonal topography
are reviewed in detail. Thus this topical report serves as both a programmer’s guide and the users
manual.
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1. INTRODUCTION

Wave propagation problems in seismology involve the solution of a set of differential equations in a
medium in which the material propertias vary in space, i.e., the earth. The use of numerical simulations
is a straightforward means for studying this kind of problem especially when laterally-varying velocity
structure or complex topographic relief is encountered. Methods such as Gaussian beam technique and
ray theoretical schemes are restricted to cases where variations of the medium are much larger than the
seismic wavelength. The Kirchhoff-Helmholz integration method is useful for media with sharp inter-
faces, but it does not include the multiple scattering along the interfaces, and i is not appropriate for
reflections from velocity gradients similar in extent to the seismic wavelength. Perturbation methods are
applicable only for weak scattering problems. Among all numerical approaches, finite-difference (FD) and
finite-element (FE) methods are not restricted to velocity variations of a particular size with respect to
wavelength. FD and FE can generate synthetic seismograms for very complicated media in cases of
weak/strong or multiple scattering.

FD method solves either the wave equations or the elastodynamic equations by replacing the par-
tial derivatives in space and time by their finite-difference approximations. When explicit FD method is
used, which is the most popular FD technique to date, the wavefield of a specific time instant is solved
one grid point by one grid point with nearby grid data at previous steps. For schemes that use second-
order approximations to the temporal derivative, only two grid planes of displacement (or stress, velocity)
must be stored to perform the updating process. Once the entire grid is updated, FD then proceeds to
compute the wavefield of the next time instant until a certain preselected number of iterations is
reached. The output of FD method can be snapshots of the entire grid at specific times or synthetic
seismograms recorded at specific grid points.

“Fd2"” is a software package developed at Teledyne Geotech Alexandria Laboratories (TGAL) dur-
ing the past several years for generating synthetic seismograms and displaying the wavefiekis. This
package consists mainly of a 2-dimensional 2nd-order explicit linear finite-difference (LFD) code. In this
topical report, we first review in detail the algorithms we developed for the topography handling. We then
present sample scripts illustrating the usage of ‘“fd2” as well as several supporting routines for plotting
out the synthetics, generating media, and the graphic visualization of wavefields. Thus this topical
report serves as both a programmer’s guide and the user's manual. The supporting routines included in
this manual are “fd_menu”, “fdsplt”, “arraypit”, “trplt”, “movie”, and “lymed3”, which constitute the most
frequently used portion of our software package.

Although LFD codes are becoming very popular, our code does posses several features that are
not that standard. Perhaps the most distinguishable feature of this code is that it allows simulations with
fairly rough topography. Topography can focus or defocus incident body waves and can convert body
waves to surface waves and vice versa. In this tutorial we therefore include an overview of our topogra-
phy algorithms which are based largely on our published work (Jih et al., 1988). Basically the algorithm
we developed is an improved version of llan (1977). On the inclined free-surface, the vanishing stress
conditions are implemented to a rotated coordinate system parallel to the inclined boundary as previous
works did. For each transition point on the topography where the slope changes, we use the first-order
approximation of boundary conditions in a locally rotated coordinate system in which the normal axis




always coincides with the bisector of the comer. These extrapolation formulae are consistent with boun-
dary conditions to first-order accuracy in spatial increment, the same as the classical one-sided explicit
approximation scheme widely used for the flat free-surface case. Testing results indicate that this
scheme works stably for fairly complicated geometric shapes consisting of ridges and valleys with steep
and gentle slopes over a range of Poisson ratios of practical interest, thus enabling us to study more
realistic problems for which the topography plays a significant role in shaping the wavefield and analyti-
cal solution might not be available.

A tew words on the evolving history of Geotech’s LFD code are necessary: Z. A. Der, J. Bumetti,
and T. McElfresh initialized the prototype code design in late seventies. During 1978-1981, they impie-
mented the 2nd-order explicit FD scheme with the heterogeneous formulation of Kelly et al. (1976), the
monochromatic P/SV planar source, as well as the symmetric boundary condition. K. L. Mctaughlin, T.
McElfresh, and L. Anderson implemented Ohnaka (broadband) P/SV source, the point (line) source and
the absorbing boundary condition (Clayton and Engquist, 1977; Emerman and Stephen, 1983) during
1983-1985. R.-S. Jih coded up the fundamental-mode Rayleigh wave generation routine (Boore, 1970;
Munasinghe and Famell, 1973), the 1st-order formulation of free-surface boundary condition to handie
the polygonal topography (Jih et al., 1988), the marching grid technique for extending the propagation
distance in the lateral direction (Jih et al., 1989), as well as a strain filter for far-field body wave synthet-
ics (Jih et al., 1989). The current version of FD code ‘fd2” is totally different from all earlier versions of
Geotech's LFD codes: (“fdabc1” through ‘“fdabc6”) after a series of heavy revisions by R.-S. Jih during
1986-1993, even though several subroutines still retain their original names.




2, TOPOGRAPHIC ALGORITHMS

2.1 Basic Concepts Undertying Topographic Algorithms

Consider a half-space with an arbitrary polygonal free-surface. Define a Cartesian coordinate sys-
tem with X horizontal (positive to the right) and Z vertical (positive downward) as in Figure 1. Assume
that the material is pertectly elastic, isotropic, and homogeneous with compressional and shear velocities
o and B respectively. Let U and W be the X and Z components of displacement. Then the wave propa-
gation at interior points is governed by the following hyperbolic partial differential equations:

azuatzgx. zl) _ 2 U a::z,,z.t + 02— P2) a"’vgxap( ,zz.q . pzazuag;z.q [a]
and
a’wa(:;.z.t) = azazwa(;(z,z.t) + (az_Bz) azl.alxazgx.z.t[ + Bzazwazzix. Z.Q ) (1b]

A grid is imposed on the X-Z plane with fixed mesh size Ax and Az . We let x = iAx, z = kAz , and
t = IAt , where At is the increment step in time, and i, k, and | are positive integers. We denote by Uiy,
and W, the components of displacement at the discretized grid point <jo = (iAx, kAz, lAt) at the ith
time step. By replacing the partial derivatives in equation [1] by central differences, the following stan-
dard explicit second-order formulae are obtained:

2
Ui = = Uigr + 2Ujg + “2(%) (Uirpg = 22U + Vi)

2
+ BAED) (Uiars = 20 + Uiy

ar?
AxAz

1
ay (2= B . { Wit g5 = Wist o1 = Wictseors + Wi ket (1c]

and

A2
Wisaer = = Wigq + 2Wiy + 02(2;) ( Wikers — 2Wipg + Wig gy )

At 2
+ Bz(zx“) (Wi = 2Wig + Wi )

1 A2

vy AxAz( o2 - B?) . (Uit xe1s = Uit pe1s = Uaors + Ui g - [1d]

The reader is referred to Alterman and Karal (1968), Boore (1972), and Kelly et al. (1976) for a
more detailed discussion of the approximation of partial derivatives by finite difference discretizations.

The vanishing of stress on the flat free-surface boundary is expressed by 1, = 0 and 1,, =0, or,
equivalently,




and

W 2By o
0255 [2b]

Alterman and Karal (1968) presented an explick central-difference approximation of [2a, b) which is
stable when pf/a > 0.3:

Uik = Uiz - % (Wist ket = Wici ke) [2c]

and

2
Wisc= Winz = 52 (12220011 - Uirsan (2d]

Another approach which adopts one-sided differences was proposed by Alterman and Rotenberg
(1969):

Uix = Uipe1 - —% (Wit gt = Wiept) [2e]

and

2
Wisc= Wi = 2o (125U - Ui (21

At the vertical surface the boundary values can be derived by the following transformations:
U—s W, W— U, 9x — 92z, 32 — ox. 3]

Although the one-sided approximation [2e.f] is applicable over a somewhat more restrictive range
. of Poisson’s ratios, in some cases results are even better than the central-difference approximation
[2¢c.d] or a composed second-order scheme by llan and Loewenthal (1976). All aigorithms discussed in
later sections will use either equations [2¢,d] or equations [2e.f].

Alterman and Loewenthal (1970) proposed two approaches to the calculation of the displacements
at 90° and 270° comers. The first approach requires that the normal stress components on both the hor-
izontal and the vertical surface be zero, and in place of condition [2a], it imposes a more restrictive con-
dition of aU/dx = oW/9z = 0. The second approach smooths the comer slightly, making the tangent to
the boundary be at an angle of 45° to both axes. Two similar difference schemes following the second
approach can be found in llan et al. (1975) and Fuyuki and Matsumoto (1980). Boore et al. (1981)
reported that Fuyuki and Matsumoto’s difference equations are somewhat better. We will follow the idea
of the second approach to derive formulations for arbitrary comners.

To implement arbitrary topography in the 2-dimensional finite-difference scheme, it suffices to
approximate the topography by polygons. Six algorithms are presented here to implement the free-
surface boundary condition for the six separate cases shown in Figure 1 labeled (A) through (F). Only
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the formulae for increasing elevation with increasing x are given for brevity. Since the calculation of
corner points always requires displacements of points nearby, it is necessary to follow a specific order in
each time marching step to solve the boundary values: first compute points on the horizontal and verti-
cal free-surface segments with [2c,.., 2f] (or transformation 3), then points on the ramps, and finally the
comer points. The topography is restricted such that each segment of the polygon consists of at least
three points, so that corner points are always separated by ramp points (at least one). The selection of
spatial sampling increment, Ax and Az, depends on the velocities, frequencies, and geometric resolution
of the problem to be solved. For complicated topography it is necessary to adopt smaller Az (relative to
Ax) to ensure the inclusion of the most gentle ramp encountered, namely the ramp with slope Az/Ax.
The temporal spacing At is then determined by the mesh spacings as well as by wave velocities so as
to match the general stability constraint.

The underlying procedure for all the six topography algorithms is the following:

(1) At every node on the topography, set up a rotated coordinate system X'-Z’ which accounts for the
local geometric orientation. For corner points, simply take the bisector of the comer as the 2’ axis.
For points on the ramp, this means that Z’ is the local normal to the ramp.

(2) Set up a four-atom molecule with diagonals parallel to the X'-Z’ axes and let the unknown node
<i,k> be one of the atoms by default. Remaining atoms are selected so that their displacement
can be computed with interior points, thus ensuring the scheme remains explicit. The molecule
itself should be as close as possible to the boundary to reduce error due to coarse sampling of the
wave field. Usually it is convenient to put an atom just one grid below node <i,k>.

(3) Apply equations [2c,d] or equations [2e,f] to the four-atom computational molecule t0 solve for the
boundary value at node <i,k> in the X"-2’ coordinate system. The solution is then rotated back to
the original X-Z system.

The details of the various algorithms are presented in Section 2.3.




Figure 1




2.2 llan's Method for Constant-siope Ramp

llan (1977) uses a rectangular grid with fixed height Az and variable width Ax, . Each Ax; is deter-
mined via Ax = Azcot® , where 0 is the local angle between the X-direction and the inclined free-surface.

Suppose that node <ik> lies on an inclined free-surface with slope Az/Ax (Figure 2). If
0 = tan™'(Az/Ax)<45° , Let

Uik =U’p — SiN20(W'y,y x — Wiiks1) [4a]

and

2 Ez‘ 4 17
Wik =W'o — sin26(1 ~ 2 o Wik = Uikat) o [4b]
where

Uo = €Ui1xe1 + ( 1 — €0 )Uine2 , [5a]
Wo = €gWiqpe1 + (1 - €0 )Wip2, [Sb]

and
go = 25in%0 . [5c]

If 8 > 45° , then replace equations [5] by

Up = €oU1ka1 + ( 1 — €0 )Uiizx » [6a]
Wo = Wit + (1~ € )Wiak {eb]

and
€0 = 2c0s%0 . (6c}

Finally rotate U’;x, W'i of equations {4] back to the original system.

We have observed that without appropriate manipulation of the transition points on the topography
as proposed in the present work, this algorithm alone would suffer from instabilities. Furthermore, this
single algorithm with varying grid spacing approach yields more complexity in its use than does the
multi-algorithm with fixed grid spacing described in the present work.
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2.3 Algorithms Used in FD2

(A) Constant Steep Siope

Suppose that a grid point <i,k> lies on an inclined free-surface with slope mAz/Ax, m 2 2 (Figure
3). If we rotate the X-Z coordinate system by the angie 0 = tan™'(m Az/Ax) counterclockwise to the
X’-Z’ system, then in light of equations [2a,b] we have

W W
-——a, +—ax—,—0 [A-1a)]
and
w Bov
7 +(1—2a2) > =9 [A-1b]

where U, W are the displacement in X', 2’ direction respectively. These two equations will be used
to solve for the displacement at every grid point on the free-surface topography with different 6.

Let point 0 be the projection of <i,k> on the line joining points <i+1,k> and <i k+m>. With first-order
accuracy, the displacements at 0 can be approximated by the following linear interpolations:

Uo = goUiu1x + ( 1 - &9 )Ujpum
and
Wo = Wiy i+ ( 1 — €0 )Wipym .
where
go = $in%0 .

Rotate the displacements at the three atoms 0, <i+1,k-1>, and <ik+m-1> to the inclined system

X-2Z’ and substitute them into equations [A-1]. We have the following extrapolation formulae:
U'ix = U’ — cos8sin®(W'i, s 1+~ W’iksm-1) [A-2a]

and

2
Wi = Wo — c0s0sing(1-2 ) (Ut r-Uisum-) [A-20]

U'ix and W' are then rotated back to the original X-Z system by the angle — .
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(B) Constant Gentle Slope
For grid point <i,k> on an inclined free-surface with slope Az/Ax (Figure 4), let
0 = tan™'(Az/Ax)
and
€o = sin%0 .

Let point 0 be the projection of <i,ik> on the line joining points <i+1,k> and <i k+1>. Again, the displace-
ments at 0 can be approximated via

Uo = eolUi1x + ( 1 — €0 )Uixes
and
Wo = ggWinix + ( 1 - 20 )Wix .

Now in the X’-2’ coordinate system, displacements U , W’ x can be solved via equations [B-1] as
Uik = U'p — SiNBCosB(W’i1 x — Wiiks1) [B-1a]
and

2
Wy = W'o - sinBcose(1 - z%)(u'.., o= Uar) - [B-1b]

We then rotate U, W',x back to the original X-Z system with the angle —0. Note that this aigo-
rithm is simpler than lian’s (1977) formulation, and the weighting factor sin8cosd in formulae [B-1] is
applicable whether 6 < 45° or not, although in most actual applications, 0 is rarely larger than 45°. Also
note that we use gentle and steep in aigorithms A and B simply to distinguish whether m, the elevation
rising from grid column i to column i+1 in terms of Az, is equal to one or greater than one.

1
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(C) Concave Hortzontak-to-gentie Siope Transition

For grid points at the bottom of a canyon with siope mAz/Ax , m2 1 (Figure 5), assuming that
Ax 2 Az , let 8 = tan~{(MAZ/AX), €p = tan(@/2)A2/Ax, ¢, = tan(6/2)cot8, and

Uo = (1-€0)Uje1 + oVt 1 [C-1a]
Wy = (1-€)Wiges + 8Wies st . {C-1b]
Uy = (1-€)Uix + €U um » [C-1c]
Wy = (1-€)Wi i x + Wiy 5em (C-1d]
Uz = (1-€9 )1k + €1Vt 0em » [C-1e]

and
W2 = (1-e)Wiax + 6 Wi pem - {C-1]

Then,
U= Uo - 22 (W, - W) [C-2a]
1k ] 2AX 2 1
and
2

Wi =Wo- 221 -2,y . [C-25]

Note that we rotate U, W by the angle 6/2 instead of 0 to get U, W’ so that the 2’ axis is con-
sistent with the directicn of the local bisector at grid point <lc.

For the case Ax < Az, substitute eo= cot(6/2)Ax/Az and e, = tan@ tan(6/2) in formulae [C-1],
and replace Az/2Ax in equations [C-2] by cot(6/2)/2 .

13
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(D) Concave Gentle-to-steep Siope Transition

For grid points with left siope nAz/Ax and right slope mAz/Ax, m > n, assuming that Ax < nAz , let
0 = tan~'(nAz/Ax), ¢ = tan~'(mA2/Ax), n = (0 + ¢ /2, &, = g, = tandcotn, ¢, = tarm cot¢, and

Uo = (1-€0)Uisa x + €Ut jun [D-1a]
Wo = (1-€o)Wi1x + €Wie1 jan » {D-1b}
Uy = (1-€)Uixan + 84Ut un [D-1c]
W = (1-€)Wiigin + 81Witjin o [D-1d]
Uz = (1-€1)Uix + €Ukt hem » [D-1e]

and
W, = (1-€1)Wiss x + 8Whii jom - [D-11]

Then,

Uik=Ub- ta_m_:—ta'To'(wz - W) [D-2a]

and
Wik =Wo - Taﬁlra:i“ - 2%)(% ~-Uy). (D-2b)

Note that we rotate U, W by angle i to get U’, W’ so that the Z’ axis is consistent with the direc-
tion of the local bisector at the grid point <ik>.

For the case that Ax > nAz (Figure 6), substitute ¢o = tanftanm, e, = tanfcotn, and e, = tammcot¢,
in formutae [D-1], and replace tanm+ tand in [D-2] by cotn+coto. Also, replace [D-1a,b] with

Uo = (1-€0)Ujjen + €Ukt 40 [D-3a]

Wo = (1—€0)Wiken + EoWis1 k40 - [D-3b)

15
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(E) Convex Change In Siope

For grid points with decrease in slope from nAz/Ax 10 MAZ/Ax, n>m, let 0 = tan~'(nAz/Ax),
¢ = tan"'(MAZ/Ax), | = (0 + ¢ }/2, and g, = taimAZ/AX. If gy is less than 1, then let

Uo = (1-€o)Uixs1 + €Use1 41 [E-1a]
and
Wo = (1-€o)Wiss1 + €Wisi a1 » [E-1b}
as shown in Figure 7b where atom 0 lies between <i,k+1> and <i+1,k+1>. Otherwise let e3 = 1/¢9, and
Uop = (1-€3)Uis1 k41 + E3Uin1 [E-1c]
and
W = (1-€3)Wisq ot + Wik [E-1d]

s0 that atom 0 lies between <i+1 k+1> and <i+1.lo (Figure 7a).
Now depending on the value of m , we have 2 cases :

(E.1) m=1. Let <i+1k> be an 2%m (Figure 7a). Then the diagonal of the molecule passing
through <i+1,lc will intersect the ith grid column somewhere between <l and <ik+n>. Let the inter-
section point be atom 1 (Figure 7a). Note that tang < tamm < tan@, hence, €, = (tanmcote —1)/(n-1) is
always between 0 and 1. The displacement at atom 1 can be interpolated as

Uy = (1-€4)Uiks1 + 81Uipun [E-2a]
and
W, = (1€ )Wigi1 + &4Wijen - (E-2b]
Note that we use point <i,k+1> rather than <i,lc in equations (E-2), since the displacement at <ik> is
unknown. Then,
Uik = U'o — €2(W'iy1 W) [E-3a]
and

2
Wig = Wi — ex(1 - 2-';7) Wiy, [E-3b]

wheree, =tand if eg < 1, orcotm if gg> 1.

(E.2) m> 1. Let atom 2 be at node <ik+1> (Figure 7b), and ¢, = (2Azcotn/Ax), so €, is aways
between 0 and 1. )

U; = (1-€9)Uix-1 + &1Uipq 41 [E-2c]
and
Wi = (1-€)Wises + &,Wiy gt - [E-2d]
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The displacements at point <i k-1> are computed by extrapolation (see aigorithm (G)) since it's out-
side the grid. Now,

Uik = Uo — &AW’y - Wik) [E-3c]
and
Bv
W'Lk= w'o-82(1 -2a2)(u1—u‘,k+1) ' [E.sdl

where e; = 0.5tam feg S 1, 0rex = Ax/(2AZ) feg> 1.

Note that again we rotate U, W by angle 1 to get U’, W’ , so that the Z’ axis is consistent with the
direction of the local bisector at the grid point <i,lo.
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(F) Convex Gentle Slope-to-horizontal Transition

Without loss of generality, we may assume that the topography changes slope from Az/Ax to 0 at
the crests (Figure 8). Let ¢ =tan"'(Az/Ax), eo = tan{¢/2)tan$, and &, = tan(¢/2)cotd. In this case the
offset between the Z-direction and the Z’-direction is ¢/2. Let the intersection of the local normal with the
(k+1)-th grid row be atom 0. The other two atoms are chosen so that they are collinear with node
<i,k+1>. Note thatgo < 1 provided Az < V3 Ax, i.e., ¢ <60°. Let

Uo = (1-€0)Uijs1 + EoUiv1 a1 [F-1a]
Wo = (1-€0)Wix1 + €aWh1 41 , [F-1b]
Uy = (1-e1)Ujes + 81U 2 [F-1c]
W = (1-€1)Wi ket + EWis 2, [F-1d]
Uz = (1-€))Ui1 et + €10k, [F-1¢]

and
W2 = (1-€) Wi k01 + €1Wina - [F-11)

* Then,

Uix=Uo - 20w, - wy) (F-2a)

and
W= Wo - B0 - 2%22—)(% —uy. [F-2b]

Here we rotate U, W by angle ¢/2 to get U’, W so that the Z° axis is again consistent with
the direction of the local bisector at the grid point <i,k>.
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(G) Fictitious Boundary Points for Steep Siope

Suppose that a grid point <ik> lies on the free-surface with slope mAz/Ax, m2 1. Due o the
explicit scheme (Equations [1c] and [1d]) we adopt for the interior points, the calculation of the displace-
ments at inner points <i+1,l>, <i+1k-1>,....<i+1k-m+1> requires displacement values at <ik-1>, k-
2>,...<ik-m> which are outside the topography. This difficulty can be easily removed by evaluating m
fictitious layers above the topography as follows (Figure 9):

For 1<ns<m, let g = (Wm)sin®, where 0 = tan~'mAZ/Ax, use Uy = egUix-m + (1 - €0)Ux and
Wo = gaWiax-m + (1 — 20)Wix @s the approximate displacement of the orthogonal projection of poimt <ik-
m+n> on the free-surface.

Now rotate displacements at points <i+1,k-m>, <i,jo> and 0 by angle 0 as betore to extrapolate the
approximate motion at point <i,k-m+n> :

U'i.le-mm =U - -'-:-sinecose(wm Jem — W' 'y)
and

B .
w'l,k-mm = W'o - (1-2 (!2 )Tn-sineoosa(U'm,k_m -U |*) .

Then rotate U’, W’ back to the original system.
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2.4 Some Remarks on Topographic Algorithms

Even in the simplest hai-space models, the central-diiference approximation (formulae 2¢,d) and
the one-sided approximation (formulae 2e.f) of the boundary conditions are only conditionally stable.
When quarter planes are involved, the range of stability is inevitably smaller. Since our schemes are a
(rotated) extension of these two methods and since we are dealing with more complicated iregular
geometries, a stronger limitation of Poisson's ratios should apply. it is obvious that our scheme has trun-
cation emor of order one (with respect to the mesh spacings) due to the spatial discretization and linear
interpolation, as well as the local asymmetry in our formulation, even though the original {i.e., unrotated)
central-difference approximation (2c,d) has second-order accuracy. Nevertheless, better accuracy can
be achieved by sampling the polygon with a finer grid at the expense of computation. All algorithms are
of the explicit type, since only interior nodes nearby are needed for evaluating tangential derivatives.
The actual surface configuration implied by this scheme is a somewhat smoothed version of the original
discretized polygonal boundary.

Recently a number of techniques have been pursued in an effort to improve the computational per-
formance of finite-difference solutions to wave equations. These include higher-order schemes, implicit
rather than explicit methods, velocity-stress schemes, efc.. Qur formulations were developed mainly to
adapt to the traditional explicit second-order finite-difference schemes for wave equation (equations 1)
as described by Alterman, Boore, and Kelly because of its popularity. Incorporation of similar treatments
of a free boundary with elastodynamic equations might be promising, since a velocity-stress scheme
(e.g., Virieux, 1986) is more tractable than the standard displacement schemes at liquid-solid interfaces.

Alternative approaches are available to handle seismological problems involving topographic struc-
tures. For instance, the finite-element method offers another natural solution with which one can use
more general grid elements such as triangles or even higher order forms instead of the rectangular grids
used in the finite-difference method. Drake (1972) and Ohtsuki et al. (1984) use the steady-state
finite-element method and the transient finite-element method respectively to study the scattering of
Rayleigh waves by topography. Finite-difference and finite-element methods can be interpreted as
degenerate cases of each other under some conditions (Lapidus and Pinder, 1982). It is reported that
finite-element methods give superior accuracy relative to finite-difference methods when modeling elastic
media with Poisson’s ratio between 0.3 and 0.45, and the accuracy is comparable to finite-difference
methods for media with Poisson’s ratio less than 0.3 (Marfurt, 1984). The major advantage of the finite-
difference method over finite-element methods is its simplicity in implementation. Our work shows how
the finite-ditference technique can be extended to an irregular free-surface with special treatments.
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3. SAMPLE INPUT FILES FOR FD2

“Fd2” reads in control parameters through the standard input and dumps the error messages to
the standard output. The output synthetics as well as the snapshots of the wavefield are stored in
separate output buffers. The source medium file is specified in the input file or assumed to be a preset
homogeneous halt space. Topography can be specified as an input file. A sample input file is shown
here with each line of argument discussed in more detail at the end. For the user's convenience, an
interactive routine “fd_menu” is available which would create the input parameter file.

Sample input Parameter File

{1] grid dimension kw,kh

800 600

2] x.z spacings of the grid mesh & emporal spacing: dx.dz,dt
0250250025

{3] homogeneous (0), hemrogeneous (1,2}

2

inVp

inVs

inRho

4] topography file

none

5] choose wave type

3

[6] incident angle, i0,j0, wvins

20.00 400 32 5.0

[7] option for snapshot display: component AGC,begin & end column
“8" 1

1 800 1800132200

401 800 18001 32 100

201 00 15001 2600

301 00 801 2000 2 250

701 00 901 1261 2 100

901 00 1201 1561 2 100

1101 00 1381 1601 2 100

1301 00 1681 2161 2 100

1501 00 1841 2341 2 100

[8] # of seismographs

10

[9] coordinates of sensors: (2 lines, kne 1=X's, line 2=2's)
1 200 400 600 800 -1 -200 -400 -600 -800
222223 3 3 3 3

{10] total # of iterations; # of iterations/snapshot

8001 200
[11] marching grid (>0m=>yes)? total grid wickh desired:
400 1200

Remarks:

item (1)
The grid size specifies the number of nodes in the horizontal and vertical directions. The program
will stop if the requested grid size exceeds the predefined size, which is currently compiled with
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800 by 800 nodes on CSS' SUNA4.
item (2)
The grid mesh, AX and AZ, is measured in km. The temporal spacing is in sec. Once the grid
mesh is specified, the temporal spacing should be determined so that the stability can be ensured
throughout the iterations.
tem (3)
it 0, the default homogeneous model with density, p, of 2.5gnvce, and A = i = 21 for the soil,
which implies Vp = 5.02knmvs and Vg = 2.9knvs.
if 1, the program expects 1o read in A, i1, and p fields.
If 2, the program expects fo read in Vp, Vs, and p fields.
item (5)
The initial wave could be
(+1) broadband planar P wave of Ohnaka shape,
(-1) broadband planar S wave of Ohnaka shape,
(+2) monochromatic pianar P wave of sinusoidal shape,
(-2) monochromatic planar S wave of sinusoidal shape,
(+3) pure compressional wave generated at a single point,
(-3) double-couple point source,
(+4) fundamental mode Rayleigh wave with Ricker wavelet shape,
(+5) a (time-series) P driver file shaking a single point,
(+6) arbitrary wavefield setting,
(+7) broadband planar P wave of Gaussian shape,
(-7) broadband pianar S wave of Gaussian shape,
(+8) ripple-fired explosions with multiple sources of type (+3),
(+9) ripple-fired explosions with multiple sources of type (+5).
Except for cases (+5) and (+9) in which the shaker or driver file must be generated elsewhere in

advance, ‘/d2" is completely self-contained to initialize the wavefields at 2 consecutive time
instants to produce proper wave propagation.
Item (6)

(a) the wave length (in km) is needed for a point source, sine or Rayleigh wave
(b) the location of the source point can aiso be used to adjust boundary conditions
Absorbing boundary condition is default for the bottom and side edges. For nomally incident
planar waves (options 1, 2, 7), the side edges would be symmetric. Free surface is assumed on
the top of the grid whenever a nontrivial topography is invoived. All these boundary conditions can
be aitered by choosing appropriate input parameters. For instance, in the case of point source
{options 3, 5, 8, 9) without topography, there are 3 more options available by playing with incident
angle:

(1) 0-degree indicates that all 4 edges are symmetric,

(2) 360-degree indicates that all 4 edges are absorbing,

(3) 720-degree indicates that a symmetric top with absorbing sides and bottom.
These options are meant only to demonstrate the effects of miscellaneous boundary conditions. In
reality, models with free-surface boundary condition on the top and the absorbing boundary
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condition at the remaining three edges would be the most useful ones. In this sampie input file,
the incident angle of 20° has no effect and hence the defauk boundary condition for source option
+3 will be used, which is absorbing side.

item (7)
Program “‘/d2" converts the numerical wavefiekds into the character wavefields and stores these
snapshots in ASCII text files. The output wavefield could be the whole grid or only a portion of the
grid as specified in the input parameter file. An input parameter determines whether fixed gain or
automatically adjustable scale is used in the conversion procedure. Displacements and/or strain
may be recorded as a time series at any interior points for the strain or any grid points for the dis-
placements.
7 options for snapshot displaying are available:

: horizontal wave fiekis

: vertical wave fields

: both horizontal & vertica! wve fieids

: dilatational & rotational strain fields

: combined displacement fields

: all components will be shown
AGC > 0 => resolution adjusted for each frame individually,
At most 9 slices (stripes) can be saved in compressed files with prefix “S1” through “S9", respec-
tively. Each stripe needs one line to specify (1) beginning column, (2) ending column, (3) begin-
ning time, (4) ending time, (5) beginning row, and (6) ending row. ¥ any of the three ending entity
is smaller than its associated beginning entity, then that stripe will not be shown at all. In this
example, only two stripes are stored in compress ASCII files. Files S1° store the upper 200 rows
of the whole wavefield (800-grid wide) at a rate of one shapshot per 200 Rerations (cf. item [10]))
throughout the 8001 iterations (cf. item [10]). Flles S2°, however, store the central portion of the
grid from column 401 to column 800. Also, only the top 100 rows will be shown, as specified in the
input file. The remaining seven stripes all have an ending column (00 in this case) smalier than
the beginning column, which simply turns off their snapshot output. All snapshots are shown from
row 2 and down. However, a differernt “beginning” row can be given to force the gray level be nor-
malized by the peak displacement of a subgrid. In this example, the gray scale is determined by
32th row and below, aithough the top portion will be shown as well.

ltem (9)
(a) list X-coordinates of all sensors first
(b) negative X-coordinate means strain sensor
(c) it should be consistent with the number of sensors as specified in ltem (8)

item (10)
There will be 8001 iterations in total in this example, and one snapshot will be produced for every
200 iterations.

item (11)
if a number larger than 0 is given, the marching-grid feature will be tumed on, and the grid will be
shifted by that number of columns when the wavefront is approaching the right edge. In this
example, 400 columns will be shifted each time. The total grid width desired is 1200, which is the

> T NI
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original grid size, 800, plus 400 columns, 8o only one shilting will be performed (c/. Step 4 of
Example 3).

Sample Topography Flie

The following sample file defines a simple ramp:

10
00 00 00 00 00 00 01 02 03 04 05 06 07 08 08 08 08 08 08 08 08 08 08 08

The 1st line gives the “reference floor” level of the topography. The 2nd line gives the elevation
with respect to the reference level. For example, the “03" in line 2 actually means the 7th (=10-3) row
from the top of the grid. Note that the reference level kself must be deep enough so that the peak of

the topography is still within the grid. Each segment must contain at least 2 sub-segments before the
slope changes.

Sample input Flle of Velocity Mode!

ovid gire: 20 25

grid spacing: 0.1000 0.1000

Sel-Similar Medium

Extracted from another model

5 (dummy fine)

8 (dumwmy fne)

7 (dummy fne)

8 (dummy fne)
0.4927E+01 0.4962E+01 0.5108E+01 0.5123E401 0.5126E+01
0.5078E+01 0.5213E+01 0.5963E+01 0.5220E+01 0.5239E+01
Q.5584E+01 0.5685E+01 O0.5583E+01 0.5542E+01 0.5258E+01

Lines 1 and 2 specify the grid size and and the grid spacing. Lines 3 and 4 are for identification
purpose. Lines 5 through 8 are dummies. The remaining knes give P-wave velocity (or S-wave velo-
city, or dengity) at the node (i,j) where i=1,...kw; j=1,.. kh. Lines 1 and 2 are read with fixed format of (
{10x, 2i5 ) and ( 13x, 2{10.4 ), respectively. :




4. OUTPUT FILES GENERATED BY FD2

A number of different output formats are commonly used in finlle-dilference calculations. In fact,
one of the advantages of the finite-difference method is the ability to save particle displacements for any
number of points on the grid and for all times. The synthetics are nothing but the time history recorded
at specific grid points, for example. A particularly informative way to visualize wave propagation through
the models is by using numerical Schiieren diagrams. These “snapshots” of the wavefield traveling
through the grid are generated by saving the displacement at each grid point for a given time step.

In our implementation, the program converts numerical wavefields into character wavefields and
stores these snapshots in ASCIl text files. It consumes relatively small storage space, as each grid
point only needs one byte. The output wavefield could be the whole grid or only certain portion of the
grid. An input parameter determines whether a fixed gain or an automatically adjustable scale is used in
the conversion procedure.

Displacements and/or strain may be recorded as a time serigs at any interior points for the strain
or any grid points for the displacements.

Program also stores the wavefiekis at two consecutive instants and all required parameters at a
prespecified rate so that it can be re-started in case the job is terminated in the middle.
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S. EXAMPLE 1: PLANAR WAVE INCIDENT UPON SIMPLE RAMP

The first example demonstrates how to set up an experiment for modeling the propagation of a
normally incident plane P wave through a model with a 45° ramp on the top of the grid and von Neu-
mann {i.e. 0-slope or symmetric) boundary conditions on both sides. The homogeneous medium has
compressional and shear veloclties of 5.02 and 2.898 knvs, respectively.

Step 1: Generating Topography Flle

cat << I> inTOP

66

00 00 00 00 00 00 00 00 00 0O 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 0O 00 00 00 00 00 00 00 00 00 00 00 00
0000000000000000000001020304050807080910111213141516 17 18 1920
21222324 25262728 29030 31 3233 34 3536 37 38 39 40 41 42 43 44 45 46 47 48 49 50
515253545556575850606162636464646464646464646464646464646464
64640646464646464646464646406464646464646464646464646464646464
64646464 6464646464646464646464646464646464646464646464646464
6464646464640646464C.646464646464640646464646464646464064646464
64646464646405464646406464640645645640540646464064054646464064064548484
646408464 6464646464646464646464646464646464646464646464646464
646464646464646464646464646464646464646464646464646464646464
6464646464646464646464646406464646464646464646464646464646464
646464646464646464646464646464646464646464646464646464646464
!

Step 2: Running FD

#=== generate input parameter file for fd

cat << EOF > inFD

1) grid dimension kw,kh

500 202

2) x,z spacings of the grid mesh & temporal spacing: dx,dz,dt
0.01 0.01 0.001

3) homogeneous (0), heterogeneous (1,2)

0

inVp

inVs

inRho

4) topography file

inTOP

8) choose wave type

7

6) alpha, i0,j0, wvins

0.00 40 -800.2

7) option for snapshot display: component AGC,begin & end column
‘m” 1
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1 500 150012202
201 00 120012120
201 00 1 5001 2 600
301 00 801 2000 2 250
701 00 901 1261 2 100
901 00 1201 1561 2 100
1101 00 1381 1801 2 100
1901 00 1681 2161 2 100
1501 00 1941 2341 2 100
8) # of seismographs
31
9) coordinates of sensors: (line 1=Xs ine 2=Z's,negX=strain sensor)
012 028 044 060 076 092 108 124 140 156 172 168 204 220
236 252 268 284 300 316 332 348 364 380 396 412 428 444 460 476 492
068 068 066 066 066 066 066 068 066 068 086 066 066 066
050 034 018 002 002 002 002 002 002 002 002 002 002 002 002 002 002
10) 1ot # of ierations; # of Kerations/snapshot
700 100
11) marching grid (>0=x>yes)? total grid wicth desired:
0 500
EOF

#uu= run i
2 < inFD > & FD_msg

$=uu demultiplex time series
Kisph < data.0 > & error
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The d2 generates the following ermor message

FD code version 930408, RASJ

Complled with grids 800 600

Grid desired= 500 202

Mosh & lemporal spacings = 0100 .0100 .0010
Homogeneous model

input topagraphy Be=inTOP

SETTOP> ihh= ]

SETTOP> ipg() read (sampied every 50 colusms):

0O 0 0 0 0371 64 64 64 64
SETTOP> idi(l,3) (sampied every 50 cokumns):
68 66 66 68 66 36 2 2 2 2

Boundary fags (I--1-b):0030

(iniial setting as in SETTOP)

gric> jend{column )= 65

grid> jend{column lwj= 1

GRID> geological model ready.

Grid sampled per 51 by 21 nodes

Lambda fleld

2 0 0 0 0 .0 0210 210 210 210

2%: 0 0 0 .0 0 .0210 210 210 210

44: 0 0 0 .0 .0 21.0 21.0 210 21.0 210

6: 0 .0 0 .0 .0210 21.0 21.0 21.0 21.0

86: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
107: 21.0 21.0 21.0 210 21.0 210 21.0 21.0 21.0 21.0
128: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
149: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
170: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
191: 21.0 21.0 21.0 210 21.0 21.0 21.0 21.0 21.0 21.0
Mu fisld
0 .0 21.0 210 21.0 21.0
0 .0210 210 21.0 21.0
0 .0 21.0 21.0 210 21.0 210
0 .0 .0 .0210 21.0 21.0 21.0 21.0

86: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
107: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
128: 21.0 21.0 21.0 21.0 21.0 210 21.0 21.0 21.0 21.0
149: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
170: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
191: 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0 21.0
Density fisld

2 0 0 0 0 0 0 25 25 25 25
23: 0 .0 0 .0 0 .0 25 25 25 25
o .0
o .0

2 0 0 0 20
23 0 0 0 0
4: 0 0 0
65 .0

4: 0 0 .0 25 25 25 25 25
65: 0 .0 0 25 25 25 25 25
86: 25 25 25 25 25 25 25 25 25 25
107: 25 25 25 25 25 25 25 25 25 25
128: 25 25 25 25 25 25 25 25 25 25
149: 25 25 25 25 25 25 25 25 25 25
170: 25 25 25 25 25 25 25 25 25 25
191: 25 25 25 25 25 25 25 25 25 25
Squared P welocity field
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22 0 0 0 0 0 0252252 252 252
23: 0 0 0 0 0 .0252252252 2
44: 0 0 0 0 0252 262 252252 22
65: 0 0 0 0 0252252252 252 252

86: 252 252 25.2 252 252 252 252 252 252
107: 262 252 252 252 2562 252 252 252 28.2 252
128: 262 252 252 252 25.2 252 2562 252 262 252
149: 252 252 252 252 252 262 262 262 262 262

.0 .0 84 84 84 84
0 .0 84 84 84 84
.0 84 84 84 24 84
0 0 .0 84 84 84 84 84
84 84 84 84 84 64 84 84 84 84
107: 84 84 84 84 84 84 84 84 84 84
20: 84 84 84 84 84 84 84 84 84 84
149: 84 84 84 84 84 84 84 84 84 84
70: 84 84 84 84 84 84 84 84 84 84
191: 84 84 84 84 84 84 84 04 84 84

2: .00 .00 OO 00 .00 OO0 .33 39 .39 .33
23: .00 .00 .00 .00 00 .00 .39 .33 9 33
44: 00 .00 .00 .00 00 .33 33 33 33 33
65: .00 .00 00 00 .00 .33 .33 33 33 33
86 33 33 33 .33 33 .33 . 33 9 33
107: .33 .33 .33 .33 33 33 .33 33 .33 .38
128: .33 33 .33 .33 33 33 39 3 I .39
149: 33 .33 .33 .33 33 33 33 33 83 .33
170: .33 33 .33 33 33 33 38 3 3 .33
191: 33 33 .33 .33 33 33 33 33 33 .33
Selected wave type = 7

0. 40 -80 .200000003
m component will be displayed

AGC flag= 1
Display lef, right (column), start, end (), top, botiom (row)
1 500 15001 2 202

201 0 12001 2 120
201 0 15001 2 202
301 0 801 2000 2 202
701 0 901 1261 2 100
901 0 1201 1561 2 100

1101 0 1381 1801 2 100

1301 O 1681 2161 2 100

1501 O 1941 2341 2 100

31 seismometers

12 28 44 60 76 92 108 124 140 156
172 188 204 220 236 252 268 284 300 316
332 348 364 380 396 412 428 444 460 476
492
66 66 66 66 66
66 66 66 66 50
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2 2 2 2 2 2 2 2 2 2
2
700 itorations, 100 steps per break

Vector sum of displacements
Display fiag= 6
Plane P wave (Ohnaka or Gaussian shape)
body> P velocity near grid bottom=  5.02

body> wavelet span (km)= 318

body> loft wavefront starts roughly at 79 row
body> wavelet has z-length roughly 31 points

incident Angle: .00deg .
Boundary Flags (I-r-t-b): 1130 .

(tape 19) data.0 opened!

FARPS interface at dopth = k2= 101
Snapshot S1000: now, loop ksu jsu,ideps= 1
Snapshot S1001: now, loop,ksu jsu.ideps= 101
Seismograms output, loop 101
Snapshot $1002: now,loop.ksu jsu,idepss 201
Seismograms output, loop 201
Snapshot S1003: now,loop, ksu jsu,ideps= 301
Seismo;, =ms output, loop 301
Snapshot $1004: now,loop,ksu jsu,ideps= 401
Seismograms output, loop 401
Snapshot S1005: now,joop ksu jsu.ideps= 501
Saismograms output, loop 501
Snapshot S1006: now,loop,ksu jsu,ideps= 601
Saismograms output, loop 601
Snapshot S1007: now,loop ksu jsu,ideps= 701
Seismograms output, loop 701

Seismogram and snapshot files closed
Wavefiekds backup done at ieration 701

1

1 800 2 202

1 500

1 500

1 500

1 500

1 800

1 800

1 500

2 202

2 202

2 202

2 202

2 202

2 202

2 202




Step 3: Generating Snapshots

S==n sample script 10 piot out sna “shots with routine “movie”
set nonomaich

#— prapare lgbel for figures
cat << EOF > Label

45-deg ramp, Guassian planar wave
Grid 500°202, dx=10m, di=1ms

Hall space: Vp=5.02kan/s, V3=2.8008kmis
EOF

#-— change the iabel

sot kk={ S1000 S1001 $1002 $1003 )
foreachi(1234)

ox Skk{$i] << EOF >> Junk

4,6d

3

r Label

1

wg
EOF

end

#— plot out snapshots with “movie™
movie -w -i 3 -m 4 $kk > & Ermor

Figure 10 shows the propagation of a normally incident planar Gaussian P wave through a model
with a 45° ramp on the top of the grid and von Neumann (ie. 0-slope or symmetric) boundary conditions
on both sides. The homogeneous medium has the compressional and shear velocities of 5.02 and 2.898
knvs, respectively. Shading in each snapshot is proportional to the displacement amplitude v UZ + W2,

The accuracy of the results was tested empiricaly by comparing results obtained from two
separate finite-difference runs. In the first run, we adopted grid spacings Ax = Az = 0.01km. In the
second run, we used one-half the vertical spacing but doubled the vertical exaggeration at discretization.
Thus two algorithms, B and A in Section 2.3, were used separately in these two finite-difference runs.
Excellent agreement was obtained, indicating that the two algorithms A and B are consistent and that
both solutions are good approximations to the true solutions, by Lax's equivalence theorem (Smith,
1978; Mitchell and Giriffiths, 1980). The appropriate P-SV conversions and the reflections and
diffractions satisfying Snell's law and Huygen's principle are clearly visible in the successive snapshots
taken every 0.1 second, as shown in Figure 10. It is easy {o verify the first-order accuracy in spatial
increment of our one-sided explicit representation of the free-surface boundary conditions in this case.
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45-deg ramp, Guassian planar wave
Grid 500*202, dx=dz=10m, di=1ms
Half Space: Vp=5.02km/s, Vs=2.898km/s

Figure 10

FOostep O

SQRT(V=2+H"2 .0008EC, 1800 1202
XTicMarka 1Unit; ZTicMarks 1 Unit
000008400 .SOSTSE+00

FD step 100

SQRT(V=2+H"2) .100SEC, 1800 1202
XTicMark= 1Unit; ZTic Mark= 1 Unit
00000E+00 .20082F +01

FD step 200

SORT(V™2+H"2) .2008EC, 1 800 1202
XTicMark= 1Unit; ZTic Mark= 1 Unkt
JO0000E+00 .12903E+01

FD step 300

SORT(V™2+H"2) .300SEC, 1 500 1 202

XTicMark= 1Uni; ZTic Mark= 1 Unit
00000E+00 .16615E+01




Step 4: Plotting Synthetics

Figure 11 shows the vertical components recorded at 31 grid points on the free surface for 630
marching steps in time, with At = 0.001 sec. The sensors are 0.16km apart in X direction. The numeri-
cal 1abel (at the right) indicates the distance from the corresponding sensor to the nearer comer point.
Reflections from the edge would begin to contaminate the wavefield after 0.6 sec, due 0 the symmetric
boundary conditions. This figure is generated with a utility program “amaypt” using the following script.
Note that we have two more utility programs ‘irplf90” and “trpit” which read exactly the same input
parameter file to generate different types of plots (e.g., Figures 14 and 16).

]

set nonomaich

setenv PSLANDSCAPE

#-— rotate the plot by 90 degrees

sat DB={ VERT HORI )

foreachi( 1)

cat << EOF > input

1) job type (odd==>.w, even==>ASCll, negative==>Kkeep error messages)
2

2) database name (char*40):

$DB[s]

3) sampling rate

1000.0

4) # of traces 10 be plotted

31

5) give seismogram indices:
1234567891011121314151617 18 192021222324 2526 27 28 29 30 31
6) give starting point of each trace:

1119110101113 91111111111111111111111
7) give signal window of each trace:

630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630 630
8) tum on de-spiker (>O=a>yes)? tumn on 98%:-ile detactor (>0=>yes)
00

9) AGC(0) or normalized by {max(1), constant(2), specific trace(3))

2

9-2) give normalizing constant:

0.30

10) black out negative part? (>0==>yes) tic marks? ( >0 ==> yes)

10

11) reduced time scale? (>0 ==> yes) group velocity (dummy if .le.0)
0100

12) decimation option

1

13) title

45-deg ramp, grid 500°400, dx=10m, dt=.001s, planar P wave

14) give channel ID’s or distances (as many lines as # of traces)
-2.08km

-1.92km

-1.76km

-1.60km

-1.44km
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-1.26km
-1.12km
-0.96km
-0.80km
-0.64km
-0.48km
-0.32km
-0.16km

0. 16km
0.32km
0.48km
0.64km
0.80km
0.96km
1.12km
1.28km
1.44km
1.60km
1.76km
1.82km
2.06km
EOF
arayph < input> & error
end

it is interesting to note that for an incident P wave, the bottom comer of the ramp (or step) is an
efficient scatterer of P waves, whereas the top comer of the inclined surface (at 45°) produces a strong
scattered Rayleigh field (cf. Figures 10 and 11). The botiom comer has the smallest peak amplitude
(cf. the rightmost column of Figure 11), whereas the top comer has the largest peak amplitude.
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6. EXAMPLE 2: RAYLEIGH WAVE SCATTERING AT SEDIMENTARY BASIN

The relative importance of near-surface effects versus deep-crustal effects on relative ampiitudes
can be examined by modeling in iaterally heterogeneous models. Numerical experiments are particularly
suitable to address the effects of variable crustal thickness, rugged mountainous relief, sediment thick-
ness, and other structural heterogeneities on L, and R, amplitudes. Such studies would compiement
the empirical studies by providing better interpretations and better insight of the underlying physics. As
an illustrating experiment, here we give an example o demonstrate how LFD calculations can be utilized
in explaining and quantifying the R, /L, blockage as well as the higher Sg/S, coda level due to strong
L, t0-S, and R, -to-Sg conversion at the pinched attenuating sediment layers.

The initial waveform is chosen so that the vertical displacement W on the flat free-surface is a
Ricker wavelet. This wavelet has been adopted frequently in finite-difference simulations because i is
well localized in both spatial and wavenumber domains (Boore, 1972; Munasinghe and Farnell, 1973;
Fuyuki and Matsumoto, 1980; Fuyuki and Nakano, 1984; Levander, 1985). To avoid grid dispersion, we
chose 1.2135 km = 48.5 Ax as the dominant wavelength of the incident Rayleigh wave packet in a
homogeneous portion of the medium with a P-wave velocity 4.57 knmvsec and Poisson’s ratio 0.35.
Absorbing boundary conditions (Clayton and Engquist, 1977, Emerman and Stephen, 1983) are adopted
on the sides and botitom to suppress the artificial reflections from the sides of the grid. Note that the
quasi-transparent boundary conditions do allow the wave to disappear into the sides and bottom of the
grid.

Step 1: 2-D Morlel Generation

The utility program “lymed3” generates a 2-dimensional medium, of which the material properties
are constant within subregions separated by (piecewise linear) polygons. it reads the coordinates of the
vertices of polygons and fills the medium above the polygon with prespecified material properties. By
repeating this procedure several times, this routine generates a 2-dimensional velocity model for the FD
simulations. ‘lymed3a” and “lymed3b” produce the corresponding graphic presentation of the medium
(as a PostScript output file). The only ditference between these two codes is that “lymed3a” fills in each
layer with shaded pattern, whereas “lymed3b” fills in each layer with a predefined pattern. The
PostScript output can be then transmitted to laser printers directly.

The 1st line of the input file specifies the label (in quotes), which is followed by grid size, grid spac-
ings, the velocity parameters of the half space, as well as the number of the polygons. ‘“lymed3” and
“lymed3a” then read exactly as many polygons as defined. Each polygon begins with the number of ver-
tices in this particular polygon as well as the material parameters for the medium above this polygon.
The material parameters are typically the compressional velocity, shear velocity, and the density, but
they could also be the Lame constants. These parameters are not required for the graphic routine
“lymed3a’.

set nonomalch

#— job 1: run lymed3’ to generate medium models (Vp, Vs, Rho)
#— job 2,3: run lymed3alb’ to generate PostScript plot of the model
set job=( lymed3 lymed3a lymed3b)
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foreachi(3)

cat << I> MOD.IN

600 500 (oive modiel size: kw.kh)

0025 0025 (give spatial spacing: dx,dz in km)
81563528 (give Vp,Va,Rho in halt space)

4 (how many interfaces/iayers)
245726425 @ of points of interfacs 1; Vp,Vs,Rho sbove i)
1 12 (13t vertax of interface 1)
600 122 (2nd vertex of interface 1)
4300160225 @ of points of interface 2. VP,Vs.Rho above #)
160 2 (15t vertex of interface 2)
200 &2 (2nd vertex of interface 2)
320 62 {-..)

440 2 (..)

4 2.140 1.143 2.000

160 2

220 32

380 32

440 2

4 1.340 0.640 1.800

160 2

240 12

360 12

440 2

!

Sjob{$i] < MOD.IN

ond

Program “lymed3b” generates the following output message as well as a PosiScript formatied file
which can be directed to the laser printer for a hard copy of the modet (Figure 12).

LYMED38, 930508 RSJ

“Sedmentary Basin (model ES)"

lymed3t> grid sive: 60D 500

lymedSix> mesh wickhs: 0250 .0250

lymed3> halif-space parameters (sipha, beta, rho):  6.150 3500  2.800
lymed3b> 8 of imerfaces: 4

interface 1 has 2 vertices

with Vp, Vs, Rho above this interface: 4.5700 2.6400 2.5000
inerface 2 has 4 verices

with Vp,Vs,Rho above this interface: 3.0000 1.6000 2.2500
imerface 3 has 4 vertices

with Vp,Vs,Rho above this interface: 21400 1.1430 2.0000
imerface 4 has 4 verices

with Vp,Vs,Rho above this interface: 1.3400 .6400 1.8000
total x,2 (km)= .15000E+02 .12500E+02

Xscale,ddx,xingth= 3333 .0083 5.0000
Zscale,ddz,zingth= -.2400 -.0060 -3.0000

interface 1 (from bottom)
4 revised Jordan vertices:
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Vp.Va.Rho= 4570 2640

1

0

7 120
600 120
600 o
intarface 2 (from botiom)
4 revised Jordan vertices:
Vp,Vs,Rho= 3.000 1.600
160 0
200 60
320 a0
440 o

interface 3 (from bottom)
4 revised Jordan vertices:

Vp.Vs,Rho=

160
220
360
440

2140 1.143
0

o8y

interface 4 (from bottom)
4 revigsed Jordan vertices:

Vp.Vs,Rho=
160

L83

1.340 640
0
10
10
0

2.000

1.800

42




'Sedimentary Basin (model E3)’

(only uppermast layers are shown)

DX= .0250Km , DZ= .0250Km

Xticmark = Ztic mark= tkm

Half space parameters: 6.150 3.500 2.800

Imerface 1from bottom: 4.570 2.640 2.500
4 revised Jordan vertices:
(1, 0 ( 1, 120

imertace 2 from bottom: 3.000 1.600 2.250
4 revised Jordan vertices:
(160, 0) ( 280, 60) ( 320,

Interface 3 from bottom: 2.140 1.143 2.000
4 revised Jordan vertices:
(160, 0) ( 220, 30) ( 380,

interface 4 from bottom: 1.340 .640 1.800
4 revised Jordan vertices:

(160, 0) ( 240, 10) ( 360,

( 600, 120)

( 600, 0
60) ( 440, O
30 ( 40, 0
100 ( 40, 0
Figure 12

Jul 15 1993
User: fh
SW design: jih 0292




Step 2: Running FD

s
seot nonomatch
oat << EOF > input
grid dimension kw.kh
600 500
X2 spacings of the grid mesh & emporal specing: dix,dz.ct
0.025 0.025 0.0025
homogeneous or heterogeneous (0,1,2)
2
inVp
inVs
inRho
topography model, inTOP
none
choose wave lype
4
apha, 0j0, wvins
360.00 80 20 1.2136
the oplion for snapehot display: component,AGC,begin & end column
1
1 600 1 400122 200
1 0 1 300122 50
301 0 361 7211 100
401 0 601 9611 100
401 O 90112611 100
401 01201 1561 1 100
101 0 1381 1801 1 100
801 0 1681 2161 1 100
401 0 1941 2341 1 100
stations for recording seismograms
S0
coordinates of sensors: (fine 1 = X's, kine 2 = T's)
040 080 120 160 200 240 200 320 380 400 440 480 520 580 600
040 080 120 160 200 240 280 320 360 400 440 480 520 560 600
002 002 002 002 002 002 002 002 002 002 002 002 002 002 002
200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
total number of iterations; ierations/snapshot
4001 200
marching grid, total size
0 600
EOF

fd2 < input > & FD2_msg
fdspit < data.0 > & Error_msg




Step 3: Generating Snapshots

L, and R, are susceptible to sedimentary basin structures and other types of lateral heterogeneity
such as mountainous topography. The scattering at the edge of a pinched attenuating basin could be
very severe, as illustrated in these snapshots of the displacement wavefield. Snhapshot 3 indicates that
the incident R, generates higher modes in the basin, followed by slower fundamental mode Rayleigh
waves, as well as the converted body waves. Note that a large buk of the converted S wave energy
tunnels underneath the basin. In snapshot 5, another strong Rayleigh-to-S conversion at the edge of the
basin is clearly visible. This LFD example can be scaled to explain the L, blockage by Barents Shelf as
well as the high S, coda level observed at NORESS due to strong L, -to-S, conversion reported by
Baumgardt (1991).

360 12
440 2

cat << /> Label

Sedimentary Basin (model E3)
600°500 [dx=25m,dt=2.5ms]
Ryg: 1.2135m, 2Hz

!

#—0,1,36,10 sec

sot kk = ( S1004 S1014 S1034 S1064 S1104 )
foreachi(12345 )

#-— change label

ox $kk[$i] << EOF >> junk

4,6d

3

r Label

7

w!
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q
EOF

ond

#— plot out snapshols

movie -i3-Lie -mS5 Skk> & emor
#movig -t + 3 -1 Lille -m 5 $kk > & error
Smovie -v -i 2 - Lfle -m 5 $kk > & emor




fFDotep O

SART(V>2+H*2) 0.0008EC, 1600 1 200
XTicMark= 1Unit; ZTic Mark= 1 Unit
J00000E+00 .1297SE+01

FOstep 400

SQRT(V*2+H"2) 1.0008EC, 1000 1200
XTicMark= 1Unit; ZTicMark=s 1 Unit
JO0000E+00 .77114E+00

FD step 1200

SORT(V>"2+H*2) 3.0006EC, 1 600 1 200
XTicMark= 1Uni; ZTic Mark= 1 Unit
00000E+00 31152400

FO step 2400

SQRT(V=2+:H"2) 6.000SEC, 1600 1 200
XTicMarks 1Unit; ZTic Mark= 1 Unit
{00000E+00 .28379E+00

FD step 4000

SQRT(V*2+H"2) 10.0008EC, 1800 1200
XTicMark= 1UM; ZTic Mark= 1 Unit
{00000E+00 .85667E-01

Sedimentary Basin (model E3)
600*500 [dx=25m,dt=2.5ms]
Rg: 1.2135km, 2Hz

Figure 13




Step 4: Plotting Synthetics

#aaa script for ‘arrayplt’ or “¥ph90’: 1o piot out & bunch of races
sat nonomatch

sateny PSLANDSCAPE

set DB=( VERT )

foreachi( 1)

cat << EOF > input

1) job type (0ddua>.w, @ven=w>ASCll, negaive==>keep &ror messages)
2

2) database name (char*40):

$D8Bysi]

3) sampling rame

400.0

4) % of traces 10 be plotted

15

5) give seismogram indices:

1234567891011 121314 15

6) give starting point of each trace:

1111191101000 1100110101001 31 1111111
7) give signal window of each trace:

5000 5000 5000 5000 5000 5000 5000 5000 5000 5000 5000 5000 S000 5000 5000 5000 S000 5000 5000 5000
8) tum on de-spiker (>O=s>y98)? tum on 98%-fle detector (>0 yas)
0o

9) AGC(0) or normalized by (max(1). constant{2), specific trace(3})

1

9-0) give normalizing constant:
1111111111101 9 1901111111191 1111111
10) black out negative part? (>0==>yes) tic marks? ( >0 =s> yes)

00

11) reduced time scale? (>0 ==> y8s) group velocity (dummy if .le.0)
0100

12) decimation option

1

13) title

Rg. sedimentary basin (mode! E3)

14) give channel ID’s or distances (as many lines as # of traces)

+ 1kl;l
+2km
+3km




¥phO0 < input > & error
m input TRPLT®
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7. EXAMPLE 3: RIPPLE FIRING

A major issue for the Non-Proliferation Treaty is the discrimination of large chemical explosions
from possible clandestine or small nuclear tests. Unless discrimination is possible, the numerous mining
blasts could provide ample opportunity for concealing clandestine tests. Rippled-fired explosions are
commonly used to fragment rocks during quarry and open-pit mining. The periodicity inherent in the rip-
ple firing could produce a seismic reinforcement at the frequency of the delay between shots or rows. it
has been suggested that the convolution of a single explosion with a comb function of variable spacing
and variable amplitude can be used to model the distinctive signature of ripple firing (Stump, 1988;
Anderson and Stump, 1989; Smith, 1989; Hedlin et al., 1990; Chapman et al., 1992; Reamer et al.,
1992; and many others). Baumgar® and Ziegler (1988) delicately demonstrated that the incoherent
array-stack spectra can be used to identify some multiple shots recorded at NORSAR. By superposi-
tioning the waveform due to a single shot with proper time delay, they were able to mode! the source
multiplicly under the assumption that the spatial spreading of the shots is negligble with respect to the
distance to the receiver. The work by Stump et al. successfully characterized the major features of the
wavefield due to ripple firings at near-source ranges.

There are, however, some other wave excitation characteristics of ripple-fired explosions which are
not predicted by such spectral or waveform superposition approaches. In this example, the linear finite-
ditference (LFD) method is utilized to seek some insights into the ripple-fired explosions.

The preliminary results suggest that ripple firing could excite directionally dependent R, and S°.
Thus the lack of A, may not be always indicative of a deep source. Rather, it could also be due to the
shot pattern. However, the enhanced A, in the forward direction of ripple firing can be strongly
attenuated by lateral heterogeneity and surface topography. The scattered R, energy could then couple
into the crustal waveguide as L, and other phases (McLaughlin and Jih, 1986, 1987; Jih and McLaugh-
lin, 1988). Since such scattering mechanisms are commonly present in many quarry sites or mines, it is
not surprising that the directional enhancement of A, may not be always observable. The spall could
obscure the azimuthal dependency of R, as well. Previous LFD modeling studies (McLaughlin and Jih,
1986, 1987) suggest that the near-source R, -to-S scattering is usually stronger than that of A, -to-P,
which could provide a plausible explanation of why quarry blasts and mining blasts should discriminate
less well from earthquakes than would contained nuclear explosions. Further quantitative analysis along
this line could be very useful.

Step 1: Model Generation

Suppose we want to test 7 ripple-fired explosions in a model with a trapezoidal topography. The
whole grid has a dimension of 800 by 600 nodes with the topography embedded in the central portion.
The following sample script generates the topography file for the nominal model in which we set off the
ripple fires from left to right. The topography staris with a flat segment of 350 grids, a 45° ramp of 30
grids high, a plateau of 100 grids long, a -45° ramp of 30 grids long, and followed by a flat segment of
290 grids. To make sure that the topography is shawn in the central portion of the snapshots, we will
extract the wavefield from columns 231 to 630. he topography for the flipped mode! would have a
reversed order, and we will extract from columns 171 to 570.
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#

cat << 1> inTOP,right

32

00 00 00 00 00 00 00 00 00 00 00 GO 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 G0 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 60 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
010203040506070809 1011121314 151617 18 19202122 23 24 25 26 27 28 29 30
30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
90 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30
30 30 30 30 30 30 30 30 30 30

302928272625242322212019 18 17 16 15 14 13 12 11 10 09 08 07 06 05 04 03 02 01
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 0U 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 0G 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 0C 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 0O
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 2 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 . " 20 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 0O 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 GO 00 00 00 GO 00 00 00 00 00 00 00 00 00 00 00 00
!
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Step 2: Running FO

For the nominal model, the 7 sources are located at <385,5>, <390,5>, <395,5>, <400,5>, <405,5>,
<410,5>, and <415,5>. Except the first shot, which is detonated at time step 0, the remaining 6 explo-
sions are detonated at 20 time steps apart (cf. the parameter file below). For the flipped model, we
reverse the order to set off the first shot at time step 0 at grid point <415,5>. In the nominal model, we
show the wavefield between columns 231 and 630, whereas for the flipped model, we show the grid
between columns 171 and 570. Thus once we flip the model back, both runs will be showing physically
the same portion of the wavefield.

#-— for nominal mode!
set nonomatch
#need: DRIVERS

# generate input parameter fle for &
cat << EOF > inFD
1) grid dimension kw,kh
800 600
2) x,z spacings of the grid mesh & temporal spacing: dx,dz,dt
0.01 0.01 0.001
3) homogeneous (0), heterogeneous (1,2)
o
inVp
inVs
inRho
4) ropography fie
inTOP
5) choose wave type
9
§-1) driver file
DRIVERS
5-2) how many ripples
7
020 390 5
040 3955
060 400 5
080 405 5
100 4105
120415 5
6) alpha, i0,jO, wvins
2000385502
7) option for snapshot display: component AGC,begin & end column
‘v 1
1 800 1520122240
231 630 1220122 120
201 00 1 5001 2 600
301 00 801 2000 2 250
701 00 901 1261 2 100
901 00 1201 1561 2 100
1101 00 1381 1801 2 100
1301 00 1681 2161 2 100




1501 00 1941 2341 2 100

0) & of seismographs

18

9) coorcinates of sensors: (line 1=X"s,line 2=Z's.negX=strain sensor)

001 100 200 300 400 500 600 700 800 001 100 200 300 400 500 800 700 800
032 032 032 032 002 032 032 02 032 002 002 002 002 002 002 002 002 002
10) wial ¢ of Nerations; § of Rerationslsnapshot

4201 100

11) marching grid (>O=so>yes)? total grid wichh desired:

400 1200

EOF

2 < inFD > & FD_msg




Step 3: Generating Snapshots

In the input parameter file for ‘2", we specified two subgrids for snapshot output (cf. the discus-
sion in Step 2). The following is a sample script for generating the snapshots of the central portion only.
Note that the topography radiates the fundamental Rayleigh-wave energy into body waves of much
lower frequency, as shown at 0.5 and 0.7 sec. Part of the Rayleigh-wave energy is trapped between
the two ramps (c¢f. 0.6 and 0.7 sec) and eventually scaftered inlo the coda waves. The topography
attenuates the Rayleigh wave in both directions dramatically and produces a more complex waveform.

]

set nonomatch

#-— 2 types: Right (for nominal model), Left (for Sipped model)
set type=( Right )

cat << EOF > Label
7 shalfow ripple-fired shots
Trapezoidal topography
Vp=5.02km/s, Vs=2.896km/s
EOF
cat<< I> Tmp
3855
390 5
3955
400 5
405 5
4105
4155
!
if ($type == ‘Left’ ) then
set move=( 170 )
cat << I> flipwtf
program flipwf
Ca===ux 930304 flip over character fieids
character‘800 A,.B
character*10 label
read(5, (a10,25)' Niabel long,mn
write(6, (a10,2i5) )label fong.mn
do i=1,11
read(5,(a))A
ifk=Inbink(A)
write(6,'(a))A(1:ik)
end do
100 read(s, (a)’,end=200)A
do i=1,Jlong
j=long+1-i
B(id)=A(j3)
end do
write(6, (a))B(14ong)
go to 100
200 stop
end
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!

make fipwd
oloe

set moves{ 230 )
ondit
ooho $move

sot kik={ S2001 S2003 S2006 S2007 S2009 )
oot il M1 M2 MS Mé MS )
foremohi(12345)
#— change label
¥ ( $ype == ‘Lol ) then
fpwt < kS]] > i)
olse
op Ski{Si] $i¥S]]
onclf
ox §if%y << EOF >> Junk
4,60
s
r Label
1
wq
EOF
ond

m ps*

cat << I> DO

awk (print -$move,}* < Tmp > Rile
!

csh DO ; rm DO

#— plot out snapshots
movie -t -i 3 -+ Rffe -m § $§ > & Emor




7 shallow ripple-fired shots

Trapezoidal topography
Vp=5.02km/s, V8=2.898km/s

Figure 15

FD slep 100

VERT G.1008EC, 231 6% 1 120
XTicMarks 1UnR; ZTicMark= 1 Unit
~ABISAE+00 2M0TIE+00

FOstep 300

VERT 0.20088C, 231 630 1 120
XTicMarks 1UnR; ZTicMark= 1 Unk
~2300ME+00 21790E+00

FOstep 800

VERT O.5008EC, 231 6% 1t 120
XTicMark= 1Unk; ZTic Mark= 1Uni
«~35483E+00 .31970E+00

FDotep 700

VERT O.7008EC, 231 630 1 120
XTicMark= 1Unk; ZTicMark= 1 Unit
-298T1E+00 165735400

FOslsp 900

VERT 0.9008EC, 231 630 1 120
XTicMark= 1Unit; ZTicMark= 1 Unit
-25TTSE+00 .18130E+00




Step 4: Merging Synthetics

As specified in the sample input parameter file for ‘/d2” (page 53), the original grid size was
defined as 800x600. As soon as the wavefront gets close to the edge, the program “fd2" shifts the grid
laterally by 400 grid points (cf. the line marked “marching grid”), and it starts to save the synthetics in
another buffer called “data.1” (as opposed the the nominal buffer “data.0”). Since the total grid width
desired was 1200 (= 800 + 400) points, only one shift would be required. At the end of the LFD run, we
need to merge the synthetics according to their physical locations. The following script assumes that
the butfers “data.0” and “data.1” are stored in separate directories “Data.1” and “Data.2", respectively.
The demultiplexer routine ‘fdspit” is called twice to decode the synthetics in these two directories. Syn-
thetics associated with the same location are then merged (or zero-filled) and renamed.

#

set nonomatch

foreach i ( Left )

foreachj(12)

cd $iData_$j

if ( -@ data.* ) then
uncompress data.*.Z
dspit < data’ > & Emor
compress VERT®
m Emor HORI*

endif

cd $where

end

end

cat << |> ZERO_25
0000000000000000000000000

)

cat ZERO_25 ZERO_25 ZERO 25 ZERQ_25 > ZERO_100

cat ZERO_100 ZERO_100 > ZERO_200

cat ZERO_200 ZERO 200 ZERO 200 ZERO_200 > ZERO 800
cat ZERO 800 ZERO_100 > ZERO_900

mZz’

#=a= loft

@i=1

Zcat LefyData_1/VERT.8.Z LeftData_ JVERT.4.2> 2. $i
@i=$i+1

cp ZERO_800 Z.$i ; zcat LoftData_2VERT.6.Z>> Z.$i
@i=8%i+1

¢p ZERO 800 Z.$i ; zcat LefyData_JVERT.8.Z>> 2.$i

=== right
@i=%i+1
zcat Righ¥Data_1/VERT.8.Z Righ¥Data_2VERT4.Z> Z $i
@i=%i+1
cp ZERO 900 Z.$i ; zcat Righ¥Data_JVERT.6.Z>> 2.$i
@i=%i+1
¢p ZERO 900 Z.$i ; zcat Righ¥Data 2VERT.8.Z >> Z.$i
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m ZERO*

Step 5: Plotting Synthetics

The combined synthetics are then plotted out with yet another plotting routine “trpit”, which plots
the traces in two columns. In this case, no rotating of the plot is required. Note that ‘trpit” reads the
same format of input parameter file as do “amaypht” and “trpi90°.

#=au goript for ‘WpI — 10 plot out a bunch of races
set nonomaich

set DB=( Z VERT )

foreachi(1)

cat << EOF > input

1) job type (oddus=>.w, Sven==>ASCH, negativee=>keep emor messages)
2

2) database name (char’40):

$06(%]]

8) sampling rate

1000.0

4) # of traces 1o be plotied

10

5) give seismogram indices:

1233345666

6) give starting point of eadh wace:
1111111191119 010999 991810111111 17111111
7) give signal window of each trace:

4000 4000 4000 4000 4000 4000 4000 4000 4000 4000

8) tum on de-spiker (>O=s>yes)? 1m on 96%-de detector (>Os>yes)
oo

8) AGC(0) or normalized by (max(1), constan¥{2), specific trace(3))

2

9-0) give normalizing constant:

0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025 0.025
10) black out negative part? (>Ous>yes) Sic marks? ( >0 =«> yos)

oo

11) reduced time scale? (>0 ==> yes) group veiocily (dummy ¥ .1e.0)
0100 .

12) decimation option

Trapezoid, 7 shaliow ripple-fired blasts
14) give channel ID's or distances (as many lines as # of traces)

§y38s

§
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+7km
+7km
+7km

trpk < input > & error




3 1 ¢ 1
~Tkm 0.104E+00 O-P +Tham 0.187€+00 O-P
2 1 5 1
-5km 0.104E+00 O-P +5km 0.155E+00 O-P
1 4 1
-3km 0.118E+00 O-P +3km 0.158E+00 O-P
0.0 10 20 3.0 40 0.0 10 20 30 4.0

Trapezoid, 7 shallow ripple-fired blasts o1 1208
Uniform scalp0.5 inch = .2500E-01 in'Y 2 y / %‘
Decimated by 2 User: jh

Figure 16 SW design: jh 02780




8. REFERENCES

For the user's convenience, references are hereby divided into three categories:
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All Teledyne Geotech reports are available through National Technical Information Service.
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