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ABSTRACT

This report covers in detail the research work of the Solid State Division at Lincoln Laboratory for the period 1 November 1992 through 31 January 1993. The topics covered are Electrooptical Devices, Quantum Electronics, Materials Research, Submicrometer Technology, High Speed Electronics, Microelectronics, and Analog Device Technology. Funding is provided primarily by the Air Force, with additional support provided by the Army, DARPA, Navy, SDIO, and NASA.
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INTRODUCTION

1. ELECTROOPTICAL DEVICES

Precision large-numerical-aperture anamorphic microlenses have been fabricated by mass-transport smoothing of a set of closely spaced mesas of varying widths. The astigmatic output from a tapered laser has been collimated to an almost round beam with a nearly diffraction-limited divergence of 0.43°.

Precision semiconductor growth techniques have been applied to the fabrication of very narrow bandwidth (0.6 nm) optical filters, with 90% peak transmission at 980 nm. These filters have applications in fiber and free-space communications systems.

2. QUANTUM ELECTRONICS

Room-temperature threshold current densities for the visible II-VI ZnCdSe/ZnSe semiconductor quantum-well diode lasers have been calculated using a simple model for the quantum-well gain and spontaneous radiative recombination rate. It is shown that by tailoring the epitaxial structure for optimum optical confinement, it should be possible to achieve room-temperature operation of the ZnCdSe/ZnSe quantum-well lasers with current densities as low as 400 A/cm² for a 1-mm cavity length and uncoated laser facets.

One-dimensional arrays of solid state microchip lasers have been coherently coupled using both nearest-neighbor and external cavity techniques. These coherently coupled arrays can be far brighter than incoherent arrays.

The effect of uncorrelated and nearest-neighbor-correlated Gaussian phase deviations on the Strehl ratios of rectangular-aperture, rectangular-grid, coherent-emitter arrays has been analyzed. Effects on far-field intensity patterns, central-lobe angular widths, and central-lobe pointing have also been calculated.

3. MATERIALS RESEARCH

Low-level optical cross talk, which shows up as cruciform patterns from very bright objects in PtSi Schottky-barrier infrared focal plane arrays, has been greatly reduced. In front-illuminated arrays the cross talk was eliminated by using p-on-p⁺ epitaxial Si wafers to absorb the radiation transmitted by the PtSi, and in back-illuminated arrays it was greatly suppressed by thinning the wafers to about 15 μm.

Coupling between strained-layer In₀.₃Ga₀.₇As quantum wells as a function of GaAs barrier thickness has been investigated by x-ray and photoluminescence (PL) measurements. In agreement with calculations, broadening of low-temperature PL linewidths was observed as well as shifts in room-temperature PL emission peaks to longer wavelengths for GaAs barrier thicknesses < 8 nm.

Epitaxial Bi₀.₉Sb₀.₁ films with low carrier concentrations and record high electron mobilities have been grown on barium fluoride substrates by molecular beam epitaxy. Electron mobilities as high as 26 000 cm²/V s at 300 K and 665 000 cm²/V s at 77 K were obtained for material with electron carrier concentrations as low as 6.3 × 10¹⁶ cm⁻³ at 77 K.
4. **SUBMICROMETER TECHNOLOGY**

Synthetic ultraviolet-grade fused silica and crystalline fluorides have been evaluated for transparency and durability at 193 nm. Although most bulk materials eventually develop color centers, and fused silica also changes its density and index of refraction, the rate at which these changes occur and their magnitude vary strongly with material, grade, and other more subtle details.

Schottky diodes of Al, Au, and Hg on diamond have been characterized after various plasma treatments and thermal annealing cycles. Based on these experiments, surface passivation techniques and methods for removing subsurface compensation layers were developed that led to improved diamond Schottky diodes.

5. **HIGH SPEED ELECTRONICS**

Experiments with multiple-quantum-well GaAs/AlGaAs samples have shown that they are fast detectors of pulsed 100–500-μm radiation at temperatures between 10 and 90 K. Response times < 1 ns have been measured at temperatures above 77 K, offering considerable promise for developing a relatively sensitive far-infrared photodetector capable of liquid-nitrogen temperature with subnanosecond speed.

6. **MICROELECTRONICS**

The ultraviolet (UV) response of back-surface charge-coupled device (CCD) imagers has been improved to near theoretical limits by growing a passivating oxide on the exposed surface, implanting boron through this oxide, and annealing in a conventional furnace, rather than ion implanting into the bare Si surface and annealing with a pulsed excimer laser beam. This new technique is reproducible, stable under UV exposure, shows low dark current, low back-surface recombination of photogenerated electrons, and good antireflection-coating properties as well as near reflection-limited quantum efficiency in the UV and visible.

A p-channel junction field-effect transistor (JFET), to be fabricated in selectively grown single-crystal silicon regions, has been designed for low-noise and high-frequency charge detection. The proposed device structure has been simulated, and $n^+/p$ junction diodes have been fabricated and electrically characterized to verify the feasibility of the JFET amplifier.

7. **ANALOG DEVICE TECHNOLOGY**

A CCD image-feature extractor has been embedded on a VME-bus-compatible board. The board can be used as a high-speed co-processor with a host computer to speed up simulations in various image and neural network applications.

A real-time spectrum-analysis receiver with a 3-GHz instantaneous analysis bandwidth has been demonstrated using high-$T_c$ superconductive tapped-delay-line chirp filters. This compressive receiver is a prototype of the receiver to be space qualified for use in the Navy’s Second High-Temperature Superconductor Space Experiment (HTSSE II).
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1. ELECTROOPTICAL DEVICES

1.1 FABRICATION OF ANAMORPHIC MICROLENSES AND COLLIMATION OF TAPERED-LASER OUTPUT

Precision anamorphic microlenses with large numerical aperture are needed for collimating the astigmatic output of gain-guided and/or unstable-resonator lasers, including ones with laterally tapered gain regions. Such lenses offer a means to realize simple and compact optical systems exploiting the demonstrated high-power capability of tapered devices [1],[2]. In this report we describe the fabrication of the first anamorphic microlens by mass transport and the collimation, using this lens, of the output of a tapered unstable-resonator laser into a nearly round, narrow beam.

As illustrated in Figure 1-1, the lens has been designed by considering the two distinct wavefront curvatures in the tapered-laser output. Because of propagation in the tapered active region (typically 2 mm in length) and refraction at the output facet, the output light in the junction plane appears as if it originated from a virtual source ~ 600 μm inside the active region. The exiting light also undergoes a large diffraction perpendicular to the junction plane, owing to the tight heterostructure optical confinement in the active region. The optical path lengths of the rays and the lens profile required for their collimation have been accurately formulated in analytical expressions. It is worth noting that, because of the two distinct curvatures, the lens surface approximates a small portion of a torus.

![Figure 1-1. Collimation of astigmatic output from a tapered laser using the anamorphic microlens.](image)

Figure 1-1. Collimation of astigmatic output from a tapered laser using the anamorphic microlens.
Figure 1-2. Stages in formation of the microlens: (a) lithographic mask, (b) etched mesa pattern, and (c) lens formed after mass transport. Part (a) is an ordinary optical micrograph, and parts (b) and (c) are perspective views obtained by using a scanning electron microscope.
The microlenses have been formed in a GaP substrate by ion-beam-assisted etching, followed by mass-transport smoothing [3]. To etch the lens preform, a photolithographic mask was first made by electron-beam exposure. The mask consists of a set of spindle-shaped patterns as shown in Figure 1-2(a). The spindles are on 10-μm centers and have a width variation directly proportional to the desired lens height variation. Thus, the mesa formed after ion-beam-assisted etching, as illustrated in Figure 1-2(b), has the same average mass distribution as the desired lens profile. The lens is then formed, as shown in Figure 1-2(c), after coalescence and smoothing, i.e., mass transport, of these mesas by heat treatment at 900°C for 21 h and 1070°C for 238 h.

Figure 1-3 shows stylus surface profiles of a fabricated anamorphic microlens. The distinct curvatures in the two directions, as designed, can clearly be seen. The focal lengths in the fast and slow directions are 165 and 770 μm, respectively. The profiles have been compared with ideal ones and show close agreement. It should be noted, however, that lenses with distorted profiles were also observed, and more work is needed for optimized mass-transport parameters.

The anamorphic microlenses have been tested for collimating the output from a tapered unstable-resonator laser [2]. For this purpose, the tapered device was cleaved to a 2-mm length for a close match with the anamorphic lens focal lengths. (By Snell’s law, the distance between the virtual source and the output facet is equal to the device length divided by the effective refractive index. That distance plus the focal length in the fast direction must equal the focal length in the slow direction, as can be seen in the diagram.)

Figure 1-3. Stylus surface profiles of an anamorphic microlens along the two major directions (curves) compared with the ideal profiles from calculations (points).
To avoid potential complications due to possible external reflections, the output facet was not coated for reduced reflectivity, as is usually done for optimized external efficiency. Also, the device was moderately operated at 1 A with an output of 95 mW, to avoid the more complicated spatial mode behavior that could set in at higher-power operation [2]. For the 0.98-μm wavelength, the anamorphic lens wafer was antireflection coated with evaporated SiO on both sides. The lens wafer was mounted on a micromanipulator [4] capable of both translational and angular positioning. The lens was first aligned to the laser for the tightest, oval beam spot on a monitor screen. The far field was then more accurately measured by scanning an optical fiber (receiver) of a 20-μm core diameter placed at a distance of 40 cm from the anamorphic lens.

Figure 1-4 shows measured far-field scans parallel and perpendicular to the junction plane, with beam divergences of 0.32 and 0.43°, respectively. These are very close to the 0.30 and 0.40° divergences expected from λ/D for the effective apertures D of the lens of ~ 190 and 140 μm (cf. Figure 1-3), respectively. This near diffraction-limited performance is consistent with the accurate lens profiles (Figure 1-3). However, the numerical apertures of the present lenses are not sufficient to completely collect the laser output. (The output end of the tapered region is 200 μm in width, and the beam divergences parallel and perpendicular to the junction plane are 21 and 35°, respectively, with the latter being full width at half-maximum of an approximately Gaussian beam profile.) When a large-area detector is placed at a close distance to collect all the light, there is nonetheless no difference in measured powers with or without the lens wafer. This indicates negligible reflection and transmission losses through the lens wafer.

Figure 1-4. Far-field pattern of a narrow, nearly round beam obtained in collimation of tapered-laser output using the anamorphic microlens.
Instead of collimation, the anamorphic lens can also be designed to focus the astigmatic beam to a round spot comparable to the core of a single-mode fiber (typically 10 μm in diameter) and thus facilitate a direct coupling of the laser output into fiber. Such a system is potentially very simple and compact compared to that employing bulk optics.

In conclusion, the first large-numerical-aperture anamorphic microlenses have been demonstrated with accurate profiles. A near diffraction-limited narrow beam has been obtained in the collimation of the astigmatic output from an unstable-resonator laser with a tapered active region. These microlenses are very promising for simplified optics for the coupling of high-power lasers to optical fibers.

Z. L. Liau  
L. J. Missaggia  
J. N. Walpole  
C. L. Dennis  
D. E. Mull

1.2 SEMICONDUCTOR FILTERS WITH WIDE ACCEPTANCE ANGLE AND NARROW BANDWIDTH

Dielectric optical filters are widely used in fiber and free-space optical communications systems for background noise reduction and channel selection. Such filters require low insertion loss and optical bandwidths of a nanometer or less, to match the narrow linewidths and the close channel spacing possible with laser sources. An additional requirement for free-space satellite communications is a large filter area and wide field of view, i.e., low sensitivity to input angle. Commercially available filters are usually fabricated from materials of low refractive index, typically oxides or fluorides with \( n < 2.5 \), which limit their performance. Use of high-index III-V semiconductor materials improves filter performance and allows for on-chip integration with other III-V devices. Gas-source molecular beam epitaxy (GSMBE) has been used to fabricate narrowband filters in a GaAs/AlAs multilayer structure on a GaAs substrate for applications at 980 and 1550 nm. We project that these filters will provide a wide field of view.

Narrow optical bandwidths can be realized with quarter-wave-shifted, multilayer thin-film filters. Spectrally, these filters have a narrow transmission resonance centered within a wide, flat stopband. Such filters are realized using multilayer structures of two alternating materials with different refractive indices and thicknesses. Each layer thickness must be one-quarter of the desired center resonance wavelength. To produce the central passband, the grating period, i.e., the sum of the different layer thicknesses, is interrupted at the center of the filter to produce a quarter-wave shift.

From Snell's law the field of view of multilayer filters, for a given optical bandwidth, increases as the material refractive index is increased. High refractive indices \( (3 < n < 4) \) can be obtained by using semiconductors such as silicon or III-V compound semiconductors. The higher refractive index of the semiconductor material compared to commercial filter materials allows for a larger angular field of view for a given bandwidth. Compared to commercial thin-film dielectric filters, semiconductor filters also have excellent single-crystal optical properties with little residual material absorption or scattering loss.
We have calculated the theoretical transmission characteristics for multilayer structures numerically using the matrix method [5]. Figure 1-5 shows the normalized filter transmission calculated for collimated light with input angles of 0 and 10° and for effective indices $n_{\text{eff}} = 2.1$ and 3.2. The filter full width at half-maximum (FWHM) is held constant at 1.8 nm. The minimum transmission across the band for a single-frequency source for the $n_{\text{eff}} = 3.2$ case is 70%, while that for the $n_{\text{eff}} = 2.1$ case is 31%. The filters with higher effective index also have less transmission variation over the full range of angles compared to those with lower effective index. For narrower filter bandwidths, both cases would have reduced minimum transmission values, but the higher effective index degrades more slowly with angle than the lower effective index. For free-space communication, there will be trade-offs regarding filter bandwidth and minimum transmission, depending on system requirements.

Precision semiconductor growth techniques, such as GSMBE, allow fabrication of filters with extremely narrow central passbands (< 1 nm) and high transmission. The GSMBE process is ideally suited for the growth of large-area filters because of its excellent lateral uniformity. Also inherent to GSMBE is precise control of growth rate and alloy composition by using in-situ reflection high-energy electron diffraction measurements, which ensures long-term stability and reproducibility of the filter center frequency. We have fabricated filters with 0.6-nm FWHM and 90% peak-transmission resonance passbands at 980-nm wavelengths, in agreement with the theoretical prediction [5]. The filter structure, which consists of 61 layers of alternating AlAs and GaAs, is shown in Figure 1-6(a). The measured filter transmission of the central passband, obtained using a tunable Ti:sapphire CW laser source, is shown in Figure 1-5. Calculated filter transmission for collimated light with input angles of 0 and 10°, for filters with effective indices of 2.1 and 3.2.
Figure 1-6(b). The filter central wavelength was within 1% of the design wavelength. A wider spectral scan measured with a spectrometer is shown in Figure 1-7, indicating a blocking band ~ 1200 nm wide. In this measurement, the transmission passband peak is limited by the wavelength resolution of the instrument. The spot diameter was ~ 4 mm for this measurement.

Figure 1-6. (a) Schematic of the layer structure for the quarter-wave-shifted multilayer dielectric thin-film filter at 980-nm wavelength. (b) Measured central transmission passband for the 61-layer GaAs/AlAs filter structure. The measurement spot size is < 1 mm in diameter, and the input cone angle ~ 2°.
Figure 1-7. Filter transmission spectrum for the 61-layer GaAs/AlAs filter structure. The filter was mounted on a glass substrate and the GaAs substrate removed. The measurement spot size was ~ 4 mm in diameter. The central transmission band peak is limited by the instrument resolution of > 1 nm.

Figure 1-8. Filter central wavelength uniformity of 5-cm-diam wafer. The thickness uniformity is 1.2% from edge to edge.
At 1500-nm wavelengths, we have achieved filters with 0.9-nm FWHM measured by reflectivity. The filter structure consists of 61 layers of AlAs and GaAs whose thicknesses are 131 and 110 nm, respectively. The transmission spectra of these filters have not been measured. The filter central wavelength uniformity is shown in Figure 1-8 for a 5-cm-diam wafer. These results indicate the excellent material quality and uniformity we can achieve. Previous data [6] near this wavelength exhibited a 1.2-nm FWHM, and 40% transmission for the transmission resonance peak centered around 1600 nm. The author claimed that these results were limited by layer uniformity and free-carrier absorption losses.

In conclusion, large-area high-uniformity multilayer optical filters have been fabricated by GSMBE. Optical bandwidths as narrow as 0.6 nm have been achieved. The high refractive index of the GaAs/AlAs layers should provide a wide field of view.

S. C. Palmateer
K. Rauschenbach
P. A. Maki
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2. QUANTUM ELECTRONICS

2.1 CALCULATED ROOM-TEMPERATURE THRESHOLD CURRENT DENSITIES FOR VISIBLE II-VI ZnCdSe/ZnSe QUANTUM-WELL DIODE LASERS

Blue-green lasing from the wide-bandgap II-VI ZnCdSe/ZnSe semiconductor quantum-well diode lasers was first reported in the pulsed mode (500-ns pulses at 2000 Hz) at 77 K by Haase et al. [1]. More recently, CW operation at 77 K has been reported by Jeon et al. [2], Yu et al. [3], and Sony Corp. [4]. Jeon et al. [2] also obtained pulsed operation at temperatures between 77 K and room temperature. To date, CW room-temperature operation has not been possible because of thermal problems resulting from large turn-on voltages and high threshold current densities (~ 1600 A/cm$^2$ in Ref. 2). Here we show that by tailoring the epitaxial structure for optimum optical confinement the calculated threshold current densities can be reduced to acceptable levels (~ 400 A/cm$^2$) for CW operation; we do not consider the problem of large turn-on voltages.

The room-temperature threshold current densities of Zn$_{0.83}$Cd$_{0.17}$Se/ZnSe (henceforth ZnCdSe/ZnSe) quantum-well lasers have been calculated using the simple model of Dutta [5] for the quantum-well gain and spontaneous radiative recombination rate. This model neglects the effects of strain, band nonparabolicity, intraband scattering, and excitonic and nonradiative recombination; the details of the calculations are reported elsewhere [6]. The calculated results for the ZnCdSe/ZnSe quantum-well lasers are compared with similar results for the well-developed infrared III-V GaAs/Ga$_{0.5}$Al$_{0.5}$As (henceforth GaAs/GaAlAs) quantum-well lasers in order to gain insight into the basic similarities and differences between these two diode laser systems.

The room-temperature values of the material and device parameters used in the calculations for the GaAs/GaAlAs and ZnCdSe/ZnSe quantum-well lasers are given in Table 2-1. The symbols $m_e$, $m_{lh}$, and $m_{hh}$ are the electron, light-hole, and heavy-hole masses, respectively, $E_g$ is the energy gap, $\Delta$ is the spin-orbit splitting energy of the valence band, $\delta V_c$ and $\delta V_v$ are the conduction and valence band offsets of the quantum-well material relative to the barrier material, $\mu_w$ and $\mu_b$ are the refractive indices of the well and barrier material at the lasing wavelength, $\alpha_s$ is the average absorption coefficient of the well and barrier layers, and $L$ is the laser cavity length. We note that the values of the electron, light-hole, and heavy-hole masses for ZnCdSe are more than a factor of 2 larger than those for GaAs.

Schematic diagrams for the refractive index profile of a single quantum well (SQW), a multiple quantum well (MQW), and a step-index separate-confinement heterostructure (STINSCH) are presented in Figures 2-1(a), 2-1(b), and 2-1(c), respectively. Calculated values of maximum quantum-well gain $g_{\text{max}}$ for the ZnCdSe/ZnSe and GaAs/GaAlAs SQW structure shown in Figure 2-1(a), with well layer thickness $L_w = 10$ nm, are plotted as a function of the injected carrier density $n_{\text{inj}}$ and nominal current density $J_{\text{nom}}$ in Figures 2-2(a) and 2-2(b), respectively. Our results for $g_{\text{max}}$ vs $n_{\text{inj}}$ are fairly consistent with those calculated by Ahn et al. [7] using a multiband effective mass theory and the density matrix formalism with intraband scattering taken into account. The injected carrier densities (the nominal current densities) required to achieve the same gain are approximately a factor of 3 larger for the ZnCdSe quantum wells than for the GaAs quantum wells. This is due to larger values of $m_e$, $m_{lh}$, and $m_{hh}$ for the ZnCdSe system.
Figure 2-1. Schematic diagrams for the refractive index profile of (a) a single quantum well, (b) a multiple quantum well (MQW), and (c) a step-index separate-confinement heterostructure (STINSCH).
Figure 2-2. (a) Calculated maximum room-temperature gain coefficient $g_{\text{max}}$ vs injected carrier density $n_{\text{inj}}$ for 10-nm-thick ZnCdSe/ZnSe and GaAs/GaAlAs single quantum wells, and (b) $g_{\text{max}}$ vs nominal current density $J_{\text{nom}}$ for the same structures as in (a).
Figure 2-3. Calculated room-temperature threshold current densities $J_{th}$ vs quantum-well width $L_w$ for MQWs with barrier layer thickness $L_b$ of 10 nm. The structures in (a) and (b) are ZnCdSe/ZnSe and GaAs/GaAlAs, respectively.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>GaAs/GaAlAs</th>
<th>ZnCdSe/ZnSe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_e/m_0$</td>
<td>0.071</td>
<td>0.16</td>
</tr>
<tr>
<td>$m_n/m_0$</td>
<td>0.081</td>
<td>0.57</td>
</tr>
<tr>
<td>$m_{hh}/m_0$</td>
<td>0.45</td>
<td>1.0</td>
</tr>
<tr>
<td>$E_g$ (eV)</td>
<td>1.42</td>
<td>2.40</td>
</tr>
<tr>
<td>$\Delta$ (eV)</td>
<td>0.34</td>
<td>0.43</td>
</tr>
<tr>
<td>$\delta V_c$ (eV)</td>
<td>0.42</td>
<td>0.18</td>
</tr>
<tr>
<td>$\delta V_v$ (eV)</td>
<td>0.21</td>
<td>0.08</td>
</tr>
<tr>
<td>$\mu_w$</td>
<td>3.59</td>
<td>2.8</td>
</tr>
<tr>
<td>$\mu_b$</td>
<td>3.26</td>
<td>2.7</td>
</tr>
<tr>
<td>$\alpha_a$ (cm$^{-1}$)</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>$L$ (mm)</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

*From Ref. 6.

The threshold gain coefficient $g_{th}$ is obtained by dividing the round-trip cavity loss coefficient by the confinement factor. If nonradiative recombination is neglected, $J_{th}$ is obtained from $J_n$ by setting $g_{max}$ equal to $g_{th}$. The resulting $J_{th}$ values for the ZnCdSe/ZnSe and GaAs/GaAlAs MQW structure illustrated in Figure 2-1(b) are shown as a function of quantum-well width in Figures 2-3(a) and 2-3(b), respectively. In each case we used barrier layer thickness $L_b = 10$ nm. In both systems the lowest values of $J_{th}$ occur for $L_w = 10$ nm and number of wells $N_w = 3$ or 4. At this point, $J_{th}$ is ~ 1100/cm$^2$ for the ZnCdSe/ZnSe MQWs and ~ 240 A/cm$^2$ for the GaAs/GaAlAs MQWs.

The calculated values of $J_{th}$ for ZnCdSe/ZnSe MQWs with $N_w = 6$, $L_w = 6$ nm, and $L_b = 10$ nm are compared in Figure 2-4 with the pulsed data of Jeon et al. [2] at $T = 200$, 250, and 273 K. The relatively good agreement between the observed and calculated values of $J_{th}$ provides some support for the theoretical model used here, even though exciton effects have been neglected.

Further reduction in $J_{th}$ can be achieved using a SQW in a STINSCH structure, shown in Figure 2-1(c). (As a result of the transparency condition, the threshold current is minimized by using only one quantum well in the STINSCH.) The calculated values of $J_{th}$ for an optimized STINSCH structure are plotted in Figure 2-5 against the refractive index step $\Delta \mu = \mu_c - \mu_b$ for the ZnCdSe/ZnSe and
Figure 2-4. Comparison of the calculated values (solid curve) of the threshold current density $J_{th}$ for ZnCdSe/ZnSe MQWs ($N_w = 6$, $L_w = 6$ nm, and $L_b = 10$ nm) with the experimental data of Jeon et al. [2] (points) at $T = 200$, 250, and 273 K. The values of the band parameters were assumed to be temperature independent.

Figure 2-5. Calculated room-temperature threshold current densities $J_{th}$ vs the refractive index step $\Delta \mu = \mu_c - \mu_b$ for ZnCdSe/ZnSe and GaAs/GaAlAs quantum wells with an optimized STINSCH structure and $L_w = 10$ nm.
GaAs/GaAlAs quantum wells with $L_w = 10$ nm. For $\Delta \mu = 0.1$, $J_{th}$ is reduced to $< 400 \text{ A/cm}^2$ for the ZnCdSe/ZnSe and $125 \text{ A/cm}^2$ for the GaAs/GaAlAs quantum wells. Either ZnCdS or some other II-VI ternary or quaternary material that could be lattice matched to the barrier layers and substrate may be a suitable candidate for the confining layers of the ZnCdSe/ZnSe STINSCH structure.

The calculated low value ($400 \text{ A/cm}^2$) for the threshold current density of the ZnCdSe/ZnSe quantum-well lasers with the STINSCH structure should make its room-temperature CW operation possible, once the problem of good ohmic contacts to the epitaxial structure is resolved.

R. L. Aggarwal  
J. J. Zayhowski  
B. Lax

### 2.2 COHERENT COUPLING OF MICROCHIP ARRAYS

Arrays of diode-pumped solid state microchip lasers [8],[9] are a promising architecture for creating scalable, high-power, rugged sources of laser radiation. Here, we discuss one issue that arises in the field of laser arrays, namely, the potential for coherently coupling the individual lasing elements to reduce the beam divergence.

The on-axis intensity from an array of incoherent emitters scales as the number of emitters $N$, and from a coherent array as $N^2$. The factor of $N$ improvement for proposed microchip arrays with $N = 50$ to 100 per square centimeter is significant. For some proposed systems the benefit to beam brightness is significant for $N$ as small as 4. This report presents results on coherent coupling of microchip array elements using both evanescent coupling and external cavity techniques.

Microchip lasers are low-loss, low-gain devices with output couplings of only a few percent. Any method to couple the elements of a microchip array must not introduce additional loss to the cavity. Evanescent mode coupling is a method that does not introduce loss, but does require that elements be no more than a few mode radii apart. The coupling strength for two Gaussian modes of radius $w$ spaced $s$ apart is $\eta = \exp(-s^2/2w^2)$. For $w = 100 \mu\text{m}$ and $s = 300 \mu\text{m}$ (which from the point of view of diode pumping is very close together), $\eta = 0.01$, so it can be seen that in general mode couplings are very weak. In practice, the spatial modes of microchip lasers have non-Gaussian tails, so that the coupling efficiency is higher than one would calculate for Gaussian modes of the same width. The maximum difference in frequency that two emitters can have and still be locked is $\Delta f = 2\eta \delta f_{\text{cav}}$, where $\delta f_{\text{cav}}$ is the cold-cavity linewidth. This requirement is severe for the microchip array from the point of view of fabrication and pump uniformity, and mandates active control.

We investigated evanescent mode coupling using a Ti:sapphire laser as a pump source. The Ti:sapphire laser beam was divided into as many as four beams, which were imaged onto a 2.2-mm-thick microchip array wafer. The distance between the pump spots could be varied so that the effect of separation on coupling strength could be measured. We observed coherent coupling with two or three spots in a linear arrangement, but not with all four elements lasing. The relative powers in the beams were adjusted with waveplates and polarizers. The microchip lasers had tuning rates of 13 MHz/mW under these pumping conditions. The mode size for a single microchip laser at large separations was $90 \mu\text{m}$.  
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With only two spots being pumped, the differential pump power was adjusted so as to tune the oscillators through the coherent locking range. Measurements were taken at various spot separations. The results and the best fit to the model \( \Delta f = 2\eta\delta f_{\text{cav}} \exp(-s^2/2w^2) \) for element separation \( s \) are plotted in Figure 2-6. The best-fit spot size is twice the measured single-element spot size, showing what is believed to be the effect of the non-Gaussian tail of the microchip lasing mode.

![Figure 2-6. Locking range for two microchip elements vs the element separation. The curve represents a theoretical fit to the data, with parameters \( w = 180 \, \mu m \) and \( \delta f = 400 \, MHz \).](image)

![Figure 2-7. Schematic diagram of microchip array coupled using an external cavity.](image)
Another technique for coupling arrays of lasers is to use an external cavity with a diffractive coupler (sometimes regarded as a spatial filter). The coupling element may be placed at a Talbot plane, or at a plane that is a Fourier image of the array. In our work we used an external cavity as shown in Figure 2-7, with a lossy spatial filter at the output coupler. The 2-mm-thick Nd:YAG microchip slab was antireflection coated on the side facing the output coupler. The filter consisted of two 50-μm gold wires spaced a nominal 160 μm apart. The image at the output coupler is a transform image of the pattern at the microchip slab, where there is maximum discrimination between coupled and uncoupled operation of the cavity. An alternative view of the situation is that the filter strongly scatters light into angles determined by the separation of the wires and injects light from one array element into the others.

In the experiments a one-dimensional array of 12 emitters oscillated in six modes, in the inverting imaging cavity. Figure 2-8 shows profiles of the beam for the case when the diffractive wire coupler was either in position or removed. The measured far-field on-axis intensity increased by a factor of 2.1, with the total power of the beam reduced by <10%. By examining the interference patterns between pairs of elements, we learned that the pattern shown in Figure 2-8 was produced when the elements of the array were locked into two subsets of six elements each. In addition, it was possible to force the array to oscillate with eight elements locked, with the outermost four elements nonlasing. We have also used a phase-only diffractive coupler to coherently lock a linear array of eight microchip lasers. The performance with this configuration was similar to that with the system using the lossy coupler described above, but alignment sensitivity was greatly eased.

C. D. Nabors
2.3 EFFECTS OF PHASE ERRORS ON COHERENT EMITTER ARRAYS

Coherent emitter arrays are often put forward as a means for achieving diffraction-limited output beams from a large ensemble of (possibly) low-power optical sources. Agile beam steering and shaping are also potential benefits of coherent arrays, in analogy to phased-array radar antenna technology [10]. Semiconductor lasers have most often been considered for the application of this technique [11]-[14], but research has also been carried out on gas [15] and solid state [16] lasers.

Here, we consider the effect of phase errors in coherent arrays on far-field beam properties. The cases of zero-mean, uncorrelated Gaussian phase errors (the uncorrelated case) and that where nearest-neighbor phase differences (rather than the element phases themselves) are zero-mean Gaussian variables (the correlated case) will be treated.

The uncorrelated phase-error case might apply to a system where a single master oscillator injection locks an ensemble of slave oscillators with identical frequencies but nonzero phase errors. The use of a master oscillator with multiple parallel amplifiers would also lead to uncorrelated phase errors. Correlated phase errors would come about through any scheme (e.g., evanescent-wave or weak diffractive coupling in a common cavity) that phase locks an oscillator array via nearest-neighbor interaction or through series-feed distribution [10] of the array frequency in either an oscillator or amplifier array.

The emitter array is taken to be an \( N_x \times N_y \) rectangular grid with array periods \( d_x \) and \( d_y \), element phase errors \( \Phi_{jk} \), and single-element power-normalized field functions \( u_0(x,y) \). If the near field of the array is denoted by \( u(x,y) \), the far field \( U(s_x,s_y) \) at angle \( s_x = \theta_x/\lambda \), \( s_y = \theta_y/\lambda \) is found in the Fraunhofer theory by taking the Fourier transform [17] of \( u(x,y) \). The far field can be decomposed as the product of two terms, the single-element far field \( U_0(s_x,s_y) \), given by

\[
U_0(s_x,s_y) = \int u_0(x,y) \exp\left[2\pi i (s_x x + s_y y)\right] dx dy,
\]

and the far-field grating function \( G(s_x,s_y) \), given by

\[
G(s_x,s_y) = \sum_{j=1}^{N_x} \sum_{k=1}^{N_y} \exp\left(2\pi i j s_x d_x + 2\pi i k s_y d_y + i\Phi_{jk}\right),
\]

so that

\[
U(s_x,s_y) = U_0(s_x,s_y) G(s_x,s_y).
\]
The far-field intensity is calculated by taking the expectation value of the modulus-squared of the far-field amplitude, or

\[ I(s_x, s_y) = \left| U_0(s_x, s_y) \right|^2 \left\langle \left| G(s_x, s_y) \right|^2 \right\rangle = I_0 I_G \quad . \]  

(2.4)

Note that the far-field grating-function intensity \( I_G \) carries all of the effects of the phase errors, and that in each principal direction it is periodic in \( s d \) with period \( s d = 1 \), or in other words, periodic in angle with period \( \theta = \lambda d \). Throughout the following, we define the various \( \phi \)'s as zero-mean uncorrelated Gaussian variables and use them to construct the element phases \( \Phi_{jk} \). In the uncorrelated case, we take \( \Phi_{jk} = \phi_{jk} \). In the correlated phase-error case, we take \( \phi_{jk} - \Phi_{jk} = \phi_{jk,k} \) and \( \Phi_{jk} - \Phi_{jk,k+1} = \phi_{jk,k} \), so that random-walk statistics apply. The far-field intensity patterns \( I_G \) for the two phase-error cases have been calculated, along with central-lobe angular widths and central-lobe pointing errors. The effects of phase errors on Strehl ratios are presented below as an example of the results.

The Strehl ratio \( S \), defined as the ratio of peak far-field intensity of a beam divided by the peak intensity from a uniformly illuminated aperture having the same total power, may be decomposed in a manner similar to the far-field intensity as the single-element Strehl ratio

\[ S_0 = \left[ \frac{U_0(0,0)}{d_x d_y} \right]^2 \quad , \]  

(2.5)

and the grating-function Strehl ratio

\[ S_G = \left[ \frac{\left\langle \left| G(0,0) \right|^2 \right\rangle}{N_x N_y} \right] \quad , \]  

so that

\[ S = S_0 S_G \quad . \]  

(2.7)

The Strehl ratio is found for the uncorrelated case to be

\[ S_{G}^{\text{uncorr}} = \exp\left( -\sigma_{\phi}^2 \right) + \frac{1}{N_x N_y} \left[ 1 - \exp\left( -\sigma_{\phi}^2 \right) \right] \quad , \]  

(2.8)
Figure 2-9. Contour plots of Strehl ratios $S_{G}^{\text{uncorr,1D}}$ and $S_{G}^{\text{corr,1D}}$ as a function of the number of emitters and the phase-error standard deviation for one-dimensional arrays with (a) uncorrelated phase errors and (b) correlated phase errors.

where $\sigma_{\phi}^2$ is the variance of $\phi$. A contour plot of this function for a one-dimensional array ($N_y \to 1$) is shown in Figure 2-9(a). In the limit of large $N_x N_y$, the grating-function Strehl ratio becomes $S_{G}^{\text{uncorr}} = \exp(-\sigma_{\phi}^2)$, in agreement with the continuum case. In the limit of large $\sigma_{\phi}$, the Strehl ratio becomes $S_{G}^{\text{uncorr}} = 1/N_x N_y$, which is the same as that for an incoherent array.
The grating-function Strehl ratio for the correlated one-dimensional case is

\[ S_{G,\text{corr,ID}} = \frac{-2\alpha + 2\alpha^{N+1} + N - N\alpha^2}{N^2(1 - \alpha)^2} \quad (2.9) \]

where \( \alpha = \exp(-\sigma_\phi^2/2) \) and \( \beta = 2\pi \sigma_d; \) the two-dimensional result may be found by multiplying one-dimensional results. A contour plot of this function is shown in Figure 2-9(b).

In the limit of large \( \sigma_\phi, \) the grating-function Strehl ratio for the correlated case again approaches \( 1/N, \) as in the uncorrelated case. If we first take the limit of large \( N \) and then the limit of small \( \sigma_\phi, \) we find

\[ S_{G,\text{corr,ID}} = \frac{4}{N\sigma_\phi^2} \quad (2.10) \]

We can define a characteristic number of emitters

\[ N_0 = \frac{4}{\sigma_\phi^2} \quad (2.11) \]

and for heuristic purposes assume that we can approximate

\[ S_{G,\text{corr,ID}} = \frac{1}{1 + N / N_0} \quad (2.12) \]

The above approximation proves to be accurate to better than 15% for all \( N > 7, \ \sigma_\phi < 1. \) Here \( N_0 \) may be interpreted as the effective size of coherent subsets of the array of \( N \) emitters. For \( N > N_0 \) the on-axis far-field intensity is only \( N_0 \) times greater than for the case of an incoherent array. Note that for an rms emitter-to-emitter phase-difference error of \( 2\pi/10, \) i.e., a tenth-wave error between emitters, the largest subset size is only \( \approx 10. \)

In summary, closed-form solutions for far-field intensities for emitter arrays with uncorrelated and nearest-neighbor-correlated phase errors were calculated. For the correlated case, an effective coherent subset size of \( N_0 = 4/\sigma_\phi^2 \) was discovered, based on Strehl ratio considerations. These results could be useful in specifying phase-error tolerances, and thus array fabrication and operating tolerances, in coherent arrays to ensure that the maximum benefit of coherent operation be achieved.

C. D. Nabors
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3. MATERIALS RESEARCH

3.1 REDUCTION OF OPTICAL CROSS TALK IN PtSi SCHOTTKY-BARRIER INFRARED FOCAL PLANE ARRAYS

Optical cross talk is a commonly observed phenomenon in infrared staring focal plane arrays (FPAs). Such cross talk is undesirable because it causes smearing of the object image and therefore affects the ability to identify and accurately track a target. For PtSi Schottky-barrier FPAs, where sensing of photoelectrons takes place in regions of the thin silicide film that are physically separated, optical cross talk between adjacent pixels should be negligible. However, images of very high intensity sources obtained with back-illuminated FPAs exhibit cross talk that is characterized by a cruciform pattern. It has been proposed [1] that this pattern is caused by the combined effects of diffraction and reflection at the Si/air interface, as shown schematically in Figure 3-1(a). When incident radiation passes through the Si substrate onto the pixel, a small fraction is reflected off axis because the regular pattern of features in the pixel acts as a reflective diffraction grating. The diffracted radiation is then reflected from the back surface of the Si, and a small fraction is collected by adjacent pixels. An example of the cruciform pattern is shown in Figure 3-1(b), which is a medium-wavelength infrared (MWIR) image obtained from a 320 × 244-element PtSi array. The intense radiation from a freshly extinguished match, which is estimated to be at a temperature of several hundred degrees centigrade, generates multiple well-defined intensity lobes along the vertical and horizontal directions. The location and magnitude of these lobes depend on the pixel geometry and FPA thickness.

One scheme to reduce optical cross talk is to use the front-illuminated configuration. As shown in Figure 3-2(a), the radiation that is transmitted through the pixel is completely absorbed in the heavily doped \( p^+ \)-Si substrate because of high free-carrier absorption. As a result, the cruciform pattern is totally absent from the MWIR image shown in Figure 3-2(b). The disadvantage of the front-illuminated configuration is that an optical cavity structure [2] cannot be applied, and the FPA sensitivity is therefore reduced by about a factor of 2–3. However, for applications where the target signature is intense and localized, and precise determination of target position is important, the front-illuminated configuration should be an attractive candidate.

Another scheme to reduce optical cross talk is to use the thin back-illuminated configuration, as shown in Figure 3-3. In this approach, a lightly doped Si substrate is chemically thinned from a typical thickness of 350 μm to ~ 15 μm. Since almost all the absorption losses occur in the PtSi layer, the total loss per round trip of the reflected light, and therefore the effective number of round trips, is essentially independent of the thickness of the Si substrate. Under those circumstances, the lateral spreading of the radiation is proportional to substrate thickness, so decreasing the thickness by a factor of 20 reduces the extent of the cruciform pattern by the same factor. Figures 3-4(a) and 3-4(b) show horizontal-line video outputs of high-intensity point-source imagery obtained from a thick PtSi array and a thin PtSi array, respectively. Both arrays were operated in the back-illumination mode. The blackbody point-source target is set at 260°C, resulting in a detector output that is ~ 20 times the saturation level. As can be seen in Figure 3-4, the imagery from the thick array clearly shows first- and second-order sidelobes, whereas the
imagery from the thin array shows a gradual decrease of the central lobe without any sidelobes. Compared to the front-illuminated configuration described above, the thin back-illuminated approach is not as effective in suppressing cross talk but has the advantage of higher sensitivity because the optical cavity structure can still be applied in this case. In addition, microlens arrays [3] can be incorporated on the back side of the thin Si substrate to further improve array sensitivity.
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Figure 3-2. (a) Schematic diagram showing suppression of optical cross talk in front-illuminated FPA. (b) Medium-wavelength infrared image of the same high-intensity source as in Figure 3-1(b) but absent of the cruciform pattern.

Figure 3-3. Schematic diagram showing reduction of optical cross talk in thin back-illuminated FPA.
Figure 3-4. Horizontal video line outputs of high-intensity point-source imagery obtained from (a) a thick PtSi FPA and (b) a thin PtSi FPA.

3.2 BARRIER-THICKNESS DEPENDENCE OF PHOTOLUMINESCENCE FOR STRAINED-LAYER InGaAs/GaAs COUPLED QUANTUM WELLS

Strained-layer InGaAs/(Al)GaAs quantum-well diode lasers are of great interest because these devices can have emission wavelengths in the range 0.9–1.1 μm (between the wavelength for lattice-matched GaAs- and InP-based lasers) and can exhibit low threshold current density, high output power, high modulation bandwidth, and good reliability. In designing laser structures that contain strained-layer
multiple quantum wells (MQWs), it is necessary to consider the structural and optical qualities of such structures. Previously, we have shown [4] that the critical thickness for InGaAs/GaAs MQW structures depends on the thickness of the GaAs barrier layer, and can be described by the Matthews and Blakeslee force-balance model [5] assuming misfit dislocations formed by the single-kink mechanism. Here, we report photoluminescence (PL) properties of coupled strained-layer InGaAs/GaAs MQWs as a function of the GaAs barrier thickness.

The MQW structures were grown by organometallic vapor phase epitaxy in a vertical rotating-disk reactor on $n^+$-GaAs substrates oriented $2^\circ$ off (001) toward the nearest [110]. The source materials were trimethylgallium, trimethylindium, and 100% arsine. The $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ MQW layers were grown at 625°C with a V/III ratio of 300. The growth rates of InGaAs and GaAs layers were determined ex situ by double-crystal x-ray diffraction (DCXRD) and Dektak step height measurements. The MQW structure shown in Figure 3-5 consists of three $\text{In}_{0.3}\text{Ga}_{0.7}\text{As}$ quantum wells (QWs) separated by GaAs barrier layers and was grown on a 0.4-μm-thick GaAs buffer layer. The QW thickness $t_w$ ranged from 2.0 to 2.8 nm and the GaAs barrier layer thickness $t_B$ ranged from 0.8 to 16 nm. The InGaAs layers are fully strained without misfit dislocations according to the Matthews-Blakeslee model. The samples were characterized by means of DCXRD and PL at room temperature and 6 K.

![Figure 3-5. Schematic structure of InGaAs/GaAs multiple-quantum-well (MQW) samples.](image-url)
To confirm the structure of the samples, experimental DCXRD rocking curves were compared with simulated curves. Figure 3-6 shows the experimental curve for a three-QW structure intended to have $t_w = 2$ nm, $t_B = 16$ nm, and $x = 0.3$, and the simulated curve calculated according to the Taupin-Tagachi solution to dynamical x-ray diffraction theory. Since the layers are below the critical thickness for dislocation formation, the InGaAs layers are considered to be completely strained. Agreement between the curves was obtained by using values of $t_w = 2$ nm, $t_B = 15.9$ nm, and $x = 0.32$ in the simulation, which confirms the accuracy of our growth calibrations and control of the growth of extremely thin layer structures.

Figure 3-6. Double-crystal x-ray diffraction rocking curves of InGaAs/GaAs MQW structure: (a) simulation and (b) experiment.
Figure 3-7. Room-temperature emission wavelength as a function of GaAs barrier layer thickness for three-quantum-well samples with \( x = 0.3 \) and \( t_w = 2.0 \) nm. The open circles at zero and infinite barrier thickness are results for single-quantum-well samples with \( t_w = 6 \) and \( 2 \) nm, respectively.

The dependence of room-temperature PL emission wavelength \( \lambda \) on \( t_B \) is shown in Figure 3-7 for three-QW samples with \( x = 0.3 \) and \( t_w = 2.0 \) nm. The open circles at zero and infinite barrier thickness are results for single-quantum-well (SQW) samples with \( t_w = 6 \) and \( 2 \) nm, respectively. The value of \( \lambda \) shifts to longer wavelengths with decreasing \( t_B \) because of the increasing coupling of the electronic wave functions for the individual wells. The upper and lower limits on \( \lambda \) are given by the extreme cases of three QWs with zero or infinite barrier thicknesses, respectively. An SQW of \( t_w = 6 \) nm has \( \lambda = 1084 \) nm, while an SQW of \( t_w = 2 \) nm has \( \lambda = 948 \) nm. The solid curve shown in Figure 3-7 is the wavelength associated with the lowest calculated transition energy of the three-QW system. The calculation takes account of the increase in bulk energy gap and the splitting of the heavy- and light-hole valence bands which results from the biaxial compressive strain. Square potential wells were assumed and continuous probability-current-density boundary conditions were used [6]. For \( \text{In}_{0.3}\text{Ga}_{0.7}\text{As} \) on GaAs, we employed a strained energy gap of 1.067 eV, a conduction band offset of 0.252 eV, and a heavy-hole valence band offset of 0.105 eV. For \( t_B > 8 \) nm, the QWs are essentially uncoupled and the wavelength is constant. As \( t_B \) decreases, each of the degenerate quantized levels in the three wells splits into three levels of the coupled system. The splitting decreases the lowest transition energy as indicated in Figure 3-7. As \( t_B \) approaches zero, the lowest energy of the \( n = 1 \) split level of the coupled QWs approaches that of the \( n = 1 \) level of an SQW whose thickness is 3 times that of the individual wells. Similar results were obtained for the thicker QWs having \( t_w = 2.4 \) and \( 2.8 \) nm, but with narrower wavelength ranges, as expected. Therefore, in designing MQW strained-layer diode laser structures for emission within a specific wavelength range, this variation in \( \lambda \) with \( t_B \) must be considered.

The low-temperature PL linewidth (full width at half-maximum [FWHM]) for the samples of Figure 3-7 are shown in Figure 3-8. The FWHM is a minimum of 15 meV for both SQW samples with \( t_w = 2 \) and \( 6 \) nm, while the coupled QWs have higher FWHM with a maximum occurring for \( 1.6 \) nm < \( t_B < 4 \) nm. The intensity of PL spectra was similar for all samples except the SQW with \( t_w = 6 \) nm, whose
intensity was about 3 times greater. The PL linewidth depends on the quality of the layers and abruptness of interfaces. Broadening of ternary QWs can be due to intrinsic and extrinsic mechanisms. Intrinsic broadening is the alloy broadening from potential fluctuations resulting from the random distribution of the Ga and In atoms. Extrinsic broadening is due to well thickness fluctuations. For MQW structures, variations in well and/or barrier thicknesses can lead to PL broadening. Splitting of the QW levels might also play a role. However, for $t_B = 1.6$ nm, where the FWHM is a maximum, the splitting is comparable to the FWHM. Since the FWHM for the 2- and 6-nm SQW samples is the same, we conclude that well thickness fluctuations of the individual well are small. The small increase in FWHM to 21 meV for $t_B = 16$ nm when the wells are uncoupled indicates that well-to-well thickness variations are small. The large increase in FWHM for 1.6 nm < $t_B$ < 4 nm can therefore be attributed to coupling effects.

C. A. Wang  J. P. Donnelly
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3.3 GROWTH AND CHARACTERIZATION OF MBE-GROWN EPITAXIAL Bi$_{0.9}$Sb$_{0.1}$ FILMS

Epitaxial Bi$_{0.9}$Sb$_{0.1}$ films with low carrier concentrations and record high electron mobilities at 77 K have been grown on large (18 x 18 x 1 mm), [111]-oriented, cleaved, single-crystal BaF$_2$ substrates by molecular beam epitaxy (MBE). Electron mobilities as high as 26 000 cm$^2$/V s at 300 K and 665 000...
cm$^2$/V s at 77 K were obtained. Electron carrier concentrations as low as $6.3 \times 10^{16}$ cm$^{-3}$ at 77 K were determined. These electrical properties represent a substantial improvement over previously reported values for epitaxial BiSb alloys [7].

Several years ago the growth of epitaxial single-crystal BiSb films was reported for the first time [7]. Here, a second BiSb epitaxial film growth investigation is reported. The BiSb films were grown using a modified Varian 360 MBE system which has ion-pumped load-lock and growth chambers. The base pressure in the growth chamber during growth was kept in the range 3 to $5 \times 10^{-10}$ Torr. The growth chamber is equipped with a quadruple mass analyzer, beam-flux-monitoring and base-monitoring ion gauges, and a reflection high-energy electron diffraction (RHEED) system. Growth rates were in the range 1–3 μm/h.

After the growth of a thin nucleation layer [7] at 100°C (growth time 75 s), the substrate temperature during growth was held constant at 250°C. RHEED streaks typical of high-quality epitaxy were observed during and at the end of growth.

The lattice constants of the cubic BaF$_2$ substrate and the grown rhombohedral (slightly distorted cubic) Bi$_{0.9}$Sb$_{0.1}$ films were calculated from x-ray diffraction measurements along the [444] crystallographic direction. Diffraction patterns from a BaF$_2$ substrate and an early Bi$_{0.9}$Sb$_{0.1}$ epilayer are shown in Figure 3-9. The lattice constant of the cubic BaF$_2$ substrate is 0.6201 nm as calculated from the results shown in Figure 3-9(a), which is in good agreement with the literature value of 0.6200 nm. The lattice constant of the Bi$_{0.9}$Sb$_{0.1}$ epilayer is 0.6804 nm as calculated from the results in Figure 3-9(b). However, diffraction data in Figure 3-9(b) are for the trigonal direction. The lattice constant relevant to substrate lattice match and crystal growth quality is that in the growth plane, which is the crystalline direction normal to the trigonal axis. The average cubic lattice parameter of 0.6534 nm obtained from bulk crystal data [8],[9] was used to calculate an in-trigonal-plane lattice parameter of 0.6402 nm, which is only 3.2% larger than the lattice constant of BaF$_2$. The clear resolution of the two $K_a$ lines indicates that good-quality epilayer growth and good alloy homogeneity have been achieved. Figure 3-10(a) shows an optical photomicrograph of a (111) cleaved cross section of a 20-μm-thick Bi$_{0.9}$Sb$_{0.1}$ layer, and Figure 3-10(b) shows a typical as-grown surface. The surface morphology is smooth, except for cleavage steps from the cleaved BaF$_2$ surface and shallow (< 1 μm deep), oriented, triangular-shaped, thermal dislocation etch pits (~ 5 μm on a side), which are observed over the entire surface. The RHEED observations, x-ray diffraction measurements, and surface morphology results indicate that high-quality epilayers are being grown.

Hall coefficient and electrical resistivity of the Bi$_{0.9}$Sb$_{0.1}$ epilayers were measured at 300 and 77 K. Also the Seebeck coefficient (sometimes referred to as thermopower) was measured at room temperature. For the Hall measurements a magnetic field strength of 5 kG was used, and the magnetic field direction was oriented perpendicular to the film plane. The Hall coefficient components and the resistivity are isotropic in the trigonal plane because of crystal symmetry. Results of measurements made on 9 × 9-mm samples using the van der Paaw technique are displayed in Table 3-1. The mobility values are for the electrons along the binary axis of the three L-conduction band ellipsoids. The average in-plane mobility of all electrons or the conductivity mobility is 55% of the values displayed in Table 3-1. Sample T-46 was removed from the substrate, and electrical measurements were made on the free-standing 20-μm-thick foil. The unusually high mobility and low carrier concentration at 77 K are believed to be due to
a change from a semimetal at 300 K to a zero or a very small energy gap semiconductor at 77 K. The results in Table 3-1 show that as the growth rate increases the purity of the layers improves. It is believed that the background flux is doping the films and the higher BiSb flux reduces the effect of the background dopant. From the Seebeck coefficient and electrical resistivity measurements the value for the thermoelectric
Figure 3-10. Optical micrographs of (a) a cleaved cross section of a Bi$_{0.9}$Sb$_{0.1}$ MBE-grown film on a (111) BaF$_2$ substrate and (b) the as-grown surface of the Bi$_{0.9}$Sb$_{0.1}$ film.

A figure of merit $ZT$ is calculated to be 0.35 for sample T-26 using the Wiedemann-Franz law and the literature value of 9 mW cm$^{-1}$K$^{-1}$ for the lattice thermal conductivity. Within experimental uncertainty this $ZT$ value is equivalent to the highest room-temperature bulk crystal value of 0.36 for undoped BiSb in the trigonal plane. In conclusion, BiSb layers of crystal quality comparable with the best bulk material have been prepared by MBE.

T. C. Harman
### TABLE 3-1

Some Physical Properties of MBE-Grown Epitaxial BiSb Films

<table>
<thead>
<tr>
<th>Sample</th>
<th>Growth Rate (μm/h)</th>
<th>300-K Mobility (cm²/V s)</th>
<th>300-K Carrier Concentration (cm⁻³)</th>
<th>77-K Mobility (cm²/V s)</th>
<th>77-K Carrier Concentration (cm⁻³)</th>
<th>300-K Seebeck Coefficient (μV/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. 7</td>
<td>—</td>
<td>—</td>
<td>2.1 x 10¹⁸</td>
<td>120 000</td>
<td>3.2 x 10¹⁷</td>
<td>—</td>
</tr>
<tr>
<td>T-16</td>
<td>1</td>
<td>3 300</td>
<td>3.8 x 10¹⁹</td>
<td>6 700</td>
<td>4.1 x 10¹⁹</td>
<td>—50</td>
</tr>
<tr>
<td>T-26</td>
<td>2</td>
<td>12 000</td>
<td>7.6 x 10¹⁸</td>
<td>63 000</td>
<td>5.6 x 10¹⁷</td>
<td>—81</td>
</tr>
<tr>
<td>T-45</td>
<td>3</td>
<td>24 000</td>
<td>2.9 x 10¹⁸</td>
<td>665 000</td>
<td>6.3 x 10¹⁶</td>
<td>—79</td>
</tr>
<tr>
<td>T-46*</td>
<td>3</td>
<td>26 000</td>
<td>3.5 x 10¹⁸</td>
<td>420 000</td>
<td>6.9 x 10¹⁶</td>
<td>—</td>
</tr>
</tbody>
</table>

*Free foil.
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4. SUBMICROMETER TECHNOLOGY

4.1 OPTICAL MATERIALS FOR USE WITH EXCIMER LASERS

Optical lithography for semiconductor device fabrication has been shifting in recent years to shorter wavelengths. As the dimensions of integrated circuits are reduced to the 0.25-μm regime and below, it is widely expected that mainstream photolithographic systems will employ 248- or 193-nm excimer laser radiation. One area of concern at these wavelengths, however, is the availability of adequate optical materials from which lenses, mirrors, output couplers, and other optical components can be fabricated. Specifically, candidate optical materials should be fully transparent at their intended wavelength of use, and their properties (including transparency) should not be degraded by extended irradiation with the excimer laser. In this report, we present results of studies of optical materials at 193 nm, which were aimed at evaluating their suitability for lithographic applications. These results may be extended to other wavelengths and applications using appropriate scaling factors.

Only a few optical materials are transparent at 193 nm. These include high-purity synthetic fused silica and some high-purity crystalline fluorides (calcium, magnesium, lithium, barium, and sodium); sapphire (Al₂O₃, ultraviolet [UV] grade) is only partially transparent at 193 nm because of an absorptive band centered at ~ 200 nm, which is caused by a crystalline defect. Although fused silica and the fluorides listed above are nominally fully transparent at 193 nm, in practice absorption coefficients ranging from 0.005 to 0.10 cm⁻¹ have been measured, depending on the material, the grade, and the supplier. It should be noted that the suitability of a particular material for an intended application is also impacted by other properties. For instance, MgF₂ and Al₂O₃ are birefringent, and NaF and LiF are hygroscopic and mechanically soft.

Synthetic UV-grade fused silica is frequently the material of choice for optical components to be used with excimer lasers. Several suppliers offer a variety of materials, which differ in index homogeneity and amount of impurities. The most common impurity is hydroxyl (OH) radicals. In fact, fused silica is sometimes classified as "wet" or "dry," depending on whether the OH concentration is ~ 100–1000 ppm or 10 ppm, respectively. From our experience wet fused silica is significantly better suited for excimer use than the dry variety, and the remainder of this report will discuss only the wet kind. Other impurities may include Cl ions (up to ~ 100 ppm if the material is grown in flame hydrolysis of SiCl₄) as well as a range of metal ions (typically at ppm levels and below). Index inhomogeneity can be as low as 0.5 ppm over a 6-in. slab. The lowest absorption coefficient of fused silica at 193 nm has been measured to be 0.005 cm⁻¹ (base e). This degree of transparency is sufficient for most photolithographic system designs.

Irradiation of fused silica at 193 nm induces two changes, which in the grades we have tested are constant at least for several weeks and probably for several months [1],[2]: formation of absorptive color centers with peaks at ~ 215 nm and densification (compaction) of the material. The color centers are ascribed to E' centers [3], which are oxygen vacancies in the SiO₂ network, with an unpaired electron on the silicon atom. The compaction has two consequences: reduction of the geometrical thickness of the material and increase of its index of refraction. Both effects are typically at the 1–50-ppm level and
therefore may not be of practical significance except in the most demanding applications, such as photolithography. The net change in optical path is readily observed with a phase-measuring interferometer. The compaction is also observed indirectly, by the stress-induced birefringence in the zones adjacent to the irradiated area, which connect the compacted portion to the uncompacted one. Although currently not fully understood on the atomic level, the compaction is apparently related to the glassy structure of fused silica and to changes in its medium-range order [4].

The formation of color centers and the compaction are both initiated by the same two-photon absorption process. At 193 nm, the coefficient for two-photon absorption is $\alpha_2 \approx 2 \times 10^{-3}$ cm/MW, while at 248 nm it is $\sim 10$ times smaller [5]. Thus, for a typical 20-ns-long pulse, at a moderate fluence of 100 mJ cm$^{-2}$/pulse, the Beer-Lambert absorption coefficient is $\sim 0.01$ cm$^{-1}$ at 193 nm and 0.001 cm$^{-1}$ at 248 nm. The two-photon absorption model predicts a quadratic dependence of color centers and compaction on laser fluence and a linear dependence on the number of pulses. Indeed, such behavior has been observed experimentally at low defect densities. Saturation-like effects are noted when the laser-induced peak absorption at 215 nm exceeds $\sim 0.10$ cm$^{-1}$ and the compaction exceeds $\sim 20$ ppm.

As mentioned above, two-photon absorption is the initiating step for the formation of color centers and compaction. The absorbed energy is converted into excitons and conduction electrons, whose nonradiative decay leads eventually to the observed material changes [6]. Figure 4-1 shows the effect of irradiation temperature on the amount of E' centers and compaction: in the range 20–100°C, defect formation increases rapidly with substrate temperature during irradiation. This behavior is attributed to changes with temperature in the branching ratio between the radiative and nonradiative decay paths of excitons. Above $\sim 100$°C the color centers seem to undergo partial self-annealing, while the compaction does not. Figure 4-2 further demonstrates the difference between the two phenomena. In this figure the 215-nm absorption coefficient and the compaction-induced birefringence are plotted as functions of post-irradiation annealing temperature. The E' centers are fully annealed at $\sim 350$°C, and in agreement with Figure 4-1 partial annealing starts at $\sim 100$°C. In contrast, partial annealing of the compaction begins at $\sim 150$°C, and full annealing is not achieved even at 600°C. These results indicate that the E' centers and compaction are not directly related to each other. Rather they are the outcomes of two different sequences of solid state reactions that start with the same two-photon absorption.

While the model presented above predicts a functional dependence of laser-induced defects on irradiation parameters, it cannot predict the quantitative values of the laser-induced absorption or the compaction. Such values depend on the details of the solid state reactions following the two-photon absorption, and these reactions are strongly affected by subtle differences in the glassy structure and level of impurities. Indeed, the amount of laser-induced color center formation varies from grade to grade and may strongly depend on the details of material formation and any other pre-irradiation treatments. For instance, Suprasil 311 can be pretreated to cause a sevenfold reduction in the excimer-induced density of E' centers. Note, however, that the same treatment does not affect the amount of laser-induced compaction, in agreement with the results of Figure 4-2 above. Figure 4-3 shows that even within the same grade of fused silica the color center formation may vary significantly with a subtle variable such as location in the boule. It is therefore apparent that a careful choice of materials used in excimer applications is required, and preselection and pretesting may be desirable.
Figure 4-1. Plot of 193-nm-induced color centers (left-hand ordinate) and birefringence (right-hand ordinate) in a 1-cm-thick sample of Suprasil 2, as a function of the sample temperature during irradiation. The exposure conditions were $1.4 \times 10^6$ pulses, 17 mJ cm$^{-2}$/pulse.

Figure 4-2. Annealing behavior of 193-nm-induced color centers (left-hand ordinate) and birefringence (right-hand ordinate) in Suprasil 2. The irradiation was performed at room temperature. The two ordinates were normalized to their respective values after exposure and prior to heating.
Figure 4-3. Pre-irradiation absorption coefficient at 193 nm of standard Corning 7940, as a function of the sample's location in the boule (left-hand ordinate). The broken line represents the density of laser-induced color centers generated by $2 \times 10^6$ pulses at 50 mJ cm$^{-2}$/pulse in the same samples (right-hand ordinate). While the top of the boule is more transparent and more damage resistant, there does not seem to be a one-to-one correlation between initial absorption and amount of color center formation.

Figure 4-4. Color centers induced in CaF$_2$ with a 193-nm laser at a fluence of 100 mJ cm$^{-2}$/pulse. The three grades form color centers at rates differing by 2 orders of magnitude, as shown by the scaling factors next to the curves and the number of pulses required to obtain each curve.
Among the fluorides listed above, calcium fluoride is the most promising all-purpose material. Its index of refraction at 193 nm is lower than that of fused silica, and therefore the availability of high-quality CaF$_2$ would enable the design and fabrication of mixed SiO$_2$/CaF$_2$ optical systems with a wider performance range than that of systems built of SiO$_2$ alone. At shorter wavelengths, such as 157 nm, where SiO$_2$ is opaque, CaF$_2$ would be the optical material of choice. The index homogeneity of high-quality CaF$_2$ has been measured to be in the 2–5-ppm range, and its absorption coefficient at 193 nm is $< 0.01$ cm$^{-1}$. Irradiation at 193 nm can, however, cause formation of absorptive color centers, with peaks in the UV and visible. The laser-induced absorbance increases rapidly in the first few hundred thousand pulses, and then it typically exhibits strong saturation. It appears that in CaF$_2$, unlike in SiO$_2$, the excimer-induced color centers are formed via preexisting defects and that impurities may play a critical role in the process. Figure 4-4 shows absorption spectra generated in three different grades of CaF$_2$. Their magnitude varies by orders of magnitude, indicating that the purity of the raw materials and the details of the crystal growth process are important determinants of susceptibility to laser-induced damage.

M. Rothschild
J. H. C. Sedlacek

4.2 HIGH-CONDUCTANCE, LOW-LEAKAGE DIAMOND SCHOTTKY DIODES

Diamond’s high breakdown field (5 to $10 \times 10^6$ V cm$^{-1}$) [7] and wide bandgap should make possible high-voltage, high-temperature diodes that exhibit high conductance with low reverse leakage. Although several groups have fabricated diamond Schottky diodes [8]–[12] that have operated up to 700°C [10], most diamond diodes suffer from both high reverse leakage currents and low forward conductance. High-resistance ohmic contacts to the back of the diamond substrate were once thought responsible for the low forward conductance, but even with low-resistance ohmic contacts the diode’s forward conductance is still below that predicted by theory. This report describes the use of Schottky diodes to characterize the electrical properties of diamond as a function of surface treatment and annealing. Improved diamond Schottky diodes were fabricated.

Schottky diodes were formed of Al, Au, and Hg on natural, boron-doped, $p$-type, IIb diamonds that were cut and polished to within 3° of either the (100) or the (111) plane. The Al diodes were fabricated by using standard lithographic techniques and wet chemical etching to pattern ~ 1 μm of Al by electron-beam evaporation on cleaned [13] diamond substrates, the Au diodes by depositing Au through a stencil mask by ion-assisted deposition, and the Hg diodes by dropping Hg onto the diamond with a micropipet to form an ~ 300-μm-diam contact. In all three cases, back side ohmic contacts consisted of electron-beam-evaporated Al, annealed in air at temperatures > 500°C and then contacted with silver paint. These ohmic contacts were of sufficiently low contact resistance that Schottky diode capacitance measurements were nearly independent of frequency from 0.05 Hz to 1 MHz and of temperature from -25 to 125°C.

The surface electrical properties of diamond were characterized by measuring the reverse-bias leakage current of Al Schottky diodes after exposure to a plasma formed from one of several gases,
including N\textsubscript{2}, CF\textsubscript{4} with 8.5% O\textsubscript{2}, O\textsubscript{2}, H\textsubscript{2}, and N\textsubscript{2}O. The diodes were subjected to the plasma for 2 min, at ~ 0.5 Torr, in a quartz tube, using 100 W of 13.5-MHz RF power. Nitrogen, CF\textsubscript{4} with 8.5% O\textsubscript{2}, and O\textsubscript{2} were found by Auger analysis to chemically bind N, F, and O to the diamond surface, respectively. The plasma formed from H\textsubscript{2} is believed to bind H to the surface [14], and the surface chemistry after a N\textsubscript{2}O plasma is unknown. The N-, F-, and O-covered surfaces were stable in air with the surface atoms consistent with the last plasma treatment. No measurable diamond etching (< 20 nm) occurred after repeated plasma exposures to these various gases.

Reverse leakage currents in air after treatment with various plasma gases are shown in Figure 4-5. Diodes exposed to plasmas of O\textsubscript{2}, N\textsubscript{2}O, and H\textsubscript{2} exhibited a leakage current, which decreased over several hours. The diode capacitance was unaffected by the plasma treatments, indicating that the bulk acceptor concentration remained constant during these experiments. Surface metal contacts located on the diamond ~20 \textmu m from the reverse-biased Schottky diode intercept the reverse leakage current, showing that most of the leakage is due to surface conduction.

To determine the effect of various treatments on the diamond directly under the contacts, Hg Schottky diodes were used. After each treatment the diamond was characterized with a new Hg-drop Schottky diode, after which the Hg was removed by cleaning [13]. The most dramatic effect was the near-surface compensation of boron atoms. When the diamond is subjected to a plasma formed from either
N₂ or CF₄ with 8.5% O₂, to low-energy ion beams, or to physical polishing, the subsurface boron acceptors become compensated to a depth from 10 to 1000 nm. The depth of this compensation can be determined by plotting the inverse of the diode capacitance squared as a function of bias voltage. This plot does not take the form of a straight line that can be extrapolated through the Schottky barrier height but instead exhibits a step near the Schottky barrier-height voltage, ~ 2 V. An example of such a plot for an ion-beam-etched substrate [15] is shown in Figure 4-6. The depth of compensation \( X \) is estimated from

\[
X = A\varepsilon / C, \tag{4.1}
\]

where \( A \) is the diode area, \( \varepsilon \) is the permittivity of diamond, and \( C \) is the Schottky diode capacitance at the barrier-height voltage.

---

**Figure 4-6.** Inverse of a Hg Schottky diode capacitance squared as a function of bias voltage, for several annealing temperatures. The inset compares the current-voltage characteristics of the forward-biased Hg Schottky diodes before and after annealing at 660°C for 2 s. Before fabricating the diode, this diamond substrate was etched using ion-beam-assisted etching, to a depth of ~ 1 \( \mu \)m, with a 0.1-mA ion beam composed of 500-eV Xe⁺ in the presence of NO₂. This etching was used to form a 1.2-\( \mu \)m-thick compensated layer.
The compensated region was characterized by subjecting the Hg Schottky diode to 40-V reverse bias for several days and to visible and bandgap UV radiation. This changes the slope of the straight line portion in Figure 4-6, as previously discussed by Lightowlers and Collins [9], but the step in the curve near the barrier height remains unaffected. This indicates that the compensated region is not influenced by either extended periods of time at large electric fields (> $10^5$ V cm$^{-1}$) or optical radiation.

This compensated layer can be removed by heating the diamond in air on a graphite strip heater to 660°C for 2 s, as shown in Figure 4-6. This heat treatment, which anneals away ~ 1 µm of compensation, is expected to remove only ~ 10 nm of the diamond surface by oxidation. Additional heat treatments to 900°C, which cause pitting of the diamond surface, result in no additional changes in the capacitance-voltage curves. Removing the compensated layer increases the forward-bias conductance of Hg Schottky diodes, and this improves the $n$-factor of the diode. An ideal diode would have an $n$-factor equal to 1, and values > 1 represent an exponential decrease in the diode's conductance. The inset of Figure 4-6 compares the current-voltage (I-V) characteristics of the same substrate before and after annealing at 660°C. Before annealing the $n$-factor of the diode is ~ 20, while after annealing it is 1.9. We have obtained some of the lowest reported $n$-factors, 2 to 1.3, with this annealing technique. Although the Hg was removed before annealing, in other experiments with Au Schottky diodes the compensation was annealed away with the Au in place and similar results were achieved.

![Figure 4-7. Current-voltage curve of a diamond-Hg Schottky diode at 110°C and for comparison a Pt-PtSi-Si Schottky diode at 25°C.](image)
Once the surface leakage has been minimized with a plasma treatment and any subsurface compensation layer has been removed, high-quality Schottky diamond diodes can be fabricated. Figure 4-7 shows the I-V curve of a Hg Schottky diode at 110°C in dry nitrogen. The diamond substrate was heated to 660°C to remove the compensation and then plasma treated with a gas mixture of He, CF₄, and O₂ that was found to passivate the diamond surface while not forming a measurable compensated region. Each data point in Figure 4-7 is the average of 200 individual current measurements taken over a period of \( \sim 10 \) min. These diodes have the lowest reverse leakage currents reported for any Schottky diode and the highest forward conductance of any diamond diode.

M. W. Geis
N. N. Efremow
J. A. von Windheim*
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5. HIGH SPEED ELECTRONICS

5.1 DETECTION OF NANOSECOND FAR-INFRARED PULSES AT CRYOGENIC TEMPERATURES USING MULTIPLE-QUANTUM-WELL STRUCTURES

Measurements of the fast photoconductive response by a lightly doped multiple-quantum-well (MQW) sample have been made at temperatures between 10 and 90 K using ultrashort far-infrared superradiant pulses and compared to measurements obtained using a conventional corner-cube-mounted Schottky diode detector [1]. The sample consisted of fifty 28-nm-wide quantum wells separated by 30-nm-wide Al$_{0.30}$Ga$_{0.70}$As barriers with only the middle third of each quantum well intentionally doped, this doping being n-type at a level of $3 \times 10^{15}$ cm$^{-3}$. Details of the sample-contact scheme have been described elsewhere [2]. The noise level at high frequencies (1 MHz) and responsivity of the detector system near 10 K are estimated to be $10 \, \text{nV/Hz}^{1/2}$ and $10^{-1} \, \text{V/W}$, respectively.

The responses at 10 K of the MQW and Schottky diode detectors to separate but closely spaced 292-μm-wavelength, ultrashort, superradiant pulses are shown in Figures 5-1(a) and 5-1(b), respectively. The measured rise time of the MQW system is 2.6 ns. The Schottky detector, which is known to be sufficiently fast to measure the true pulse shape, gives a pulse rise time of 1.7 ns and a pulse width of 2.6 ns. The true response time of the MQW detector at $T \approx 10$ K is $\tau_R = 2$ ns, assuming $\tau_R^2$ (system) = $\tau_R^2$ (pulse) + $\tau_R^2$ (detector). Here, $\tau_R$ is defined as the time interval between occurrence of the 10 and 90% values of the detector peak response. The sign of the voltage signal was opposite to that of the applied dc voltage, indicating a positive photoresponse, i.e., the MQW sample’s conductivity has increased during illumination.

A response measurement was also carried out at ~ 90 K using the same superradiant pulse conditions described for Figure 5-1. The result is shown in Figure 5-2 and demonstrates that the MQW detector is able to respond as fast as the Schottky diode detector to nanosecond far-infrared pulses. The responsivity of the MQW detector, when compared with that near 10 K, is down by approximately 3 orders of magnitude. However, $\tau_R$ has decreased with increasing temperature. Consequently, there is no discernible difference between the pulse shape as measured by the Schottky and MQW detector, implying a subnanosecond response time for the latter.

The detector response to CW radiation at $T \approx 10$ K was measured at the following far-infrared wavelengths: 117.7, 134.0, 158.5, 191.8, 214.5, 287.7, 570.6, 662.8, and 890.0 μm. The power ranged from 3.4 mW to 70 μW. As seen in Figure 5-3, the MQW detector shows a trend of increasing responsivity with wavelength. Based on our previous MQW work [3],[4], the small peak in Figure 5-3 between 150 and 225 μm may be due to the $1s \rightarrow 2p$ electronic impurity transition in the GaAs quantum wells. The low frequency noise level is estimated to be $10 \, \mu\text{V/Hz}^{1/2}$. The uncertainty in the data point at 890.0 μm is quite large owing to the difficulty of measuring low power levels (100 μV) at long wavelengths.

Absorption of far-infrared radiation by free electrons can produce a positive photoconductive response by means of the hot-electron effect [5], a process well understood [6] and successfully applied to far-infrared detection in InSb [7]. Based on the results described above, we attribute the observed detector
Figure 5-1. Response at $T = 10\,K$ to 2.6-ns-wide, 292-μm-wavelength superradiant pulses for (a) a multiple-quantum-well (MQW) detector and (b) a Schottky diode. Source configuration: CO$_2$ pulse energy before plasma shutter, 150 mJ; plasma shutter, $p = 50$ Torr; NH$_3$, $p = 0.60$ Torr.
Figure 5-2. Response at $T = 90 \text{K}$ to 2.6-ns-wide, 292-μm-wavelength superradiant pulses for (a) an MQW detector and (b) a Schottky diode. The source configuration is the same as in Figure 5-1.
response to hot-electron conductivity in GaAs quantum wells. A similar conclusion was reached by Rosencher et al. [8] from the observation of normal-incidence, positive photoconductive response at 10.6 µm using a GaAs/(Ga,Al)As MQW sample with 6-nm-wide Si-doped wells. These authors also report a peak photoconductive response at low temperature (\(T = 15\) K), an order-of-magnitude reduction in sensitivity at 77 K, and continued detection up to 200 K. Given the early stage of this effort, considerable promise exists for developing a relatively sensitive far-infrared photodetector capable of operating at liquid-nitrogen temperature with subnanosecond speed. Such a detector would be much more rugged than the present corner-cube-mounted, whisker-contacted, GaAs Schottky barrier diode and would thus be able to operate in severe electrical and mechanical environments.

J. Waldman*  W. D. Goodhue
E. R. Mueller*  D. B. Moix*
E. S. Jacobs*  D. P. Scherrer*
M. J. Coulombe*  F. K. Kneubuhl*
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6. MICROELECTRONICS

6.1 IMPROVED ULTRAVIOLET RESPONSE OF SILICON CCD IMAGERS

Front-illuminated charge-coupled-device (CCD) imagers have demonstrated excellent performance in the visible and near-infrared portions of the spectrum. However, losses due to optical absorption in the polysilicon CCD gates cause moderate degradation of quantum efficiency in the visible and severe degradation in the blue and ultraviolet (UV). A number of laboratories have utilized a back-illuminated configuration to avoid these losses [1],[2]. We have developed and report here an improved process for back-illuminated CCD imagers that provides near-reflection-limited UV quantum efficiency together with excellent stability under UV exposure.

The processing sequence begins with use of wet chemistry to thin a silicon wafer, containing CCD imagers [3], to a thickness of 10–20 μm. An oxide is grown on the back surface, and boron is implanted at a low energy followed by annealing in a conventional furnace. The thinned wafer is mounted with the back surface exposed and is patterned so that contact can be made to the Al bonding pads using a process similar to that described in Ref. 4.

The photoresponse of back-illuminated CCD imagers produced with this process is shown in Figure 6-1. Here the external quantum efficiency at −50°C is plotted for two such devices (635-5 and 609-5). Device 635-5 was fabricated on a bulk silicon wafer with resistivity exceeding 6000 Ω cm, and device 609-5 was formed on a 40-Ω cm epitaxial silicon wafer in a different wafer lot. Despite these differences, it is seen that the results from these two devices agree very well and closely approach the calculated reflection-limited response shown as the dashed curve on this figure. The theoretical curve has been calculated assuming more than one electron-hole pair may be generated by each absorbed photon for part of this wavelength range [5]. Also shown in Figure 6-1 is the calculated quantum efficiency of sample 171-1, which was fabricated using an earlier laser anneal process [4]. The measured quantum efficiency of this device has been revised to include a hypothetical SiO$_2$ antireflective coating. It is apparent that the oxide-coated devices (635-5 and 609-5) show an improvement in response beyond that resulting from the antireflective properties of the thin layer of SiO$_2$. At wavelengths > 390 nm, the experimental results exceed the theoretical limits, probably because of a measurement calibration error on the order of 5–10%.

There is an additional benefit from use of the high-quality thermal oxide, believed to be due to suppression of surface states. In Figure 6-2, the two sets of results from Figure 6-1 for the current process are plotted together with data from 645-5, which was made by implanting BF$_2$ into bare Si and annealing in a conventional furnace. The addition of SiO$_2$ to the devices made on bare Si would be expected to result in an improvement of their quantum efficiency by a factor of 1.7, because of the antireflection properties of this layer. However, the actual improvement is by a factor of ~ 2.3. Therefore, it appears that in addition to acting as an antireflective layer, the high-quality thermally grown oxide layer may also increase quantum efficiency by suppressing surface states and thereby decreasing the surface recombination velocity. The oxide-coated devices also had lower dark currents (15–30 electrons/pixel-second at −50°C) than the uncoated device 645-5 (70 electrons/pixel-second), which is consistent with the hypothesis that the devices coated with thermal oxide have lower levels of generation-recombination centers at
Figure 6-1. Calculated (curves) and measured (points) external quantum efficiency of back-illuminated charge-coupled device (CCD) imagers.

Figure 6-2. Effect of SiO$_2$ layers on quantum efficiency.
the back surface. Further, measurements made by monitoring external quantum efficiency vs time at 
-50°C and 250-nm wavelength indicate that the oxide-coated devices are stable to ±2% over 1–2 h, while 
device 645-5 can change in quantum efficiency by as much as a factor of 2 in the same time. This 
instability may be due to a negative charging of the more plentiful surface states of the device not 
incorporating a thermal oxide layer.

J. A. Gregory       B. E. Burke
A. H. Loomis       H. R. Clark

6.2 EPITAXIAL SILICON JFET AMPLIFIER FOR LOW-NOISE CHARGE DETECTION

Ultimate low-light-level image sensing requires detectors that can sense single-photon events. To 
this end, solid state detector arrays have been fabricated that have near-reflection-limited quantum effi-
ciencies [4]. However, the conversion process of the photoelectron signal into a usable output voltage or 
current is noisy and has generally restricted these devices to sensing relatively large charge packets or 
operating at low output frequencies. Here, we describe the initial development of a p-channel junction 
field-effect transistor (JFET) fabricated in an epitaxially grown silicon layer. It is designed to sense as 
small as a single electron charge packet at relatively high clock frequencies.

Figure 6-3 shows the cross section and top view of the JFET structure. The JFET device is 
compatible with conventional buried-channel CCD processing, but changes are required in the standard 
sequence after the thermal oxidation of the second polysilicon layer. Instead of depositing a third layer 
of polysilicon, the silicon substrate is exposed selectively in regions formed between the two previously 
deposited polysilicon layers. Single-crystal epitaxial silicon is then grown at these seed hole areas, while 
polysilicon is simultaneously deposited on the adjacent thermal oxide. The drain and source areas of the 
JFET are created in the epitaxial regions by a subsequent masked boron implantation. The p-channel 
JFET is finished by implanting arsenic to form the back gate of the transistor.

Transistor performance was estimated using the device simulator PISCES, which solves the Poisson 
and continuity equations. A charge-to-voltage gain (responsivity) of 160 μV/e was calculated from the 
simulations. This value is about a factor of 10 better than conventional low-noise charge-sense amplifiers. 
The noise of the p-channel transistor can be estimated using PISCES, assuming that the device is thermal 
noise limited. This is a reasonable assumption for a p-channel JFET, since the measured 1/f noise 
contribution of a conventional buried-channel MOSFET is low for bandwidths greater than a few mega-
hertz and is expected to be even lower for the JFET [6],[7]. The noise value calculated from PISCES for 
a 10-MHz bandwidth is ~ 0.6 noise equivalent electrons, assuming the load device is a current source. 
Because of its high responsivity, the p-channel JFET provides a higher output voltage for a given electron 
signal than conventional charge-sense structures. The increased voltage signal relative to the transistor 
noise voltage enables detection of small charge packets.

Figure 6-4 shows an operating scheme for detecting photoelectrons with the JFET amplifier. 
Photocarriers generated by an image are collected by a positively biased electrode φ1. After an integration 
period, the photocarriers are transferred under the p-channel JFET by lowering the bias potential. The
photocarriers, in this case electrons, modulate the channel resistance of the JFET, which in turn causes a change in voltage across some load device (either a resistor or current source). The load device is located outside the imaging area and is connected to the source of the JFET by a conductive line. The voltage change constitutes the output signal.

The critical development component of the JFET is the epitaxially grown silicon layer. The single crystalline region of this layer must be defect-free to minimize the generation-recombination leakage current in the JFET device. Epitaxial diode test structures have been fabricated using both conventional chemical vapor epitaxy and also molecular beam epitaxy. The diode leakage current was measured on devices that had areas ranging from 100 × 100 to 1000 × 1000 μm. All of the diodes measured showed decreasing current with area. However, the 1000 × 1000-μm structures did have some randomly occurring sites with relatively high leakage current. The lowest leakage current density, measured on diode test structures fabricated using chemical vapor epitaxy, was ~ 1.5 nA/cm². The goal is to achieve leakage
Figure 6-4. Operating sequence for detecting charge with the p-channel junction field-effect transistor amplifier: (a) image, (b) sense, and (c) reset.
current densities < 1 nA/cm², which is near the value in the imaging area of our current low-noise CCD solid state detectors [8]. Figure 6-5 shows a transmission electron micrograph (TEM) of the cross section of the epitaxial silicon test diodes. The interface between the silicon substrate and epitaxially grown silicon layer appears uniformly crystalline. Some of the TEM photographs showed defects near the field-oxide bird’s-beak edge originating at the polysilicon layer. High leakage currents attributable to these defects were measured on larger-area diodes. Steps are now being taken to reduce the defects.
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7. ANALOG DEVICE TECHNOLOGY

7.1 VME-BUS-COMPATIBLE BOARD FOR AN IMAGE-FEATURE EXTRACTOR

A charge-coupled-device (CCD) programmable image processor, consisting of a 775-stage analog input buffer, 49 multipliers, and 49 8-bit 20-stage local memories, has been developed [1]. The 29-mm$^2$ chip performs two-dimensional filtering of a gray-level image with 20 programmable 8-bit $7 \times 7$ spatial filters, and thus can be used as a multi-template two-dimensional far-infrared filter for signal conditioning such as noise reduction and for enhancing and/or skeletonizing an input image. The device can also be employed to detect features in the input image, and for this reason we call it an image-feature extractor (IFE). Better than 99.999% charge-transfer efficiency and > 42-dB dynamic range have been achieved by the device. At a 10-MHz clock rate, it performs one billion arithmetic operations per second and dissipates < 1 W.

The CCD IFE device has been embedded on a board with a VME-bus interface. The VME bus is a standard computer backplane interface that uses specified protocols and has electrical and mechanical characteristics to enable communication with other devices connected to the same VME bus. A software program has also been developed that allows this VME board to be used as a high-speed co-processor with a host computer to speed up the simulations in various image and neural network applications.

The VME board has two parts: digital control electronics and CCD IFE analog control electronics. The digital control electronics, which is shown in Figure 7-1, provides all the buffering and controls required to transfer data to and from the CCD IFE. This part of the board consists of five functional blocks: a VME-bus interface, input image and feature template buffers, CCD output buffers, CCD timing-control buffers, and control and status registers. Sufficient memory buffering at both the input and output ports to the CCD has been included, so uninterrupted high-speed operations can be provided by the IFE even under different system and environment constraints. The VME board can be used to process input images of different sizes (up to 128 pixels wide), different reference templates (up to $7 \times 7$ pixels), and different numbers of templates (up to 20). The flexibility is provided by changing the timing controls, which are in turn controlled by the software program. The analog control electronics, illustrated in Figure 7-2, provides metal oxide semiconductor level clocks to the IFE. In addition, hardware has been provided on this part of the board to control the output amplitude by scaling up or down in magnitude by a factor of 2.

An experiment was carried out to demonstrate the functionality of this VME board. The input/output format used is shown in Figure 7-3. In this test, the IFE is programmed to detect 20 oriented line segments in an input image containing two of the stored templates, 1 and 9. Figure 7-4 is the two-dimensional correlation output of the input image with template 9. The feature templates are shown at the top of Figure 7-4. The two correlation spikes indicate the autocorrelation of template 9 and the cross-correlation of template 1 with 9. The correlation outputs indicate that the input feature has been detected.

A. M. Chiang
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Figure 7-1. Digital control board.

Figure 7-2. Analog control board.
Figure 7-3. Example of an input/output format for the charge-coupled device (CCD) image-feature-extractor (IFE) VME board.

Figure 7-4. Output waveform of the CCD IFE VME board as a feature extractor. Shown at the top are feature templates.
7.2 DEMONSTRATION OF A PROTOTYPE HIGH-$T_c$ SUPERCONDUCTIVE WIDEBAND REAL-TIME SPECTRUM-ANALYSIS RECEIVER

Progress in conventional microwave electronics has produced a rapid increase in the use of the microwave frequency spectrum for many commercial and military applications, including global positioning, communications, and radar. High-temperature superconductors (HTSs) can provide passive microwave signal-processing devices with the multigigahertz bandwidths necessary to cover the many bands of interest [2]. An example of a demanding application is an electronic intelligence system that would gather information on microwave signals across very wide frequency bands. A real-time spectrum-analysis receiver can be used as a wideband cueing receiver in such a system. A cueing receiver determines the frequencies of received signals, and controls frequency-agile local oscillators and mixers to shift the intercepted signals into a band where they can be processed for information content by a narrowband receiver.

Demonstration prototypes of many of the passive HTS microwave devices and subsystems that would be used in such an electronic intelligence system have been produced and tested. These include narrowband filters [2], wideband delay lines [3], multigigahertz-bandwidth tapped-delay-line transversal filters [2], phased-array antenna feed networks [4], and chirp-transform spectrum-analysis subsystems [5]. Here we describe a spectrum-analysis receiver that is a prototype of the cueing receiver portion of the electronic intelligence system discussed above. This prototype cueing receiver is constructed using HTS chirp filters and the associated semiconductor circuits necessary for output signal processing. The semiconductor circuits are operated at room temperature in this case.

This spectrum-analysis receiver, also known as a compressive receiver, is based on the chirp-transform algorithm. The system is designed around a Hamming-weighted YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) superconductive chirp filter [6]. A simplified block diagram of the system is shown in Figure 7-5. A space-qualified version is being built by Lincoln Laboratory for incorporation into the Navy’s Second High-Temperature Superconductor Space Experiment (HTSSE II). Signals input to the system are mixed with a chirp signal generated by a swept local oscillator (SLO). The four different frequencies shown in the plot of frequency (F) vs time (T) at the input in Figure 7-5 produce four frequency-offset upchirp signals. These frequency-offset chirps are input to a chirp filter with opposite chirp slope, i.e., the slope of the instantaneous frequency-vs-time characteristic differs in sign but not magnitude from the chirped signals. The compressed pulses generated by the chirp filter for each of the frequency-offset chirp signals will exit the filter at different times. The time of exit is proportional to the frequency of the original input signals.

The best error-sidelobe-level performance of the VCO/YBCO chirp filter combination is about 18 dB. This level is determined solely by errors in the chirp slope of the VCO and not by device errors in the YBCO chirp filter. The envelope-detected compressed pulse and the ECL logic pulse produced by the threshold detector are also shown as insets following the envelope detector and the threshold detector, respectively, in the system diagram of Figure 7-6. Figure 7-7. Photograph of ass
bled prototype receiver components. The high-Tc superconductive chirp filter, r.5-ns-wide compressed pulse. The fast chirp generator (here an SLO) consists of a fast voltage-ramp generator that is used to drive a VCO, which generates the chirp waveform. This upchirp signal from the SLO is mixed with incoming signals and then passed through the YBCO Hamming-weighted compressor. Any compressed pulse generated by signals at the input of the system is passed on to an envelope detector, to a threshold detector, and then into a Si-ECL logic gate to produce an appropriate logic level to latch the counter value into the ECL latch. The output of the counter is placed into a first-in first-out (FIFO) buffer following an ECL-to-TTL level converter. The contents of the FIFO are read by a personal computer through a data interface card. The computer screen displays the frequency of the input signal by showing the most recent history of the frequency bins that have been occupied. The screen is updated every 0.25 s.

Figure 7-5. Block diagram of demonstration system intended for the Navy's Second High-Temperature Superconductor Space Experiment (HTSSE II). This is a multiply-convolve chirp-transform configuration for a compressive receiver.
The compressed pulse produced by passing a VCO-generated flat-weighted chirp waveform through a Hamming-weighted YBCO chirp filter operating at 72 K is shown as an inset above the compressed pulse monitor point J4 in Figure 7-6. The sidelobes (above the Hamming sidelobe level of -42 dB) on the compressed pulse generated in this way are produced by errors in the devices. The best error-sidelobe-level performance of the VCO/YBCO chirp filter combination is about -18 dB. This level is determined solely by errors in the chirp slope of the VCO and not by device errors in the YBCO chirp filter. The envelope-detected compressed pulse and the ECL logic pulse produced by the threshold detector are also shown as insets following the envelope detector and the threshold detector, respectively, in the system diagram of Figure 7-6.
Figure 7-7 is a photograph of the assembled prototype HTSSE II receiver showing the YBCO chirp filter, the room-temperature electronics box, and the power supply box. Test points are illustrated in the system diagram of Figure 7-6 and are visible on the room-temperature electronics box in Figure 7-7. The input signal monitor J2, the compressed pulse monitor J4, and the SLO (chirp generator) monitor J3 are all provided using 20-dB couplers. Points J5 and J6 are connections to and from the superconducting YBCO chirp filter. Figure 7-8, a snapshot of the computer display, shows the various frequency bins that were occupied when a CW tone was swept slowly across the analysis bandwidth of the receiver.

The 3-GHz instantaneous analysis bandwidth of this system is beyond that available with conventional technology. This prototype compressive receiver represents a very practical marriage between high-$T_c$ superconductivity and conventional semiconductor circuits.
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Figure 7-8. Screen display for slowly swept input signal. Frequency-bin data are updated at a slow rate of every 0.25 s so that a human operator can follow the display. The update rate could be much faster in an all-electronic system.
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