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1. Executive Summary

This report describes progress and results on the grant, "Photonic Technology for
Implementation of Generalizable Neural Networks: A Synthetic Approach”,
DARPA/AFOSR Grant No. AFOSR-89-0466, for the annual reporting period 30 Sept
91 - 29 Sept 92, and for the final reporting period 30 Sept 89 - 15 Sept 93. Substantial
progress and results have been achieved in the areas of neural network models for
optoelectronic systems, photonic neural network architectures, incoherent/coherent
holographic interconnections, optical disk spatial light modulators with parallel
readout (as input devices), and high bandwidth spatial light modulators (for neuron
unit arrays) including mutually compatible silicon detectors, silicon electronics, and
high contrast ratio InGaAs/GaAs modulators.

Our approach has been vertically integrated in that it synthesizes materials,
devices, architectures, and algorithms. The effort has been centered around a novel
class of photonic architectures that provide for generalizability to different neuron
and neural network models, modularity, fully parallel input/output, and scalability
to large numbers of neuron units and interconnections. The architectures
incorporate optoelectronic spatial light modulators for flexible neuron unit
functionality by means of integrated silicon electronics, as well as silicon detectors
and GaAs-based modulator elements for highly parallel input to, and output from,
each neuron unit array. Each pixel of this neuron unit array includes dual channel
inputs and outputs to enable bipolar functionality. For consistency among the
algorithm/model level, the architecture level, and the hardware component and
materials levels, we have developed a multilayer neural network model and
learning algorithm based on this dual channel signal representation. Furthermore,
we have maintained compatibility of all hardware architectures, devices, and

materials with this model.

One of the key results of this effort has been the simultaneous development
of mutually compatible high-contrast GaAs-based modulator element arrays for
neuron unit output, silicon detector and electronic circuitry arrays for neuron unit
input and signal processing, and multilayer neural network models and learning
algorithms. Both device arrays have been fabricated and demonstrated to yield high




contrast, high bandwidth, high density, and dua' channel capability that is
compatible with the dual channel neural network model mentioned above.

A two dimensional array of surface-emitting semiconductor laser diodes can
provide a compact implementation of the requisite sources; for laboratory purposes
we have utilized other novel, programmable techniques for generation of source
arrays at visible as well as infrared wavelengths. In addition, since scalability places
demands not only on the interconnection and the neuron unit arrays, but also on
the input device, we have investigated the use of an optical disk spatial light
modulator that provides parallel readout of a large number of stored input training
patterns at a high frame rate.

Central to our photonic architecture is a novel volume holographic
interconnection technique that is based on an array of individually coherent but
mutually incoherent sources. Results from our experimental, computational, and
analytical investigations of the properties of this interconnection system have been
a key impetus in the pursuit of this overall work, and have shown the
interconnection system to be exceptionally low in crosstalk, despite highly parallel
recording and readout _f the volume holographic element. This photonic
interconnection architecture exhibits another unique property: once trained, the
stored weighted-interconnection pattern can be copied in a single exposure step to
another volume holographic medium, thus permitting duplication of a pretrained

neural network in a manufacturing environment.




2. Summary of Approach, Progress, and Results

This section gives an overview of our approach, progress, and results.
Detailed descriptions are given in the attached papers and in the previous annual
reports, including the papers attached therein. A list of accou.plishments is given in
Section 3.

2.1 Introduction

A general neural network architecture should have the following features:
(1) modularity, i.e., be in the form of a cascadable "module”; (2) capability for lateral,
feedforward, and feedback interconnections; (3) analog weighted interconnections;
(4) bipolar signals and weights; (5) scalability to large numbers of neuron units with
high connectivity; (6) generalizability to different network models and learning
algorithms, as well as capability for extension to possible future network models.

Recently, optical and optoelectronic implementations of neural networks
have been the focus of intensive research and development (see for example, Ref. 1).
In our effort we have developed a novel implementation technique that provides
for most if not all of the above properties. Our photonic architecture? utilizes a
novel incoherent/coherent hologram recording and reconstruction technique for
highly parallel operation with reduced crosstalk. High bandwidth optoelectronic
spatial light modulators with integrated detectors, modulators, and control
electronics at each pixel are being fabricated for the 2-D neuron unit arrays.

2.2 Photonic Architecture

A broad class of learning algorithms can be represented by the weight update

equation:

Awij = adixj - Bwij




in which wij is the interconnection weight from j to i, Awjj = Awij(k+1) — wij(k) is the
weight update, a is the learning ga'n constant, x; is the signal level of the jth input
(e.g., jth neuron unit of the previous layer in a multilayer net), and B is the decay
constant. Suitable choices of d; give different learning algorithms, such as Hebbian,
Widrow-Hoff, and back propagation.

In our photonic architecture the neural interconnections as well as the weight
updates that train the interconnections are formed within a photorefractive crystal.
The fanout interconnection pattern from one neuron unit is implemented as a
single hologram, N2 of which are multiplexed into a single volume holographic
medium. The last term in the above equation is an optional decay term that is
included primarily to model intentional or unintentional decay of holograms in
such a photorefractive crystal. (Other physical effects such as nonlinearities and
saturation in the medium are considered entirely unintentional and are treated
separately.) '

Two-dimensional optoelectronic GaAs-based spatial light modulator (SLM)
arrays, with integrated detectors, modulators and control electronics, implement
inner product neuron units, as well as the training plane array, which generates the
i terms. This technology provides for: (1) incorporation of bipolar signals via dual-
channel inputs and outputs; (2) slight variants of the same basic SLM structure for
all SLM's in the architecture (for neuron units and §; generation); (3) incorporation
of different neuron unit functions, including linear, soft threshold, and hard
clipping, as well as variable gain; and (4) potential extendibility to future neural

network models.

The photonic architecture for the case of Hebbian learning, d; = y;, where yj is
the output of neuron unit i, is shown in Fig. 1. (For other learning algorithms,
SLM; is replaced by one or more SLM's with appropriate functions, and for
supervised learning another beam representing desired outputs is incident on the
SLM.) Only feedforward connections are shown.

The neuron unit arrays mentioned above are incorporated by means of two
spatial light modulators (SLM's). SLM; represents the array of input units to the
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Figure 1. Photonic architecture for neural networks, Hebbian case.




current optical module, and SLMj represents the array of output neuron units of the
current module (yielding outputs of the neural net or providing the input neuron
units of the next module). An array of mutually incohereni coherent sources is
used to illuminate the system; these sources are provided by a mutually incoherent
laser diode array, or by a coherent beam passing through an optical system that
generates a set of beams, each temporally modulated or frequency shifted sufficiently
to provide mutual incoherence over the detection time constant.

During the computation phase, the shutter is closed to prevent learning. The
array of sources is imaged onto SLM; as a set of read beams. Fuach beam is
modulated by SLM; to provide the inputs. Then each (reference) beam xj passes
through the hologram to provide the interconnections, i.e., the weighted fanout
from each input xj. The hologram output is sent to the write side of SLM; (i.e., the
virtual image of SLM; from the reconstruction is imaged onto SLM; via the lens).
Optical fan-in of multiple holographic reconstructions at this plane provides linear
incoherent summation of weighted interconnections at each neuron unit input.
The dove prism reflects the images so that their orientation at SLM1 is consistent.

In the learning phase, the shutter is open. Each weight update term is
computed optically and recorded into the photorefractive material. Light from each
source is approximately collimated and used as the read beam for SLMj. Thus, for
an N by N array of sources, there are N2 beams reading SLM; simultaneously, each
at a different angle, as shown in Fig. 2; all y; terms are encoded onto each of these
beams. This novel angular multiplexing technique eliminates beam degeneracy,
thereby reducing crosstalk during readout compared with more conventional
single-source fully coherent recording techniques3. Each of these beams then
interferes only with its corresponding reference beam, Xj, from the same source, in
the photorefractive material. This process writes the set of desired weight update
terms oxjyi.

The central architectural feature of incoherent/coherent double angularly
multiplexed hologram recording and readout has been designea to satisfy a number
of constraints: minimization of inherent recording-induced crosstalk; minimization
of inherent readout-induced (fan-in) crosstalk; incoherent (additive)‘ summation of
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Figure 2. Interconnection system of the photonic architecture, showing
incoherent/coherent double angular multiplexing geometry. The dashed beam
corresponds to a different source than the solid beam. The two beams are mutually
incoherent and are incident on the upper SLM at different angles.




interconnection weighted inputs; optimization of the overall interconnection
throughput efficiency; and minimization of recording nonidealities introduced by
the use of photorefractive media for grating formation. The reconstruction
accuracy, residual crosstalk, and overall throughput efficiency of such an N2-N2
interconnection in the case of a linear holographic medium has been evaluated by
numerical simulation using the optical beam propagation method (BPM)3. Results
of a comparison between our proposed architecture and other candidate methods
such as single-source fully coherent simultaneous recording show that our proposed
method exhibits dramatically reduced crosstalk as well as significantly increased
optical throughput. In addition, experiments in photorefractive and fixed
holographic materials that we have performed to date support the viability of this
approach to the implementation of highly multiplexed photonic neural network
interconnections.

This photonic architecture potentially scales to 1010 interconnections in one
cascadable module, incorporating 10° neuron units running at (for the computing
phases) 10-50 MHz, with fully parallel (105 lines) input/output. Our technology
development program has been directed toward the rapid realization of these goals,
and our results have indicated that these goals are feasible.

2.3 Photonic Components

In order to assure system functionality, the requisite components
incorporated in such an architecture must be designed from a synthetic viewpoint,
such that their resulting performance parameters and characteristics are mutualily
compatible.  In this section, the required features, design constraints, and
achievements in the implementation of each essential component in the
architecture are summarized.

The detection, amplification, neuron unit response, and modulation
functions required in both the neuron unit and training planes are incorporated in
multifunction spatial light modulators (SLM's). A dual rail differential approach is
used because of its inherent capability to accommodate both bipolar inputs and
outputs. The simpler case of unipolar outputs and bipolar inputs, also common in



neural network models, represents a subset of our fully bipolar design and requires
even less chip area. The dual rail approach requires the hybrid or monolithic
integration of two detectors, appropriate amplification and control circuitry, and two
modulators within each SLM pixel. A primary goal has been to develop analog
electronic circuitry that is process compatible with both detector and modulator
requirements, and at the same time utilizes minimum real estate.

Our design incorporates silicon technology for detection and analog electronic
neuron unit processing, and GaAs-based strained-layer multiple quantum well
technology for modulation. As shown in Fig. 3, by flip-chip bonding two such chips
face-to-face and operating at a wavelength for which the GaAs semi-insulating
substrate is transparent, electrical contact between the two chips is provided at each
pixel without either through-substrate vias or significant losses in chip area,
bandwidth, or reliability. The design specification has used 100 um X 100 um pixels,
divided into separate regions for the detection, modulation, and electronic circuitry.

Fabrication of 6 X 6 arrays in silicon have shown sigmoidal response with full
dual rail input and output capability, excellent uniformity over the array, and
bandwidths of each pixel on the order of 10 MHz. Fabrication of InGaAs/GaAs
Fabry-Perot cavity multiple quantum well reflective modulators in 2-D arrays have
yielded a contrast ratio of 66:1 with a dynamic range of 30% for conventional cavity
geometries4, and a contrast ratio of 30:1 with a dynamic range of 50% over a 2-D
array in an inverted cavity geometry. This inverted cavity geometry® uses an
external high-reflectivity cavity mirror, so that the modulator can be read out
through the GaAs substrate, as required for flip-chip bonding to the silicon chip.

The two-dimensional array of sources must incorporate constant amplitude,
individually coherent but mutually incoherent source elements. To assure mutual
incoherence, the mutual coherence times between any pair of individual sources
need only be less than the grating recording time constant of the holographic
interconnection and the time constant of the neural detection circuitry. We give
two examples of such source arrays. Two-dimensional arrays of surface emitting
laser diodes have been fabricated by researchers at AT&T and Bellcoreb, at a density
of 2 X 106 lasers per cm2. Such lasers will be primarily mutually incoherent by the
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Figure 3. Cross section of one pixel of spatial light modulator structure, showing
silicon detector and silicon analog electronic circuitry flip-chip bonded to GaAs-
based reflection modulator. Designed wavelength of operation is approximately 950
nm.




very nature of nonuniformities inherent in the fabrication proces: For laboratory
demonstrations in the visible, we have fabricated acousto-optic source-array
systems, each of which generates a set of beams from one coherent laser source.
Each beam of the set of beams is Doppler shifted by a different amount, yielding
effective mutual incoherence. This acousto-optic technique has been used
successfully to record a set of holograms in photorefractive materials using the
incoherent/coherent double angular multiplexing technique described above.

In conclusion, this research and development program encompasses the
interdisciplinary areas of neural models, photonic architectures, photonic
components, and photonic materials in order to develop a consistent technology for
implementation of large-scale densely interconnected neural networks. Our use of
an array of mutually incoherent sources provides for a novel incoherent/coherent
double angular multiplexing technique for low crosstalk, high throughput
interconnections; hybrid flip-chip bonded SLM's also provide for high speed neuron
unit functionality in a near-term integrable package. We have also developed
neural network models to ensure the self-consistency of the dual rail signal
representation for neuron units and the corresponding interconnection functions.
Our future plans include demonstration of the hybrid flip-chip bonded SLM that
implements neuron unit arrays, and a system-level demonstration of neural
network operation using this novel photonic architecture.

2.4 References
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3. List of Accomplishments

3.1 Development of a multilayer learning algorithm that exhibits complete
bipolar functionality but can be implemented with only nonnegative signals.
This approach permits implementation of photonic neural networks that represent
signals as (nonnegative) intensity levels and weights as (nonnegative) diffraction
efficiencies, and that utilize dual channel inputs and outputs for each neuron unit.
In our simulations (on 2-bit and 3-bit parity, and invariant TC recognition problems)
this back-propagation style learning algorithm has performed comparably to, or
better than, conventional back-propagation learning.

3.2 Development, refinement, and generalization of the photonic neural network
architecture. Design of the generic architecture has been completed, and variants of
the architecture for different neural network models, including multilayer back
propagation, have been designed. The architecture is modular, permits fully
parallel input/output, has a unique interconnection that yields crosstalk-free
performance, and permits rapid copying of the interconnection pattern.

3.3 Verification and characterization of incoherent/coherent holographié (fan-
in/fan-out) interconnection systems via experiment and simulation. Simulation
at a variety of interconnection sizes, including 10 inputs to 10 outputs, have shown
our novel (incoherent/coherent, double angularly multiplexed) helographic
interconnection to exhibit high fidelity, relatively high diffraction efficiency, and
extremely low crosstalk. In addition, experiments in photorefractive bismuth
silicon oxide (2 inputs to 4096 outputs) and photorefractive lithium niobate (15
inputs to 16,384 outputs) yield further evidence that the underlying concepts are
sound. This interconnection is a key element in our photonic neural network
architecture.

3.4 Design and fabrication of 2-D arrays of detectors and analog circuitry in
silicon for neuron unit input and processing. Six by six arrays of dual channel,
sigmoidal function neuron units have been demonstrated using analog silicon
CMOS (15 transistors within 2500 square microns per neuron unit), and exhibit
bandwidths of 14 MHz (small signal) and 4 MHz (large signal). Measured output

12




voltages of 12 volts are sufficient for driving the GaAs-based moc'ulators. Dual
channel neuron unit circuitry incorporating analog sample and hold memory has
also been designed and fabricated. For the neuron unit inputs, a variety of silicon
photodetectors have been fabricated and tested, and used in cascade with the analog
electronic sigmoidal function.

3.5 Design and fabrication of 2-D arrays of optical modulators in GaAs/InGaAs
for neuron unit output. Multiple quantum well optical modulator arrays have
been demonstrated in two configurations: an asymmetric cavity Fabry-Perot
(exhibiting 66:1 contrast ratio and 30% dynamic range), and an inverted asymmetric
cavity Fabry-Perot (exhibiting 30:1 contrast ratio and 50% dynamic range). Drive
voltages, at 12 volts, are compatible with the silicon chip electronics. The 950 nm
wavelength operating regime of these high bandwidth modulators provides
compatibility with surface emitting semiconductor laser diode arrays, and due to
substrate transparency permits direct flip-chip bump-contact bonding with the
silicon chip.

3.6 Generation of an array of self coherent but mutually incoherent sources. An
acousto-optic deflector based system has been designed, built, and demonstrated, that
generates a linear array of 15 sources from a single laser source. A second system
that can generate a 2-D array of up to 128 X 128 sour >es has been designed. In the 1 X
15 system, self coherence and mutual incoherence have been demonstrated by the
simultaneous writing and individuai readout of 15 independent gratings in
photorefractive lithium niobate. This source array generator can be used with
visible as well as infrared laser sources, and is useful for providing the mutually
incoherent beams required in the photonic neural network architecture.

3.7 Demonstration of recording and high-speed parallel readout of 2-D images on
an optical disk, with potential applications to presentation of training patterns
to a neural network during learning. Recording and fully parallel readout of gray-
level 512 x 512 images stored on an optical disk has been demonstrated. A novel
differential interference contrast readout technique permits dire<t, optically efficient
readout yielding high (50:1) contrast ratio images. This "optical disk spatial light

13




modulator” can Ye used, for example, to provide a high frame-rate input to a
photonic neural network.
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Analysis of Weighted Fan-out/Fan-in Volume Holographic
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Summary

l Volume holography has often been proposed as an interconnection technology for photonic
neural network implementations [ 1] because it appears to potentially meet the critical requirements
l of providing both large numbers of interconnections and a weighted fan-out/fan-in topology. The
feasibility of using volume holograms for large-scale weighted fan-out/fan-in interconnection
applications depends in part on the fideliry with which the interconnection weights can be
' implemented, and on the throughput that can be achieved in the volume holographic
interconnection system. In addition, an important implementation issue is the number of exposures
required to record a particular interconnection configuration because this can impact the total
writing time and required exposure schedule.

' In many neural network algorithms, the interconnections between any two layers can be
represented as p = Wx in which each component of the vector x represents the output of a neuron
unit in the input layer, W is the interconnection matrix, and each component of the vector p is the

' input to a neuron unit in the output layer. A typically proposed volume holographic
interconnection architecture that performs this interconnection function [1] (hereafter referred to as
a "conventional" architecture) is shown in Fig. 1. Each interconnection between a pixel in the

l input plane and a pixel in the output plane (not shown) is implemented as a single diffraction
grating in the holographic recording medium. The weight of the interconnection is related to the

relative diffraction efficiency of its associated grating.
For adaptive neural networks in which a learning algorithm is implemented, the weight
matrix is typically formed by successively presenting training patterns (consisting of an input
image at the input plane and its associated training image at the training plane) to the system until
the appropriate error criterion is minimized. In a conventional architecture, there are three methods
to record the desired interconnection gratings during the presentation of a single training pattern to
the system. In the first method, all of the pixels in the input and training planes are turned on
simultaneously. Since the light from each pixel is mutually coherent, the desired interconnection
gratings are formed. In addition, undesired gratings are created that form intraplanar connections
amongst the pixels of both the input plane and the training plane. Asis generally recognized, these
addmonal coupling paths introduce a serious source of crosstalk into the interconnection system.
By recording the desired gratings in a page-wise sequential (i.e., a single pixel in the input plane
smultaneously with all of the training plane pixels) or fully sequenual (i.e., a single input pixel
with a single training pixel) manner, some or all of these coherent crosstalk gratings may be
avoided. The cost, however, is to require additional exposures compared to the simultaneous
recording method. For an interconnection system connecting N input nodes to N output nodes (an
"N-N" mterconnecuon) the simultaneous recording method requires one exposure per tramms,
pattern whereas the page-wise sequential and fully sequential methods require N and N4
exposures, respecuvely For large numbers of interconnections (the situation for which
holographic interconnections are presumablv attractive), this could resultin 1mpracucallv long
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We quantitatively examined the reconstruction fidelity and throughput of the conventional
architecture by numerically modeling a 10-10 interconnection system using the optical beam
propagation method. A lincar holographic recording medium was assumed with unlimited
modulation range. Ten training patterns of random intensitics were used to generate the (nearly
independent) weight matrix recorded in the holographic medium. For this choice of weights, the
RMS error of the diffracted outputs [2] for a conventional architecture is shown in Fig. 2a for
simultaneous (with R=1, in which R is the beamsplitter ratio in Fig. 1), page-wise sequential
(R=100), and fully sequential recording (R=1). The horizontal axis represents the grating strength
(in radians) of the largest interconnection grating recorded in the medium. The interconnection is
readout with a set of mutually coherent random intensity beams. The optical throughput is shown
in Fig. 2b. As expected, the RMS error of the reconstructed outputs is large for simultaneous
recording. There is little improvement in the error in going to page-wise sequential recording using
a beamsplitter ratio of 100. This can be understood as follows. During the recording of a single
training pattern, the crosstalk gratings connecting the pixels within the training plane are exposed N
times. The desired gratings, however, each receive only a single exposure. When the undesired
crosstalk gratings are eliminated using fully sequental recording, the RMS error drops dramatically
such that it is still relatively low at a peak throughput of over 85%.

An alternative volume holographic interconnection architecture has recently been proposed
(3] that requires only one exposure per training pattern and yet minimizes undesired crosstalk
gratings. This architecture includes an optical source array in which each source is individually
coherent, but mutually.incoherent with all other sources. In Fig. 3 we show a modification of this
architecture that for implementation in certain photorefractive materials does not suffer from an
inherent throughput loss due to multiple beam superposition. Using lenses L and L (see Fig. 3)
a set of subholograms (which may partially overlap) are recorded in the holographic medium.
Each subhologram consists of a 1-N fan-out connecting a single input pixel to every output pixel
(with the aid of an imaging lens following the holographic medium [not shown]).

Numerical modeling results for this multiple source incoherent/coherent architecture (for
R = 100) are shown in Fig. 4 (in which non-overlapping subholograms are assumed). The
weight matrix and random inputs are the same as used above for the conventional architecture. The
RMS error of the diffracted outputs is comparable to the resuits obtained for fully sequential
recording in a conventional architecture, and yet the multiple source incoherent/coherent
architecture requires only a single recording per training pair.

In addition to requiring fewer exposures to achieve the same level of fidelity and throughput
as obtained for fully sequential recording in a conventional architecture, the multiple source
incoherent/coherent architecture offers several further advantages. First, the weighted
interconnections stored in the volume holographic medium can be copied to another volume
holographic medium in a one-step process (which is useful, for example, for transferring a set of
learned weights from a dynamic to a permanent holographic inedium) [4]. Second, since the
source array shown in Fig. 3 consists of optical sources that are individually coherent but mutually
incoherent, the summation at the output nodes is performed by the fan-in of mutually incoherent
beams. This eliminates the requirement for strict positional stability of the optical components
during readout (which is required in a conventional architecture for readout with mutually coherent
beams). No degradation in throughput (see Fig. 4b) is suffered with the use of mutually
incoherent beams because an angular fan-in is used at each output node.

(1] D. Psalus, D. J. Brady, and K. Wagner, “Adaptive Optical Networks Using Photorefractive
Crystals,” Appl. Opt. 27, p. 1752-1758.

[2] C. Slinger, "Analysis of N-to-N Volume-Holographic Neural Interconnect,” J. Opt. Soc.
Am. A 8, p. 1074-1081.

[3] B. K. Jenkins, G. C. Petrisor, S. Piazzolla, P. Asthana, and A. R. Tanguay Jr., “"Photonic
Architecture for Neural Nets Using Incoherent/Coherent Holographic Interconnections,”
Proceedings of OC'90, Kobe, Japan (1990). ‘

(41 S. Piazzolla, B. K. Jenkins, and A. R. Tanguay, Jr., "Single Step Copying Process For
Multiplexed Volume Holograms,” submitted to Optics Letters. '
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' STRAINED InGaAs/GaAs MULTIPLE QUANTUM WELLS GROWN ON PLANAR AND
PRE-PATTERNED GaAs(100) SUBSTRATES VIA MOLECULAR BEAM EPITAXY:
APPLICATIONS TO LIGHT MODULATORS AND DETECTORS

Li Chen, Kezhong Hu, K. C. Rajkumar, S. Guha®, R. Kapre and A. Madhukar
Photonic Marerials and Devices Laboratorv, University of Southern California,
Los Angeles. CA 90089-0241

ABSTRACT

We report the realization of high quality strained InGaAs/GaAs multiple quantum
wells (MQW) grown on planar GaAs {100) substrates through optimization of molecular

beam epitaxical (MBE) growth conditions and structure. Such MQWs containing ~11%

In have lead to the realization of an asymmetric Fabry-Perot (ASFP) reflection modulator
with a room temperature contrast ratio of 66:1 and an on-state reflectivity of 30%. For In
composition = 0.2, the improved optical quality for very thick (>2um) InGaAs/GaAs
MQWs grown on pre-pattemed substrates is demonstrated via transmission electron
microscopy (TEM) and micro-absorption measurements.

Strained InGaAs/AlGaAs layered structures grown on GaAs(100) substrates have
attracted considerable attention for their application in vertical cavity surface emitting lasers [1],
resonant tunneling diodes (RTD) {2}, and light modulators [3,4]. In the transmission geometry,
such modulators can take advantage of the transparent nature of the GaAs substrate so that,
unlike the GaAs/AlGaAs based modulators, there is no need for a pattemed removal of the GaAs
substrate. Reflection mode ASFP modulatocs, when combined with RTDs and Si field effect
transistors., provide optical digital switches with high fan-out useful for digital optical
computing and communication networks (5]. In the reflection geometry, inverted reflection
modulators (6] can also be made in which light passes i:: and out through the substrate so that a
Si-chip containing control electronics can be flip-chip bonded to the modulator bearing GaAs
chip (7]. When combined with arrays of strained [nGaAs/GaAs lasers detectors and Si-control
electronics, analog optical neuron units can be realized.

Unlike strained InGaAs/AlGaAs quantum well lasers and RTDs. which require relatively
thin active layers, the major requicement for light modulators is to grow the strained active

region to thicknesses (< 1.5um) necessary to obtain reasonable optical interaction path length.

Through control of the growth kinetics via rciiection high-energy electron diffraction (RHEED)
pattern and intensity dynamics [8] in mciecuiar beam epitaxical (MBE) growth, we have
realized sharp exciton linewidths i1, such muitiple quantum wells and thus achieved a typical

absorption modulation per well, (Ac dy ) of ~ 0.004 in the exciton il region at relatively low

bias (~ 80 kV/cm) {4]. Placing these strained MQWs in an ASFP configuration involving

integrated Bragg mirrors it should thus be possible to obtain high contrast ratios. Contrast ratios
of > 100:1 have been demonstrated {9,10]in the AlGaAs/GaAs system but have been limited to

° Present address: [BM T. J. Watson Research Center, Yorktown Height, NY 10598




~3:1 in the InGaAs/GaAs system [11). The high contrast ratio in the ASFP coafiguration is

obtained by modulatmg. say clectncally. the absorption in the MQW so that at one cf the
voltages the primary reflected beam is canceled by the higher order reflected beams and a near
zero reflectivity is achieved. Calculations indicate that with front and back mirror reflectivities

of 0.68 and 0.99 respectively, it is possible to reach this low reflection state for Aax-dy-N (where

N=number of wells) of ~ 0.15 when operating near 9500A (In content ~ 12%). For higher In
composition (> 20%), to circumvent the problem of dislocation generation at the needed
thickness, we have applied the physical idea of defect reduction through growth on pre-pattemed
substrates [12,13]. Here we show that even when the growth on the planar part of the
substrate exhibits high density of structural defects and no excitonic features, the MQWs grown
on the pre-pattemed part (both on top of the mesa and, surprisingly, in between mesas) still
show nearly perfect layering and sharp excitcuic features with linewidths comparable to those
obtained on samples of lower In composition. Using this defect reduction technique, it is thus
possible to grow such highly strained MQWs with integrated Bragg mirrors to realize high
performance ASFP modulators operating near 9800A wavelength made important by the
developments in Er doped optical fibers and at 1.06um wavelength of interest due to the
availaoility of Nd:YAG lasers.

The structures were grown in our RIBER 32P MBE system on either Cr-doped semi-
insulating or Si-doped n* GaAs (100) substrates. The temporal behavior of the RHEED pattem
and the specular beam intensity was employed to obtaii: optimized growth conditions, ensure
reproducible growth conditions, and to monitor accurately the group I incorporation rates.
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Given these MQW characteristics, ASFP reflection modulators were grown in which such
MQWs are sandwich between high quality Al,Ga|_(AvAl,Ga;_ As Bragg mirrors. Our sample
RG910115 consists of 17.5 perods of AlAs(784A)/GaKs(654A) as the bottom micror with
compuied reflectivity Ry = 99.4%, 3 periods for the top mirror of computed Ry = 68%, and in




between a 50 period lno.uGao_”As(lOOA)/GaAs(nSA) which is expected to have similer
behavior as samples RG900420 and RG900802 discussed above. The bottom and top mirrors are
n* and p* doped except for the last and the first period, respectively. The grown samples were
patterned into 280um diameter test pixels and 125um diameter Cr-Au contact pads were
deposited on top of the mesas to provide top electrical contact. The back contact is provided by

the In used for mounting the GaAs substrate on the Mo block of the MBE system. The reflection
spectra were taken in a normal incidence geometry with an automated Ti/Sapphire laser pumped

by an Ar* laser, a beam splitter cube, and two Si detectors. Fresh deposited Au was used for the

reflectivity calibration.

Fig. 2 (a) shows the ceflectivity of pixel (4,
31) of this sample at 0V, 8V and 16V reverse bias.
Note that by about - 8V applied bias the
reflectivity at the zero bias F-P wavelength has

dropped from ~19.2% to ~1.4% with a slight red

shift in the FP position itself. The modulation
effect is thus predominantly an electroabsorptive
one in this regime. With further increase in the
reverse bias, the reflectivity has dropped to ~

0.46% at the blue-shifted F-P wavelength of
9381A at -16V. The blue shift in the F-P
wavelength is a consequence of electro-refraction
setting in. The reflectivity contrast ratio (CR) and

change (AR) between zero and -16V applied bias
are shown as a function of the wavelength in Fig.

2, panels (b) and (c), respectively. A maximum
contrast ratio of 66:1 with an attendant AR of

~30% is seen at 9381A corresponding to the

modulator operation in the ‘normally-on’
condition. The details are reported in Ref. 17.
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Fig. 2 Normalized reflectivity as a function
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pixel (4,31). The reflectivity change and
contrast ratio between zero and -16V bias
are shown in panels (b) and (c), respectively.

Since the ASFP is in a p-i-n
configuration, such a modulator can also be
used as a detector. Fig. 3 shows the
quantum efficiency of the same pixel at 0V,
-8V and -16V. The near zero quantum
efficiency at zero bias is indicative of the
nearly flat-band condition operative. This
was a design goal achieved by no doping of
the last period of the bottom n* mirror and

the first period of the top p* mirror. At -8V
the quantum efficiency at Agp is near 75%




and by -16V it has reached near 8293, The reflectivity spectrum at -16V is reproduced here to

show that, as expected, the high quantum efficiency at Agp is a consequence of the increased
absorption due to multiple reflection under the FP resonance condition. Without the FP cavity,

the absorpti-'n depth. ad. at the FP wavelength is estimated to be ~ 0.15 and thus will give

maximum quantum efficiency of ~ 14% only.

The sum of the reflectivity and quantum

efficiency at -16V, shown in Fig. 3, is seen to be near unity away from the F-P resonance region

but dips to near 80% at Agp. The loss is due to enhanced ‘leakage’ of the light through the bottom
high reflectivity mirror due to the multiple in-phase transmissions at FP resonance. This leakage
is extremely sensitive to even small varations in the reflectivity of the high reflectivity mirror.

From the nearly 20% leakage we estimate the operative reflectivity at the -16V Agp to be 97.8%.
This is to be compared with the 99.4% reflectivity design value computed at zero bias on the

basis of the GaAs/AlAs quatenwave stack.

Fig.s  Cross-sectional TEM image contrast
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part betwcen mivsas CHy and on wp of the
mos 1o

part between mesas and on top of

To improve the optical quality of the
InGaAs/GaAs MQW with higher In content and
farge thickness, structures were grown on the
GaAs (100) substrates partially pattermed with
mesas of various shapes and sizes. The substrate
is first chemically cleaned using standard MBE
cleaning procedures and then pattemed using
photolithography and wet .chemical etching as
reported in our earlier work [13]. An example is
sample RG891110 which consists of a 100 period

Ing 20Gag goAs(80AYGaAs(160A) MQW of ~

2.38 um total thickness. In the pattemed part, the
mesa size is ~ 16 uym x 18 um and the pitch is

40um in both directions. Fig.4(a) shows a cross
sectional transmission electron microscope
(XTEM) imag= contrast taken with the electron

beam along the [110] azimuth for a specimen
prepated from the non-patterned part of the
sample. A large number of structural defects,
including threading dislocations, are seen to be
present throughout the MQW structure. Figs. 4(b)
and 4(c) show the corresponding image contrast
taken (at higher magnification) in the pattemed
: the .aesa,
respectively. Remarkably perfect InGaAs (dark)
and GaAs (light) layers are seen with hardly any
evidence of structural defects at the level of the
TEM resolution. However, towards the edges of
the mesas, the layerng was found not to be good

within 2 to 3 um of the edges, even though no
defects were visible using the customarily chosen
{110] azimuth. The presence of contiguous mesa
top plane and the sidewall planes [typically (111)
with some high index facets such as {311}/{411},
{11,1,1} etc.] gives rise to interfacet cation
migration whose degree and nature is sensitive to
the growth conditions, as we have previously
demonstrated [13]. We therefore suspect that
interfacet migration is in part, if not largely,
responsible for the degradation of the sharpness of
layedng near the edges of the mesas.




Fig. 5, pancls (a), (b) and (c) show the
corresponding room temperature transmission
characteristics of this sample. The
transmission spectra were obtained using a
highly collimated beam sampled from a 50W
tungsten halogen lamp, a 100x microscope

, objective lens which results in 2 to 3um beam
05|~ - size on the sample. A SPEX 1704
monochromator and a LN;-cooled Ge detector
was used for detection. The spectra are
normalized to the system response. The non-
patterned region shows no excitonic features,
consistent with the TEM findings (Fig. 4a).
By contrast, the MQW growth on top of the
mesas and in berween the mesas shows not
only the usual heavy hole (hh) to first confined

electron (le) excitonic transitions at ~ lum

-  wavelength, but even the light hole (lh) 10 le
and second hh to second electron excitonic
features are resolved, indicating the high
quality of the MQW in these regions. This
also is consistent with the TEM findings (figs.
4(c) and 4(b). The HWHM of the exciton for
the MQW in the region between the mesas and
on top of the mesa are 6.2meV and 14meV,
respectively. While a clear explanation of the
sharper excitonic feature in the trench region
requires further examination, it may be
1 speculated that it is partiallv due to the
interfacet migration since it seems that ths
high index planes move towards the center of
the mesa more than they move outwards. The
trench regions thus provide regions for
gooo <355 S St 0 realization of good ligh: modulator pixels.

’ : The linewidth approaching the value obtained

Wavelength (A) for lower In composition MQWs grown on

10 —

1.0 +
Pre-patiemned Region
Between Mesas

0.5

HWHM = 6.2 meV

Transmission (a. u.)

. ]
h L4

Pre-patterned Region

Mesa Ceater Region

0.5

HWHM = 14 ms\V

. . — . non-patterned substrates and which, in the
Fig.5 Optical transmission behavior of sample
RG891110 for the MQW in the nonpatterned
region (a) and pattemed part between mesas (b)

ASFP configuration. give very high contrast
ratio and reasonable throughput indicates that
such MQW:s can offer good electromodulation

and on top of the mesa (c). behavior at wavelength near 1.06um.

In conclusion, we have demonstrated-that high quality strained InGaAs/GaAs (xs0.13)

MQWs of large thicknesses (<2um) and with good electroabsorption characteristics can be
grown individually and with integrated Bragg mirrors by optimizing the MBE growth condition.
The resulting material has lead to the successful demonstration of InGaAs/GaAs strained ASFP
modulators with room temperature contrast ratios as high as 66:1 while maintaining a high
throughput of 30%. These modulators provide some technological advantages over the
AlGaAs/GaAs modulators and can be integrated with other [[I-V devices as well as Si
electronics to realize optical neuron units (6] and digital photonic switches [3]. The behavior of
the latter, utilizing ASFP modulators and detectors realized as parn of this work, is presented in
the paper by Kapre et. al. in this volume. At high In compositions (220%), high quality and

very thick (~2um) InGaAs/GaAs quantum wells have been achieved through growth on pre-

patterned substrates and are expected to be useful for high contrast ratio modulators near lum.

This work was supported by the AFOSR, URI(AFOSR), DAPRA and ONR.




References:

1.

10.

1.
12.

13.

14.
15.

16.

17.

For example, see J L. Jewell, Y. H. Lee, A. Scherer, S. L. McCall, N. A. Olsson, J. P.
Harbison and L. T. Florez, Optical Engineering 29, 211 (1990).

. R. Kapre, A. Madhukar, K. Kaviani, S. Guha, and K. C. Rajkumar, Appl. Phys. Lett. 56, 922

(1990).

'(l'. K.)Woodward, Theodore Sizer, II, E. L. Sivco, and A. Y. Cho, Appl. Phys. Lett. 57, 548
1990).

Li Chen, K. C. Rajkumar, and A. Madhukar, Appl. Phys. Lett . 57, 2478 (1990).

R. Kapre, Kezhong Hu, Li Chen, A. Madhukar and S. Guha, these Proceedings; see also, Li
Chen, R. M. Kapre, Kezhong Hu, and A. Madhukar, Appl. Phys. Lett. (submitted).

Kezhong Hu, Li Chen, Anupam Madhukar, Ping Chen and Amnand R. Tanguay. Jr.,, Appl.
Phys. Lett. (submitted). _ ..

C. Kyriakakis, Z. Karim, J. H. Rilum, J. J. Jung, A. R. Tanguay, Jr., and A. Madhukar, OSA’
Topical Conference on Spatial Light Modulators and Applications, Incline Village, Nevada,
Vol.14 of the 1990 OSA Technical Digest Series 14, 7-10, 1990.

P. Chen, J. Y. Kim, A. Madhukar, and N. M. Cho, J. Vac. Sci. Technol. Bt_t 890 (1986).

K-K Law, R. H. Yan, L. A. Coldren, and J. L. Merz, Appl. Phys. Lett. 57, 1345 (1990).

(M. V\;hitchcad, A. Ri\;crs, G. Parry, J. S. Roberts and C. Button, Electron. Lett. 25, 984,
1989). :

B. Pezeshki, D. Thomas and J. S. Harris Jr., [EEE Photon. Technol. Lett. 2, 807, 1990.

E. A. Fitzgerald, G. P. Watson, R. E. Proano, D. G. Ast, P. D. Kirchner, G. D. Pettit and J. M.
Woodall, J. Appl. Phys. 65, 2220 (1989).

S. Guha, A. Madhukar, K. Kaviani, and R. Kapre, J. Vac. Sci. Technol. B8, 149 (1990). See
also, S. Guha, A. Madhukar, and Li Chen, Appl. Phys. Lc;tt. 56, 2304, 1990.

T. E. Van Eck, P. Chu, W. S. C. Chang, and H. H. Wieder, Appl.Phys. Lett. 49, 135 (1986).

W. Dobbelaere, S. Kalem, D. Huang, M. S. Unlu, and H, Morkoc, Electron. Lett. 24, 295
(1988).

W. D. Goodhue, B. E. Burke, B. F. Aull, and K. B. Nichols, J. Vac. Sci. Technol. A6, 2356
(1988).

Kezhong Hu, Li Chen, A. Madhukar, P. Chen, K. Kaviani, Z. Karim, C. Kyriakakis and A. R.
Tanguay, Jr., Appl. Phys. Lett. (submitted).




h contrast optically bistable optoelectronic switches based
InGaAs/GaAs(100) conventional and inverted asymmetric Fabry-Pérot
odulators grown via molecular-beam epitaxy

Li Chen, Kezhong Hu, R. M. Kapre, W. Che., P. Chen, and A. Madhukar
Photonic Materials and Devices Laboratory. University of Southern California, Los Angeles.

California 90089-0241

High contrast ratio InGaAs based asymmetric Fabry-Pérot reflection modulators, realized in
both conventional and inverted geometry, were used to obtain high contrast optically bistable
switches in various schemes utilizing both “normally on” and “normally off” types of
modulators. The flexibility provided by the inverted structure in realizing novel optical and

electrical interconnections is demonstrated.

i:lTRODUCTlON

mmetric Fabry-Pérot (ASFP) light modulators are of
terest for their high contrast ratio and large throughput.
e growth of InGaAs/GaAs based ASFP modulators has
n especially challenging since they require not only the
1gh reflectivity Bragg mirrors and very accurate ( < 1%)
ickness control, but also growth of high quality strained
lltiple quantum wells (MQW). Based on our using pre-
us success in the growth of such InGaAs/GaAs MQW
sflection high-energy electron diffraction (RHEED) de-
ined growth conditions,"? we have realized InGaAs
t:d ASFP modulators with contrast ratio as high as 66:1
nd 30% attendant throughput."" The advantages of In-
wAs based ASFP modulators on GaAs substrates have
F particularly afforded in the inverted geometry>S in
ich light passes in and out through the substrate. Such a
eometry allows replacing the growth of the high reflectiv-
legg mirror ( ~2.5 um thick) by an externally depos-
mirror as well as postgrowth tuning of the Fabry-
‘érot cavity. This geometry also aliows hybrid integration
gh Si circuitry through flip-chip bonding. In addition, in
' efforts towards ail III-V integration, such a geometry
ords simultaneous optical access from both sides of the

ulator/detector chip.
e objective of this article is to explore realization of

h contrast bistable switches using both *‘normally on”
nd “normally off” ASFP modulators, especially in the
rted geometry. For “normally on” modulators, bistable
Iiching has been demonstrated in the monolithic opto-
lectronic transistor (MOET) configuration proposed’ by
jlliamson and co-workers. In this configuration [Fig.
l)], a tunneling diode and a field effect transistor (FET)
used with two pixels of the modulator/detector chip to
btain bistability and gain. For “normally off”” modulators,
able switching has been achieved in various self-electro-
ic device (SEED) conﬁgura\tions.'3 In the usual SEEDs,
1e negative differential resistance (NDR) required for
table operation is based on physical effects that cause
uction in the absorption coefficient at the operating
ravelength due to an exitonic red shift under an applied
ctric field. By contrast, in the present work the NDR is
iained from the blue shift of the Fabry-Pérot mode due
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to the reduction of refractive index near the exciton shoui-
der. Additionally, we show that it is possible to integrate a
binary phase Fresnel microlens array with the inverted
spatial light modulators (SLM) for lensless free space op-
tical interconnection.

Hl. EXPERIMENTAL

The samples were grown in the USC RIBER 32P solid
source molecular-beam epitaxy (MBE) system under
RHEED determined growth conditions.? The conventional
ASFP modulator consists of a 17.5 period n* GaAs(654
A)/AlAs(784 A) Bragg Mirror, a 50 period
Ing ,Gagg0As(100 A)/GaAs(125 A) MQW, and a 5 pe-
riod p* Bragg mirror grown on a n* GaAs substrate. The
inverted modulator consists of a 5.5 period n * Bragg mir-
ror, the same MQW as above, and an externally deposited
Au mirror, grown on a semi-insulating GaAs substrate.
The growth temperatures for the first mirror and the
MQW were 600 and 545 °C, respectively, in both the struc-
tures and 555 °C for the second mirror in the conventional
structure. The growth rates were 0.76 and 0.60 monolayer
(ML)/s for the GaAs and AlAs in the mirror, and 0.26
and 0.29 ML/s for the GaAs and InGaAs in the MQW.
The resonant tunneling diode (RTD) consists of a triple-
well, double-barrier structure with two 16 ML
Ing ,sGag 75As spacers, two 10 ML AlAs barriers, and one
18 ML Ing,5Gag 55As well.’

l. RESULTS

The modulators/detectors used in the MOET switch
[Fig. 1(a)] are two pixels of the InGaAs/GaAs conven-
tional ASFP modulator array. The modulator pixel pro-
duces a contrast ratio of 20:1, and a reflectivity change of
44.4% at 14 V reverse bias when the incident light power
is below 0.4 mW. When the incident power is increased. a
higher voltage is required to compensate for the voltage
drop across the contact due to increased photocurrent. The
InGaAs/AlAs RTD of Sec. 1l and a commercial Si-FET
were used. The 12 pm X 12 pm cross-section RTD shows a
peak current /, = 0.6 mA and a valley current of /, = 0.2
mA. Details of the RTD and the modulator characteristics
are reported in Refs. 9 and 10. respectively. Figure 1(b)
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FIG. 1. (a) Circuit diagram of the monolithic optoelectronic transistor
configuration (after Ref. 4). (b) Optical switching performance of the
MOET for supply a voltage ¥, =20 Vand V_ = — 1 V. The lowest
trace corresponds to the zero output intensity level.

shows the input/output characteristics of this switch. At
V_.=20Vand ¥_ = —1V,acontrast ratio of 20:1 and
a AR of 44.49; are obtained, the same as the modulator
- pixel emploved. A fan-out of 2 is realized. The fan-out can
be significantly increased by reducing the peak current-of
the RTD. Recently, we have successfully decreased the
peak curcent by an order ~f magnitude by reducing the
RTD cross section to 5 umX5 pum and increasing the
RTD barrier thickness. Moving towards an all-(III-V)
MOET. we have also examined the use of a GaAs metal-
semiconductor field effect transistor (MESFET) in place
of the Si-FET. A contrast ratio of 4:1 is realized at the 12
V maximum bias that the MESFET could sustain. Further
improvement requires redesign of either the GaAs FET for
higher voltage operation or the modulator for lower volt-
age operation.

Turning 10 SEEDs, “normally off” pixels of modulator
of Sec. I were employed in conjunction with a Si photo-
diode (D-SEED), Si phototransistor (T-SEED), or an-
other modulator pixel (S-SEED). The pixel (10.10) has a
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FI1G. 2. (a) Photocurrent behavior of pixel (10, 10) as a function of the
applied reverse bias with 150 uW of illumination at 9484 A. (b) The
D-SEED switching characteristics of pixel (10, 10). The light beam 10 the
modulator was scanned.

FP mode at 9484 A with a reflectivity of ~0.4% at zero
bias. At 20 V reverse bias, the FP mode blue shifts to 9451
A and the reflectivity at 9484 A increases to ~20%. This
is manifest in the photocurrent /-V characteristics ob-
tained under 9484 A illumination [Fig. 2(a)), which shows
onset of NDR at 5 V. Figure 2(b) shows the switching
input/output characteristics of the pixel using a Si photo-
diode as the load. A contrast ratio of ~50:1 and a &R of
~20% is obtained for this D-SEED.

To compare the characteristics of the D-SEED and the
T-SEED, Figs. 3(a) and 3(b) show the photo /-¥ char-
acteristics of the Si photodiode and the Si phototransistor
used in conjunction with modulator pixel (11,11). To ob-
tain the same current output from the photodiode and the
phototransistor, the light power to the phototransistor was
reduced by a factor of 200. Note that the photodiode has a
larger differential resistance than the phototransistor under
reverse bias. This difference is reflected in the switching
input/output charactenstics of the D-SEED and the T-
SEED, shown in Figs. 3(c¢) and 3(d), respectively. The
D-SEED has a narrower hysteresis but well maintained on
and off states. The hysteresis in the T-SEED is much wider
and has a well maintained logic state only in its central
region. The contrast ratios of the D-SEED and the T-
SEED are nearly the same. Though not shown here. two
modulator pixels were used to construct the first S-SEED
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F1G. 3. Panels (a) and (b) show the photocurrent /-¥ charactenistics of
a UDT PIN-5D Si photodiode and Archer SDP 8403-301 Si phototrans-
istor. Note that in order to obtain the same current output from the
photodiode and the phototransistor, the light power to the phototransis-
tor was reduced by a factor of 200. Panels (¢) and (d) show the corre-
sponding D-SEED and T-SEED switching characteristics for pixel (11,
11). The beam to the modulator was scanned.

based on the inverted ASFP modulator. A bistable switch-
ing contrast ratio of 5:1 was achieved, comparable to that
reported for the unstrained GaAs/AlGaAs MQW based
S-SEEDs. With improved device processing this figure can
be improved to as good as that of the D-SEED. Recently
direct growth of a heterojunction phototransistor on the
inverted InGaAs ASFP modulater to achieve a monolith-
ically integrated structur. has also been successfully
realized.!!

Finally, we turn to the fabrication of binary phase
Fresnel microlenses for integration with the modulator ar-
ray in the inverted geometry. Figure 4(a) shows an array
of nine sets of binary phase Fresnel lenses fabricated using
focused ion beam. These len-2s are a simplification of
Fresnel lens and consist of alternating concentric zones in
two discrete plateaus rather than a continuous manner.'?
The center to center distance between lenses in the picture
is 37 um in both directions. An array of focused spots was
clearly seen on the first order focal plane [Fig. 4(b)]. Fur-
ther studies regarding the design of the lens, the transfer
efficiency, the intensity profile at the focal plane, stray light
level, and cross talk between the lenses are in progress.'

In conclusion, high contrast ratio optically bistable
switches are demonstrated using strained InGaAs based

J. Vac. Sci. Technol. B, Vol. 10, No. 2, Mu. /Apr 1992

{a) v}

FiG. 4. (a) Nomarski micrograph of an array of nine sets of binary phase
Fresnel lenses made via focused ion beam. (b) Photograph of the incident
light taken at the focal plane of the lenses.

ASFP modulators in both “normal” and “inverted” geom-
etry and for both “normully on” and “normally off™ types
of modulators. The flexibility of the inverted modulator
structure is explored and the possibility of integrating a
microlens array and SLM is demonstrated.
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The spatial distribution of the long-wavelength luminescence in thick Ing,GaggAs/GaAs

multiple quantum wells (MQWs) grown c1 patterned and unpatterned substrates has been

investigated using cathodoluminescence (CL) imaging and spectroscopy. By spatially

correlating the luminescence arising from the MQW exciton recombination (A =950 nm) with

the longer wavelength (1000<A4 <1200 nm) luminescence arising from the defect-induced

recombination, we demonstrate that it is possible to determine the regions of Fighest film quality

in both the mesa and valley regions for growth on patterned GaAs substrates. The present

approach cnables a judicious determination of the optimal regions to be used for active pixels in

InGaAs/GzAs devices. For growth on unpatterned substrates, the CL spectra show

defect-induced broad bards between 1000 <A < 1600 nm. These bands exhibit spatial variations

which correlate with the dark line defects (DLDs) observed in the 4 =950 nm cicigon

luminescence imaging. Transmission electron microscopy showed that [110}-oriented misfit

dislocations occur primarily at the substrate-to-MQW interface. The large spatial variation of

the luminescence intensities indicates that the DLDs observed in CL images are caused by the

presence of nonradiative recombination centers occurring in the MQW region located above the

interface dislocations. This study provides new information describing the origin and nature of A ‘
DLDs and differs from previous models, which have regarded the electronic nature of .
dislocation cores as the primary mechanism for inducing DLD radiative contrast in )
luminescence imaging of strained InGaAs/GaAs.

nescence in thick Ing,GagzAs/GaAs M(Ws grown on
patterned and unpatterened substrates hias been examined
with CL imaging and spectroscopy. We show that by spa-
tially correlating the luminescence arising from electron-
to-heavy hole (e-hh) exciton recombination in the MQWs
with the longer wavelength luminescence arising from the
defect-induced recombination, it is possible 1o determine
the regions of highest film quality in both the mesa and

NTRODUCTION

sently, there is a considerable interest in using selective-
| epitaxial growth approaches to achieve the fabrication
hick coherent films of strained InGaAs and related
tiple quantum well structures (MQW) structures on
As substrates. Many applications in the area of optical
iputing, communication, and detection will benefit

n the continuing advancements made in the molecular-
m epitaxial (MBE) growth techniques of highly
ined InGaAs films. Previous studies employing trans-
sion electron microscopy (TEM).'"* photolumines-
e (PL),*’ cathodoluminescence (CL).% optical
srption,"* and micro-Raman,* have demonstrated a
stantial reduction in the density of misfit dislocations
arring in thick In Ga, _ (As fiims and MQWs grown on
\s mesas with dimensions between | and 100 pum.

“he technique of CL microscopy enables the measure-
it of luminescence behavior with a scale of approxi-
ely micron or less; this is quite valuable for the optical
racterization of [{[-V semiconductor device arrays
ing active pixels with such dimensions. The spatial dis-
ation of the near-infrared (900 < /4 <1600 nm) lumi-
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valley regions for patterned InGaAs/GaAs MQW struc-
tures. The effects of cation m.gration near faceted sidewalls
of chemically etched rectangular mesas are examined.
For growth of MQWs on unpatterned substrates, the
long-wavelength luminescence features are found to corre-
late spatially with the dark line defects (DLDs) seen in the
imaging of the MQW exciton recombirition at A=9350
nm. Plan-view and cross-sectional TEM show that misfit
dislocations in the samples are confined to the region near
the interface. The luminescence intensities from various
MQW structures are quantified. and a large variation in
intensity of the luminescence associated with the DLDs
suggest that most of the QWs in the vicinity of the DLDs
are affected by the misnt dislocations. This intonsity vari-
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ation is found to be relatively independent of the electrorn
beam probing depth, and indicates that the QWs are af-
fected homogeneously throughout all the layers, in con-
trast to the presence of misfit dislocations which occur only
at the MQW-to-substrate interface. This luminescence be-
havior is attributed to a relative increase in the number of
nonradiative recombination centers occurring in regions
above the interface dislocations. These results suggest that
nonradiative point defects above the interface dislocations
are left in the wake of dislocation propagation and multi-
plication. In the Si system Kimerling and co-workers,’ us-
ing deep-level transient spectroscopy, have speculated that
it is the point defects gettered around dislocations which
are largely responsible for defect induced midgap states
and the associated recombination properties. Similarly, we
demonstrate that a Cottrell atmosphere of point defects
surrounding dislocations is the most reasonable explana-
tion for the DLD behavior observed in this study of
Ing ,Gag gAs/GaAs MQW structures.

Il. EXPERIMENT

MQW samples were grown by MBE using standard In,
Ga, and As sources. Our study of growth on unpatterned
substrates involves 65 A thick Ing,GagsAs QWs sur-
rounded by GaAs barriers. In samples designated D92,
D18, and D38, 44 periods of Iny,GagsAs MQWs were
grown with barrier thicknesses of 780, 400, and 115 A,
respectively. In samPIe D179, a 65 A MQW structure hav-
ing 100 and 1230 A barriers with 14 periods (28 QWs)
were grown. A control sample, D155, was grown with one
65 A thick QW. One of the samples, D92, was periodically
6 doped; Be and Si doping planes with concentrations of
9.0% 10'? and 3.0 10'2 cm ~ 2 were inserted at the centers
and 290 A off centers of the GaAs barriers to produce a
nipi effect. This sample was grown originally for the pur-
pose of studying suitable structures for optically addressed
spatial light modulators.® The spatial separation of elec-
trons and holes enables a large optically induced absorp-
tion modulation for this structure; this has been recently
reported.®® For patterned growth, a n ™ -type GaAs(100)
substrate was patterned using conventional optical lithog-
raphy and wet chemical etching.'® The cryvstallographi-
cally selective etch results in undercut and inclined side-
wall planes [mostly {111} with some high index facets] at
the mesa edges. The resulting mesas had dimensions of
about 2 um thick X 16 um X 18 ym with a 40 um spacing in
both directions before MBE growth. A scanning electron
micrograph (SEM) image of a typical mesa is shown in
Fig. 1. About half the wafer was left unpatternad in order
to allow for examination of a reference sample. The struc-
ture grown on top consisted of a 100 period In. .-GagsAs
(80 A)/GaAs(160 A) MQW (having ~2.38 um total
thickness) with a 5000 A p ™ -type GaAs capping layer.
Cross-sectional TEM (XTEM) and absorption results of
this sample (designated RG891110) have been previously
described.”’ CL measurements were performed with a
JEOL B840-F fieid-emission SEM at the et Propulsion
Laboratory." A North Coast EO-817L Ge - dztector
was used to measure the signal dispersed by & 025 m
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FIG. 1. SEM of a typical mesa of the In; ,Gag ¢As/GaAs MQW structure.
The dashed and solid lines with arrows oriented along [110] and {110},
respectively, indicate the position of the electron beam during line scans.
Points A-E indicate beam position during local CL spectroscopy.

monochromator. An electron beam current of 0.5 nA at
accelerating voltages ranging from 10 to 40 kV was used to
probe the sample for the CL measurements. The sample
was maintained at a temperature of ~77 K.

fit. RESULTS AND DISCUSSION
A. Ing,Gay gAs growth on patterned GaAs(100)

A SEM image of the structure showing a 220 um X 170
pm area is presented in Fig. 2(a). Scanning monochro-
matic CL images corresponding to the same region are
shown in Figs. 2(b)-2(d) for wavelengths of 950, 1040,
and 1120 nm, respectively. Regions of increasing lumines-
cence signal are represented by areas of lighter shades. The
image with A =950 nm [in Fig. 2(b)] shows a hatched
region of bright luminescence with maximum intensity in
the valley regions midway along the [010] diagonal (dotted
line in Fig. 1) between mesa centers. There is some observ-
able emission from the centers and edges of the mesas at
this wavelength. A dark halo region is found to surround
the mesas, where little emission is detected. As the wave-
length is increased to 1040 and 1120 nm, the images in Fig.
2 show an enhanced emission from the centers and sides of
the mesas relative to the valley regions. Also, for these
wavelengths (and tor other CL imaging wavelengths in the
region 1000</ <1200 nm not shown here). the lumines-
cence patterns on top of most of the mesas show a distinct
dumbbell shape with maximal intensitv near the mesa
edges parallel to [110). as seen in Figs. 2(c) and 2(d). The
dumbbell shape on the mesas, as seen in the 2> 1000 nm
CL images and the [110] CL line scan. indicates the pres-
ence of interfacet cation migration in which the In migrates
up along the inchned edges. The presence of contiguous
low imdex planes 1s known o cause interfacet migration:
this behavior hus been observed to cause compositional
vartitions in the AlGuaAs and InGaAs filims grown on pat-
terned substrates.! V5
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Previouslv. TEM measurements of the mesa region for
RG891110 has shown that the linear defect density to be
less than ~ 10" cm ~ " Since the maximum spatial resolu-
tion in CL is limited by the carrier diffusion length {~1
pum for GaAs). we do not expect to see the effects of indi-
vidual dislocations. It will be shown below (in Sec. 11 B)
that for the D-series unpatterned samples. the presence of
underlving misfit dislocations at the MQW-to-subsirate in-

terfuce gives rise 10 a crosshatched pattern when the Imear
defect density s foss than ~ 107 ¢cm

Localtzed CL spectra are shown e Froo 3
i B

locations
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F1G. 2. SEM (a) and scanning monochromatic cathodoluminescence images [(b). (¢). and (d) correspond to wavelengths of 950, 1046, and 1120 nm.
respectively] of the same region of the n, \Ga, As/GaAs MQW structure

A-E correspond to points on a mesa center, mesa edge.
valley region near mesa, midway between mesas along
[110]. and midway between mesas along [010], respec-
tively. as labeled in Fig. 1. The spectrum labeled Ref. cor-
responds to an unpatterned region and does not exhibit a
measurable exciton luminescence. The peak at A =950 nm
corresponds to the e-hh exciton luminescence. The regions
exhibiting  the largest defect-indiuced  luminescence
(1000 €4 <1200 nm) on the mesa are found in close prox-
imity to the inclined regions at the mesa edges (position B
m Fig. 1) which result from the crystallographic selectivity
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FiG. 3. Localized CL spectroscopy at the points A-E shown in Fig. |.
The sample labeled Ref. corresponds to the spectrum taken in the non-
patterned region of the Ing ,Gag jAs/GaAs MQW structure.

of the etch. The region possessing the highest film quality
has been determined by measuring the exciton-to-defect
emission ratio for a variety of positions in the structure.
The data show, surprisingly, that the highest-quality film
exists in the valley regions which are midway between the
mesa centers (location E in Fig. 1) and not at the mesa
centers (location A in Fig. 1). These results are expected
to influence current thinking with regard to the design and
processing of pixelated devices.

B. Growth of Iny ,Gag sAs on unpatterned GaAs(100)

TEM was performed on the D38, D18, D92, and D179
samples. The MQW regions showed well-ordered
Iny ,GaggAs and GaAs which were visibly free of struc-
tural defects. Only at and below the MQW-to-substrate
interface did there appear to be disorder in the form of
interface misfit dislocations and looping dislocations that
propagated into the GaAs substrates. Furthermore, by pro-
gressively thinning away the back side of the substrates, we
determined, using plan view TEM, that the misfit disloca-
tion cores were confined soley to the MQW/GaAs interfa-
cial region.

CL images of D38, D18, D92, D155, and D179 are
shown in Figs. 4(a)-4(e). The wavelength used for the
imaging was A=""_0 nm and corresponds to the e-hh tran-
sition in the MQW samples. The DLDs are evident in each
of the images except for D155, the single QW sample [Fig.
4(d)]. The absence of misfit dislocations in the single QW
sample is to be expected since the nominal critical thick-
ness of a single [ny,Gag gAs layer grown on GaAs(100) 1s
~150-200 A."? These images showing DLDs here are sim-
ilar to luminescence images of thick InGaAs films previ-
ously studied.®

In order to further assess the luminescence properties,
we examined CL spectra of the unpatterned InGaAs sam-
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F1G. 4. Scanning monochromatic CL images of the e-hh excitor: lumines-
cence for 2=950 nm. The sample number and MQW structure are de-
scribed in {a)-(e). The 20 um scale indicated in (a) also reprzsants the
scale for {b)~(d): note the factor of 2 scale change in (¢). A dashad line
along [110] in (e) indicates the electron beam path during the Line scan
measurements performed for D179.

ples in the wavelength range 900 €4 < 1600 nm. The spec-
tra (not shown here) are similar to that shown in Fig. 3 for
the growth on the patterned substrates; four distinct fea-
tures in the luminescence were observed centered at 930,
1250. 1380, and 1460 nm. The peak at 4 = 950 nm is the
e-hh transition. Jovee er al.'® using PL, have observed
emission in the 1000 £ 4 £ 1600 nm range for thick InGuAs
fitms grown on GaAs. These enussions were found 1o in-
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F1G. 5. CL linc scans (intensity vs position histogram) © ¢ MQW sample
179. The electron beam position is indicated in Fig. 4  The peaks and
alleys in the A = 950 nm scan of the e-hh exciton luminescence corre-
tes with the peaks and valleys of the longer wavelength 1250, 1380, and
1460 nm scans.

crease markedly when the Ing;;Gag 33As layer thicknesses
xceeded the critical thickness, and Joyce er al. concluded
hat this behavior was due to an increase in interface de-
ects, such as misfit dislocations, beyond the critical
thickness.'? In order to test this hypothesis, we have deter-
ined the spatial distribution of all distinct emissions in

he wavelength range 900 <A <1600 nm. We have mea-
sured intensity versus position histograms or line scans
(see Fig. 5) which quantitatively give the spatial variation

n luminescence intensity for the different wavelengths.
The line scans for wavelengths of 1250, 1380, and 1460 nm
ave essentially the same spatial variation as the A = 950

m scan, i.e., peaks and valleys in the longer wavelength
ns correspond with peaks and valleys in the A = 950 nm _
scan. This is a surprising result since, from Ref. 12, we
ould expect the region around the DLDs to yield an
mlhanced emission rather than the reduced emission at

longer wavelengths.

The nature of the dislocation cores (i.e., electronic
lstructure and reconstruction) in strained III-V materials
is known to effect the recombination process. The studies
of Fitzgerald e: al.® and Petroff et al'* on strained films
have shown that 60° dislocations and edge dislocations
have different nonradiative recombination rates in the vi-
cinity of these dislocations. It is apparent from the data of
Fig. 5 that the nonradiative mechanisms responsible for the
reduction in the e-hh exciton luminescence are also respon-
sible for reduction in the 1000<A <1600 nm emissions.
This results in longer wavelength DLDs spatially corre-
llated with the conventional e-hh exciton DLDs. The origin
of the 1000 <A <1600 nm emissions is, evidently, not di-
rectly caused by the presence of misfit dislocations and may
be due to the presence of point defects. Similar broad and
midgap emissions have been observed in thick and heavily
strained GaAs films grown on Si which are believed to
contain interstitial, antisite, and vacancy defects.'® In ad-
'dition. we can not rule out emissions due to the presence of
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FIG. 6. The normalized standard deviation (o) of the c-hh exciton
luminescence line scans for MQW samples. The standard deviation has
been normalized to the mean of the exciton luminescence for each line
scan. The farge magnitude of the variation (sec discussion) precludes the
possibility of only one QW in cach structure being affected by a single
dislocation core at the MQW-to-substrate interface.

Ing,Gag 3As/GaAs interfaces (i.e., recombinations involv-
ing interface states). Other types of structural defects can
also induce midgap emissions. A particularly striking re-
sult in Fig. 5 is the large intensity variation seen in the line
scan data. The variation of the luminescence in the A
=950 nm line scans can be quantified by evaluating the
standard deviation of all points shown in a line scan, and
normalizing the standard deviation with respect to the
mean. In order to reduce the uncertainties due to variation
in the signal-to-noise caused by changes in the lumines-
cence signal associated with changing the excitation con-
ditions (current and beam energy) and different sample
thicknesses, a cubic spline fit was used to determine the
“smooth curve” through each line scan. The normalized
standard deviation oy of fitted A = 950 nm line scans are
shown in Fig. 6 for all samples with a beam energy ranging
from 10 to 40 keV. A general trend is observed in which o
is fairly constant over a large energy range and increases
slightly with a.decreasing probing depth for energies less

_ than about 20 keV. The total thicknesses of the MQW

region of D179, D92, D38, and D18 are 2.0, 3.7, 0.8, and

2.0 pum, respectively, and a given variation in the probing-

depth will affect different regions of each sample. From the
above TEM results, we know that misfit dislocations occur
only in the region at the MQW-to-substrate interface. We
should expect, therefore, that only recombination in the
QW closest to the interface will be disturbed directly by the
presence of a misfit dislocation. A predicted oy for a 44
MQW structure in which the luminescence from one QW
at the interface is completely suppressed by a misfit dislo-
cation, assuming a homogenous carrier excitation and a
simple sinusoidal spatial variation in the luminescence, is
oy = 0.008. This is at least an order of magnitude too low
to explain the present results of Fig. 6. Instead the magni-
tude of o4 and its relative constancy.for each sample in
Fig. 6 suggest that the nonradiative mechanisms giving rise
to DLDs are spread homogencously throughout all MQWs
in each sample, and the effects become slightly more pro-




e

for more surface sensitive probing conditions.

results have significant ramifications concerning

the origin .f the DLDs seen in this and previous studies of

r lnG& .8 films grown on GaAs. In previous studies, it

simply assumed that the electronic nature of the misfit

dislocations were responsible for the creation of competing

radiative channels.*' In that model, nonradiative mi-

l\!ty carrier recombination occurs at the reconstructed

ocation cores as a result of localized band bending in

vicinity of the cores; the density of defect-induced

L in the band gap and doping concentration will de-

td¥mine local depletion region sizes. However, the present

data suggest that carrier recombination at the dislocation

is a minor effect in producing the DLDs observed in

This can be proven immediately by considering the

nipi structure of sample D92. The modulation doping will

electrons and holes to spatially separate for carriers

ch do not recombine at the location of the Ing ,Gay gAs

s, and this results in ncgligiblc carrier diffusion along

the [100] growth direction.®? Therefore, it is apparent that

mbination of carniers which are generated more than

MQW period away from the dislocation core would be

negligible in this model. The only reasonable explanation

the behavior of gy is as follows. The existence of non-

iative recombination centers spread homogeneously in

e MQW material above the dislocations is the primary

for the large variation in the MQW exciton lumines-
i

d

ce. The nonradiative centers will evidently compete
the longer wavelength 1000 £A £ 1600 nm radiative
channels, resulting in the spatial correlation of DLDs im-
at =950 nm with DLDs imaged at longer wave-
t:ths (as illustrated in Fig. S for line scans). Dislocation
propagation and multiplication such as, e.g, the
gen-Strunk'® and surface half-loop nucleation'!’ mech-
isms are expected to disturb the material located above
e dislocations. Heavily dislocated materials, such as that
seen in the strained GaAs/Si system are known to contain
lsigniﬁcant density of point defects.”™! It is, therefore,
ely that a “Cottrell atmosphere™ of point defects left in
the wake of dislocation propagation and multiplication
upled with the concomitant expitaxical growth over the
inities of such propagation are responsible for the ob-
served behavior of o,.
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ear-infrared cathodoluminescence imaging of defect distributions
n Ing,GaggAs/GaAs multiple quantum wells grown on prepatterned GaAs

D. H. Rich, K. C. Rajkumar, Li Chen,® and A. Madhukar®

F. J. Grunthaner

InGaAs/GaAs spatial light modulators.

Presently, there is a considerable level of interest in
ing selective-area epitaxial growth approaches to achieve
he fabrication of thick pseudomorphic films of strained
In,Ga,_,As and related multiple-quantum-well (MQW)
ructures on GaAs substrates. Previous studies employing
ission electron microscopy (TEM),'™* photolumi-
nescence (PL),>* cathodoluminescence (CL),® optical ab-
rption,* and micro-Raman* have demonstrated a sub-
tial reduction in the density of misfit dislocations
occurring in thick In,Ga, _,As films and MQWSs grown on
GaAs mesas with dimensions between 1 and 400 gm. In
rder to optimize the procedure by which to fabricate func-
ioning device arrays having such lateral dimensions, it is
essential to be able to clucidate the optical and structural
roperties on the scale of a micrometer or less.

In this letter, we employ the technique of cathodolu-
minescence scanning electron microscopy (SEM) to exam-
ine spatial and spectral variations in the defect-induced

ear-infrared luminescence of a thick MQW structure of
no;GagsAs/GaAs grown by molecular-beam epitaxy
(MBE) on a prepatterned GaAs substrate. The present
tudy demonstrates the complex interplay between the
esa side walls and the growth kinetics in the valley re-
gions. These results are expected to influence current
hinking regarding the design and fabrication of spatial
'ight modulator device arrays requiring the highest possi-
ble material quality in isolated pixel regions.>’

The n*-type GaAs( 100) substrate was patterned using

‘onvcntional optical lithography and wet chemical etch-
ing.""? The crystallographically selective etch results in un-
dercut and inclined sidewall planes at the mesa edges. The

ulting mesas had dimensions of about 2 umX 16 um

X 18 um with a 40-um pitch in both directions before
MBE growth. A SEM image of a typical mesa is shown in
ig. 1. The structure consists of a 100-period Ing,GaggAs

Iso A)/GaAs (160 A) MQW (having ~2.38 um total

'Also with Department of Physics, University of Southern California.
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The defect distribution in a highly strained Ing ;Gag sAs/GaAs multiple-quantum-well (MQW)
structure grown on a patterned GaAs substrate is examined with cathodoluminescence imaging
and spectroscopy in the near infrared. By spatially correlating the luminescence arising from the
MQW exciton recombination (41950 nm) with the longer wavelength (1000524 S 1200 am)
luminescence arising from the defect-induced recombination, we demonstrate that it is possible
to determine the regions of highest film quality in both the mesa and valley regions. The present
approach enables a judicious determination of the optimal regions to be used for active pixels in

thickness) with a S000-A p*-type GaAs capping layer.
Cross-sectional TEM and absorption results of this sample
(designated RG891110) have been previously described.'
Cathodoluminescence measurements were performed at
the Jet Propulsion Laboratory.® An electron beam current
of 0.5 nA at an accelerating voltage of 40 kV was used to
probe the sample for the CL measurements. The sample
was maintained at a temperature of ~77 K.

A SEM image of the structure showing a 220 um X 170
pm area is presented in Fig. 2(a). Scanning monochro-

-~ matic CL images corresponding to the same region are

shown in Figs. 2(b)-2(d) for wavelengths of 950, 1040,
and 1120 nm, respectively. Regions of increasing lumines-
cence signal are represented by areas of lighter shades. The
image with A=950 nm [in Fig. 2(b)] shows a hatched
region of bright luminescence with maximum intensity in
the vallcy regions midway along the [010] diagonal (dotted
line in Fig. 1) between mesa centers. There is some observ-
able emission from the centers and edges of the mesas at
this wavelength. A dark halc region is found to surround
the mesas, where little emission is detected. As the wave-

' length is increased to 1040 and 1120 nm, the images in Fig.

2 show an enhanced emission from the centers and sides of
the mesas celative to the valley regions. Also, for these
wavelengths the luminescence patterns on top of most of
the mesas show a distinct dumbbell shape with maximal
intensity near the mesa edges parallel to [110], as seen in
Figs. 2(c) and 2(d).

In order to further quantify the spatial distribution of
the luminescence, we have performed a set of line scans
over the single mesa which is depicted in the SEM image of
Fig. 1. In Fig. 3, the CL intensity for the three different
wavelengths of 840, 950, and 1120 nm are plotted as a
function of the electron-beam position (AX) along the
dashed and solid lines in Fig. 1 which are oriented along
{110] and {110}, respectively. The arrows in Fig. ! indicate
an increasing AX in the line scan which has its origin at the
intersection of the dashed and solid lines; the point labeled
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FIG. 1. SEM micrograph of a typical mesa of the Ing,Gag;As/GaAs
MQW structure. The dashed and solid lines with arrows oriented along
[110] and [110). respectively, indicate the position of the electron beam
during line scans. Points A-E indicate beam position during locat CL

Spectroscopy.

A (AX=0) is located in the approximate center of the
mesa.

These results were further investigated by localized CL
spectroscopy of the region depicted in the SEM image of

A = 1120 am

(¢) A = 1040 nm (d

FIG. 2. SEM (a) and scanning monochromatic cathodoluminescence
images [(b}. (¢). and {d) correspond 1o wavelengths of 950, 1040. and
1120 nm, respectively] of the same region of the In,.Ga, As/GaAs
MOW qrructure
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FIG. 3. Cathodoluminescence monochromatic line scans along the solid
and dashed lines depicted in Fig. 1; AX=0 corresponds to point A in
Fig. 1.

Fig. 1. The electron beam was fixed at certain points indi-
cated in Fig. 1 with tic marks (labeled A, B, C, D, and E),
and CL spectra, as presented in Fig. 4, were taken. Multi-
plication factors used to scale the absolute intensity of the
spectra are indicated. The peak at A =840 nm is the result
of emission from the GaAs capping layer. The sharp
Gaussian-shaped peak at ~950 nm is the MQW e-hh ex-
citon transition which has a large variation in intensity
dependent on the beam position. From the two line scans
of Fig. 3, the A=950 nm peak is seen to maximize at
positions of AX= %20 um from the center of the mesa.
Further inspection of the CL image of Fig. 2(b) and the
local spectra in Fig. 4 at point E ( ~28 um from point A),
however, indicates that the regions halfway along the {010]
diagonal between mesa centers yield the strongest exciton
peak intensity. A strong emission in the 1000 <4 <1200
nm region (in Fig. 4) is observed for certain points A and
B on the mesa; two broad bands centered at A= 1040 nm
and 4 = 1100 nm are seen. Previously, from photolumines-
cence of single Ing,;Gagg;As QWs having various thick-
nesses, a long wavelength luminescence was found in the
1000 S A $ 1600 nm region.® This was attributed to pres-
ence of interface defects, such as misfit dislocations at the
InGaAs/GaAs interface. Thus, it is reasonable to attribute
the longer wavelength CL emission to the presence of
structural defects which have previously been observed in
cross-sectional TEM of this sample."® The difference in
these two types of structures (single QW vs MQW and In
alloy composition) would naturally give rise to differences
in defect types and densities, and would therefore yield
different luminescence spectra. The defect-induced lumi-
nescence is seen to be strongest near AX=~ =6 um in the
/4=1120 nm line scan of Fig. 3, which is near the centers of
dumbbell-shaped lobes seen in the CL images. The exciton
emission is markedly reduced at point B (AX=—9 um)
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F1G. 4. Localized cathodoluminescence spectroscopy at the points A~E
shown in Fig. 1. The sample labeled Ref corresponds to the spectrum
taken in the nonpatterned region of the Ing ;Gag sAs/GaAs MQW struc-
ture.

which is near the edge of the mesa in Fig. 1. This is con-
sistent with enhancement of the defect-induced emission at
point B since a large presence of defect-related recombina-
tion channels are expected to compete with the exciton
recombination and reduce the total carrier lifetime.

The electron beam was further positioned within the
dark halo region surrounding the mesa [see Fig. 2(b)] at
point C (AX= —15 um) in Fig. 1. A significant decrease
in both the exciton- and defect-related features is seen.
Thus, the presence of additional nonradiative recombina-
tion channels caused by changes in the defect distribution
dominate the carrier lifetime in this region. The electron-
beam positions D (AX= —22 um) and E yield CL spectra
with a large increase in the exciton luminescence and si-
multaneous reduction in the defect feature. Also at point E,
the largest exciton-to-defect emission ratio was found; this
indicates the region with the best-film quality. The spec-
trum labeled Ref in Fig. 4 corresponds to a point on the
nonpatterned region of the sample. Only a broad and
shifted defect-related band is observed with no exciton
emission. This is consistent with the marked reduction in
the threading dislocation density in the patterned region
relative to the nonpatterned region, as previously observed
in cross-sectional TEM. "

The dumbbell shape on the mesas, as seen in the
/>»1000 nm CL images and the [110] CL line scan, indi-
cates the presence of interfacet cation migration in which
the In migrates up along the inclined edges. The presence
of contiguous low index planes is known to cause interfacet
migration; this behavior has been observed to cause com-
positional variations in the AlGaAs and InGaAs films
grown on patterned substrates.!**!® The wavelength po-
sitions of the exciton peak at points A and E are 954 and
946 nm, respectively. If attributed exclusively to a varia-
tion in the In content, this shift corresponds to an In com-
positional change upper limit of ~0.5%.'"" This is too
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small a shift (0 alone account (0r ne ExIEuK uUcichs-
induced luminescence variations observed here. The spe-
cific structural nature of the defects responsible for the
long-wavelength luminescence cannot be determined from
the present study. The defect-induced emission is, however,
likely influenced by the proximity of the region to the
growth on the contiguous (111) and higher index facets
and the attendant interfacet cation migration. It is often
desirable to eliminate the effects of cation migration on the
faceted walls altogether by growing on elongated {110]
striped mesas. >

In conclusion, we have demonstrated the effectiveness
of cathodoluminescence imaging and spectroscopy in the
near infrared in determining the spatial distribution of the
defect-induced bands and exciton line for an InGaAs
MQW grown on patterned GaAs. The presence of inclined
mesa edges and cation migration is seen to influence the
defect distribution for this particular class of patterned
MBE growth. The presence of a characteristic dumbbell
shape in the defect-induced Juminescence pattern suggests
that these regions are far from ideal for applications in
spatial light modulators. Instead, regions midway between
the mesa centers yield extremely large exciton-to-defect
luminescence ratios. This suggests that these regions, with
further device processing, could serve as high-contrast-ratio
light modulators.*’ ’
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l Analysis of weighted fan-out/fan-in volume
l holographic optical interconnections

' Praveen Asthana, Gregory P. Nordin, Armand R. Tanguay, Jr., and B. Keith Jenkins

The feasibility of employing volume holographic techniques for the implementation of highly multiplexed
weighted fan-out/fan-in interconnections is analyzed on the basis of interconnection fidelity, optical
.. throughput, and complexity of recording schedule or implementation hardware. These feasibility
criteria were quantitatively evaluated using the optical beam propagation method to numerically simulate
the diffraction characteristics of volume holographic interconnections recorded in a linear holographic
material. We find that conventional interconnection architectures (that are based on a single coherent
optical source) exhibit a direct trade-off between interconnection fidelity and optical throughput on the
one hand, and recording schedule or hardware complexity on the other. In order to circumvent this
trade-ofl we describe and analyze in detail an incoherent/coherent double angularly muitiplexed
interconnection architecture that is based on the use of multiple-source array of individually coherent but
mutually incoherent sources. This architecture either minimizes or avoids several key sources of cross
talk, permits simultaneous recording of interconnection weights or weight updates, and provides
enhanced fidelity, interchannel isolation, and throughput performance.

\

introduction

Volume holographic optical elements (VHOE's) have
often been suggested as the principal components of
an optical interconnection technology for applications
such as optical computing and telecommunications
that require a large number of interconnections.!$
Depending on the application, such interconnection
systems may also require varying degrees of intercon-
nection weighting, fan-out, fan-in, and channel inde-
pendence. In particular, interconnection systems
for artificial neural networks provide a specific appli-
cation for which all of these issues are important.
Artificial neural networks are composed of many
highly interconnected nonlinear computational ele-
ments (neuron units) that operate in parallel and are
arranged in architectural patterns that are motivated
to a certain extent by investigations of biological
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neural networks. The computational elements are
in most cases densely interconnected with weighted
connection pathways that can be reconfigured and
updated to permit either supervised or unsupervised
learning. Implementations of adaptive neural net-
works should optimally permit such pathway recon-
figuration and weight updates without excessively
compromising either hardware complexity or compu-
tational efficiency.

Typical artificial neural-network interconnection
topologies require a high degree of both fan-out and
fan-in at each neuron unit. A fully interconnected
topology for the case of a single-layer network is
illustrated schematically in Fig. 1, in which two
planes of neuron units are shown. In such a fully
connected network, the output of each neuron unit in
the input plane is fanned out to all of the neuron units
in the output plane. Similarly, each neuron unit in
the output plane receives the weighted fan-in of all of
the neuron-unit outputs from the input plane. The
fan-out/fan-in requirements of neural networks act
as a multiplier on the total number of interconnected
neuron units, resulting in an interconnection system
that must prove capable of supporting very large
numbers of independent pathways in a relatively
compact topology. For example, a fully connected
neural network having 10° neuron units in both the
input and output planes requires 10! interconnec-
tions, as does a partially connected neural network
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input Output

ki:. 1. Schematic representation of fan-out/fan-in interconnec-
ions between input and output planes of neuron units.

)

aving 10¢ neuron units in both the input and output
lanes with a fan-out and fan-in of 104,

The use of volume holographic optical elements has

been proposed as the basis of an interconnection

'wchnology for neural networks precisely because it
has the potential to meet the critical requirements of
providing both large numbers of interconnections
and a weighted fan-out/fan-in topology.” Even so,
the feasibility of using VHOE's for large-scale
weighted fan-out/fan-in interconnection applications
depends further on the fidelity with which the inter-
connection weights can be implemented and on the
optical throughput that can be achieved in the vol-
ume holographic interconnection system. The opti-
cal throughput is a measure of the fraction of the
total incident optical power that is diffracted into the
set of desired outputs; as such, it provides a quantita-
tive assessment of the overall interconnection system
efficiency. Important additional implementation is-
sues include the total number of required exposures,
the optical power incident on the holographic record-
ing medium per exposure, the complexity of the
implementation hardware, the required exposure
schedule (if any), and the total recording time for a
given interconnection complexity.

In this paper we quantitatively evaluate the perfor-
mance characteristics of two distinct volume holo-
graphic interconnection architectures in.accordance
with these criteria. The first interconnection archi-
tecture is novel in that an array of individually
coherent but mutually incoherent optical sources is
used to generate a multiplicity of angularly multi-
plexed recording beams.®* We hereinafter refer to

Ithis type of interconnection architecture as being
incoherent/coherent double angularly multiplexed.
The second interconnection architecture is based on
the use of a single coherent optical source during

I recording, as has been widely discussed in the litera-
ture.31%-19 This conventional architecture is re-
ferred to herein as a single-source architecture.

In our analysis we use the optical beam propaga-
tion method (BPM)'420-23 to investigate the diffrac-
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tion characteristics of weig hled fan-out/fan-in inter-
connections in complex systems that involve both
large numbers of holographic gratings and multiple
readout beams, and that therefore do not lend them-
selves readily to analytical solutions. For our pur-
poses herein, we consider explicitly the case of linear
holographic materials in oider to illustrate key differ-
ences in interconnection performance that are arch.-
tecture dependent. Generalization of these results
to nonlinear holographic materials (for example, to
certain photarefractive media) is beyond the scope of
this paper.

Results are reported herein on the numerical simu-
lation of up to 10- (input node) to-10 (output node)
weighted fan-out/fan-in volume holographic intercon-
nections that incorporate between 10 and 190 individ-
ual holographic gratings multiplexed within the same
region of the volume holographic recording medium,
depending on the specific architectural configuration
considered. Such simulations require significant run
times, even when implemented with the highly effi-
cient BPM algorithm on a supercomputer. To the
best of our knowledge, the 10-to-10 case with fully
independent weights is one of the most complex
volume holographic interconnection systems that have
been analyzed to date.

Qur simulations demonstrate that the novel
incoherent/coherent double angularly multiplexed
architecture exhibits both high interconnection fidel-
ity and high optical throughput éfficiency even in the
presence of fully simultaneous recording. This com-
bination of desirable characteristics derives from the
elimination (or minimization) of several distinct
sources of interchannel cross talk and throughput
loss that are unavoidably present in the more widely
investigated single-source architecture. In addition,
the mutual incoherence of the readout beams in the
incoherent/coherent double angularly multiplexed
architecture provides naturally for linearity of summa-
tion in an intensity representation without an associ-
ated fan-in loss.

In order to compare the fidelity and throughput
performance of the incoherent /coherent double angu-
larly multiplexed architecture with an appropriate
benchmark, we analyzed the single-source architec-
ture (illustrated in Fig. 2) under directly comparable

" holographic recording conditions. In particular, we

examined the cases of simultaneous, pagewise-
sequential, and fully sequential recording of the
desired weight updates. These three recording meth-
ods represent distinct trade-offs between interchan-
nel cross talk resulting from the presence of extrane-
ous gratings, on the one hand, and recording schedule
or hardware complexity on the other. The presence
of such extraneous gratings can cause significant
errors in the diffracted outputs that are fanned in to a
given interconnection node. For example, in the
10-to-10 single-source interconnection system that
we modeled, errors as large as 100% in the relative
diffracted outputs occur at the peak optical through-
put of 50% for the simultaneous recording method.
To the best of our knowledge, the analysis of the
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Fig.2. Schematicdiagram of a singie-source holographic intercon-
nection architecture in which diffraction gratings in a volume
hologram connect gixels in the input plane to pixels in the output
plane. Interconnection gratings are formed by recording the
interference between light from pixels in the training plane and
light from pixels in the input plane. L;-Lj are lenses; f,-f; are
focal lengths.

simultaneous recording method (as applied to the
single-source architecture) presented herein estab-
lishes the fidelity errors and throughput losses of this
technique quantitatively for the first time. Elimina-
tion of the extraneous gratings by using the fully
sequential recording method (at a substantial cost in
recording schedule or hardware complexity) reduces
the largest errors to 13% at an increased peak optical
throughput of 85%. These errors for the fully se-
quential recording case are significantly lower than
those described in Ref. 19, at least in part because the
relative phase relationships among the recording
beams are maintained on readout in our simulations.

In addition, we demonstrate that the severe fan-in
loss that unavoidably accompanies the collinear com-
bination of mutually incoherent beams of essentially
common wavelength,? and that also applies to inco-
herent readout in the single-source architecture, is
one of several effects of beam degeneracy (defined in

Section 4.D).91213.25 This same physical mechanism

is also primarily responsible for the residual errors
apparent in the fully sequential recording method at
peak throughput.

The remainder of this paper is organized as follows.
Specific aspects of volume holographic interconnec-
tion systems that are essential for the establishment
of a valid comparison metric are discussed in Section
2, including the choice of signal representations and
weights appropriate for photonic neural networks,
the implementation of weighted fan-out/fan-in inter-
connections in a single-source architecture, and the
associated sources of fidelity errors and throughput
losses. Section 3 details our modeling methodology
and assumptions, anticipating the discussion of the
simulation results obtained for the single-source
architecture that are provided in Section 4. We
present two distinct configuratinns of the incoher-
ent/coherent double angularly multiplexed architec-
ture and quantitatively analyze their performance
characteristics in Section 5.  Finally, we compare the
relative advantages and disadvantages of each archi-
tectural configuration and summarize our results in
Section 6.

2. Preliminary Concepts’

A. Basic Neural-Network Operation
In many neural networks the computational process
of a single network layer can be represented by

Y. = f(pc)n (l)

N
P = 2 wq'jx,v

=1

(2)

in which neuron units i and j are in the output and
input planes, respectively, y; is (proportional to) the
output of neuron unit i, x; is (proportional to) the
output of neuron unit j, ﬁ’(,- is the weight of the
interconnection between neuron unitsi andj, N is the
number of neurons in the input plane, f is the
nonlinear threshold function of each neuron unit,
and p; is the activation potential.

In a neural network that incorporates learning, the
weights W;; are updated incrementally according to
an appropriate learning rule as training patterns are
presented to the network. A large class of learning
algorithms can be characterized by the following
weight-update rule:

AW, = ab{mid), (3)

in which AW; = W(m) — W,{m - 1) is the weight
update, a is t(xe learning gain constant, and m is the
iterationindex. Various learning rules can be formed
by suitably choosing the functional form of 5’; for
example, in the case of Hebbian learning, 3™ is
chosen to be y; .2

B. Weighted Fan-Out/Fan-in Interconnections in a
Single-Source Architecture

The conventional single-source volume holographic
interconnection architecture as configured for pho-
tonic neural-network implementation is shown sche-
matically in Fig. 2. This architecture consists of a
holographic interconnection medium and three planes
of neuron units: a training plane, an input plane,
and an output plane. The two-dimensional (2-D)
arrays of neuron units or pixels (since in many
photonic neural-network implementations each pixel
corresponds to a single neuron unit) are placed on
these planes. In applications other than neural net-
works these pixels can represent generic connection
nodes. The arrays of pixels can be implemented
using, for example, 2-D spatial light modulators
(SLM’s). Both the training- and input-plane SLM’s
are illuminated by a single coherent source in the
configuration shown in Fig. 2.

A given weighted interconnection between a pixel
in the input plane and a pixel in the output plane is
physically realized as a single diffraction grating in
the holographic medium. Each grating is formed by
recording the interference pattern generated by coher-
ent superposition of light from a pixel in the input
plane and light from a pixel in the training plane.
For simplicity the pixels in both planes are typically
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ssumed t6 act as point sources3!® and lenses L, and
= function as collimating lenses. Light from each
ixel is thus incident as an angularly distinct colli-
rated beam (typically approximated as a plane
rave®'*) on the holographic medium. The light
rom each pixel is assumed to fully illuminate the
perture of the holographic medium to ensure the
otential for full connectivity 3.1

.. Signal Representation in a Single-Source Architecture
Jepending on the computational algorithm, the opti-
al signal from each input pixel (after collimation) can
e represented by a number of different physical
juantities, including intensity, amplitude, polariza-
ion, and wavelength. In the two most commonly
nvestigated approaches’ the signal is represented
rither by the complex electric field or by the intensity
f the light transmitted or reflected by the pixel
depending on the type of SLM).

In the amplitude representation the electric field of
the light from pixel j that is incident at the front face
of the hologram can be expressed (neglecting the
vector nature of the electric field) as x¥PE,
exp(ik; - r + id; — iwt), in which x}*? is the amplitude
transmissivity (or reflectivity) of the jth pixel, Eo is
the magnitude of the electric field amplitude of the
readout beam, ¢; is the phase of the readout beam
(relative to an arbitrarily chosen coordinate system),
and o is the angular frequency. In this representa-
tion a given interconnection weight is proportional to
the amplitude diffraction efficiency of the correspond-
ing interconnection grating.

In the intensity representation the output of pixel j
is expressed as x,, in which x; is the intensity
transmittance (or reflectance) of the SLM pixel and
I, = E2. In this case each weight is proportional to
the intensity diffraction efficiency of its correspond-
ing interconnection grating.

When readout is performed with beams from more
than one input pixel, the intensity detected within
each output pixel consists of a weighted sum of
diffracted signals. If an optical system is con-
structed such that the light beams from the input
pixels are mutually incoherent during readout, the
relative detected intensity (using the intensity repre-
sentation) within the ith output pixel p; is

P
pi = 2 W;x;, (4)

J=1

in which W;; is an intensity weight (which is propor-
tional to the diffraction efficiency of grating ij).!’
The relationship expressed in Eq. (4) is the same as
that in Eq. (2), which defines how the activation
potentials are related to the inputs by the interconnec-
tion weights of the neura! network. Thus readout
with mutually incoherent beams in conjunction with
an intensity representation leads to an optical system
that performs the desired neural interconnection
function of Eq. (2).

If the optical system is constructed such that the
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light beams from the input-planc pixels are mutually
coherent (as is typically the case for a single-source
architecture]. the diffracted signals detected in the
output plane can be written (assuming an intensity
representation) as

N 2
o, = | 2 (W, x,)! Zexplitd, + 4]} . (5

=1

in which @, is the phase of the ijth grating. Each
grating phase is set by the relative phases of the
recording beams used to form the grating and the
properties of the holographic recording medium.
If the argument of the exponential is constant for all
and j, the diffracted outputs for a single-source
architecture using the intensity representation re-

" duce to

N 12
pi = z (Wqu)l 2' . (6
=1
This equation is valid only if two specific conditions
are met: (1) the readout beams must have the same
relative phases as were used during recording of the
interconnection gratings, and (2) the phase shift
induced by the holographic recording medium itself
must be constant for all recorded gratings.

Even with these assumptions, the square-root rela-
tionship embodied in Eq. (6) deviates substantially
from the desired interconnection function of Eq. (2).
The general effect of this deviation on neural-network
operation has not yet been established.

As a result, several authors have chosen an ampli-

tude representation for use in the single-source archi-

tecture, such that the diffracted outputs are given
by32F

N 2
pi = zwynprm’exp[iw,wun : (7)
£

in which W™ is the amplitude weight (which is
proportional to the amplitude diffraction efficiency).
If the argument of the exponential in Eq. (7) is
constant for all i and j, the system yields the square of
the desired interconnection function, which may be
corrected either electronically or by adjusting the
nonlinear threshold function of each neuron unit.
This simplification is dependent, as is Eq. {6), on the
two conditions specified above. The first of these
conditions is contingent on the maintenance of rigid
optical phase stability in the system, which may be
difficult to realize in practice.

A primary advantage of readout with mutually
incoherent beams is the avoidance of the rigid phase-
stability requirements that are necessary for coher-
ently read out systems.32426 However, a serious
disadvantage associated with the use of mutually
incoherent readout beams is the significart through-
put loss that is characteristic of all holographic
interconnection architectures in which the fan-in is
performed collinearly.?*  Since single-source intercon-




aectionsystems rely on collinear fan-in, they inher-
ently suffer from this throughput loss for readout
with mutually incoherent beams. In Section 5 we
discuss a method for using readout with mutually
incoherent beams without suffering an incoherent
fan-in loss.

A further consideration in the implementation of
photonic neural networks is that many neural alge
rithms require the use of bipolar weights and bipotar
neuron-unit outputs. One method of achieving this
bipolarity for readout with mutually coherent beams
is to use an amplitude representation in which a 180°
phase shift in the phase of both the electric fields and
the diffraction gratings is used to represent negative
numbers.3?? While attractive in principle (requiring
only a single data channel per neuron unit), this
approach is difficult to implement in practice, in part
because the phases of the resultant diffracted outputs
must be detected as well as their amplitudes. An
alternative method of achieving bipolarity is to use an
intensity representation in conjunction with a dual-
roil concept in which each neuron has separate
positive and negative channels for both input and
output signals with associated weighted interconnec-
tions for each pair of channels.13323 Although
this method requires two data channels per neuron
unit, it is compatible with simple square-law detec-
tors and does not require mutually coherent readout
beams.

For our purposes herein, we consider only unipolar
weights and unipolar neural outputs since the dual-
rail method can be used to generalize to the fully
bipolar case. In addition, we choose to adopt the
intensity representation throughout in order to facili-

tate direct comparisons between mutually coherent

and mutually incoherent readout systems. In partic-
ular, the intensity representation is perhaps the most
natural representation for the incoherent/coherent
double angularly multiplexed interconnection archi-
tecture, yielding linear sum rules in the diffracted
outputs. In any case, this choice does not affect the
general conclusions drawn regarding interconnection
fidelity and optical throughput. For the various
cases of mutually coherent readout treated herein, we
assume that both conditions (1) and (2) specified
above [following Eq. (6)] are met.

D. Recording Methods in a Single-Source Architecture

For the single-source architecture shown in Fig. 2, in
which the light from each pixel is mutually coherent
with the light from all such pixels in a given plane,
there are several methods by which the desired
interconnection gratings may be recorded. All such
methods involve a sequence of exposures, and they
differ in the nature of each individual exposure. The
first method is simultaneous recording, in which
mutually coherent light beams from all the input and
training pixels are incident simultaneously on the
holographic medium during each exposure. By re-
cording the resultant interference pattern, the vol-
ume holographic medium forms gratings that con-

nect each neuron unit in the input plane with each
neuron unit in the output p ane. These constitute
the desired in‘erplanar connections that pecform the
weighted fan-out/fan-in function. However, intra-
planar gratings that connect pairs of pixels within the
input plane (and within the training plane as well) are
formed as a result of the mutual coherence of the
sources.'®'7 These extraneous gratings (termed co-
herent-recording cross-talk gratings, or cross grat-
ings) introduce a serious source of cross talk into the
interconnection system that in turn leads to a loss of
bot:. throughput and reconstruction fidelity.

In the pagewise-sequential recording method, a
single pixel in the input plane is connected simulta-
neously with all of its associated training pixels
during each exposure, which eliminates the coherent
cross-talk gratings within the input plane only. In
the fully sequential recording method, the remaining
coherent cross-talk gratings in the training plane are
eliminated by recording connections between a single
pixel in the input plane and a single pixel in the
training plane during each exposure. In order to
achieve the reduction in coherent-recording cross talk
offered by these methods, however, an increase in the
recording schedule or hardware complexity must be
accommodated. In certain photorefractive media the
situation may be complicated further by the need for
a complex recording schedule to compensate for the
partial erasure of previously- recorded interconnec-
tion gratings during the recording of later grat-
ings.33

In a photonic neural-network implementation, the
interconnection weights can be either precomputed
(in a photonic or electronic computing system) and
stored in a permanent holographic medium for later
use or obtained adaptively using a suitable learning
algorithm and a dynamic holographic medium. For
the recording of precomputed weights it is clearly
advantageous to minimize the total number of expo-
sures, the total recording time, and the total exposure
energy. For a system in which N input nodes are
connected to N output nodes (referred to herein as an
N-to-N interconnection system) the minimum num-
ber of exposures required to record a set of fully
independent weights is equal to N, as can be derived
from degrees-of-freedom considerations.3? The as-
sumption of fully independent weights is equivalent
to the assumption that the weight matrix is of rank
N. If the full set of precomputed weights is recorded
pagewise sequentially, therefore, the minimum num-
ber of exposures can be achieved.

For adaptive computation of weights a set of train-
ing pairs is presented sequentially (one training pair
at a time) to the network. Each training pair con-
sists of an input image and its corresponding training
image, which are presented on the respective inpuat
and training planes of Fig. 2. The mth input image
can be represented by the vector x™', the components
x™" of which are shown in the first term on the
right-hand side of Eq. (3). Similarly, the mth train-
ing image is represented by the vector ™. Ideally,
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le full input and training images for the mth

aining pair [x™', '] are ;resenied simultaneously

1 the input and training planes, respectively, such

\at only onc exposure is required for each training

ur. The outer product of tl e vectors x*'and ™ is

corded in each such exposure, which thus corre-

)onds to the simultaneous recording case discussed
»ove. However, if a pagewise-sequential or fully
}quential recording strategy is necessary to avoid
e deleterivus effects of coherent-recording cross
ik, then the number of exposures per training pair
ecomes N and N?, respectively, for an N-to-N inter-
»nnection system. If M training pairs are required
) fully train the network, the total uumber of
kposures for the simultaneous, pagewise-sequential,
nd fully stquential recording methods are M, NM,
nd N2M, respectively. If real-time adaptation is
ot required and precomputation of weights is permit-
ad, then the minimum numbers of exposures re-
uired for the three recording methods are N, N, and
12, respectively.

The choice of recording method has significant
ractical consequences for photonic neural-network
mplementations (using the single-source interconnec-
ion architecture) in v hich adaptive computation of
he weights is desired. As an example, if the SLM
rame time is the temporal bottleneck of the system
which represents perhaps a worst-case estimate, in
hat the single-pixel access time may be considerably
horter than the full SLM frame time for certain
SLM’s), then the total amount of time required to
rain the network scales linearly with the number of
equired exposures. For large numbers of intercon-
1ections (exactly the situation for which holographic
nterconnections are presumably attractive) this could
-esult in impractically long training sessions. For
xxample, if N = 104, M = 103, the SLM’s support a
L0-ms update rate (such as for nonferroelectric liquid-
rystal-based SLM’s), and the holographic-material
‘esponse time at the available power level is fast
:nough to not provide an even stricter bound, then
he simultaneous, pagewise-sequential, and fully se-
uential recording methods would require 10 s, 10° s
28 h), and 10° s (32 years), respectively, to record the
lesired interconnections.

In the pagewise-sequential recording method, one
echnique for avoiding prolonged training sessions
and consequently inefficient use of available optical
yower) is to focus the full incident beam on a given
sixel of the input SLM and to scan the beam pixel-by-
sixel during the recording of a given training pair.
f scanning all of the input-plane pixels can be
iccomplished within the frame time of the SLM
which corresponds to a 1-ps dweli time for the above
ixample), then pagewise-sequential recording can be
iccomplished in the samc total time as simultaneous
ecording. The concept can also be applied to the
ully sequential recording method {which requires
.00-ps dwell times for the example above). Decreases
n the total training time (with concomitant increases
n the efficiency of power 2d energy use) for both
Vol 32. No & -
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recording methods are achicved at the cost of addi-
tional system complexity, particularly since in many
cases provision must also be made for simultaneous
readout of all input-plane pixels during posttraining
computation.

From the joint perspectives of recording schedule
and hardware complexity, simultaneous recording
may prove to be the most desirable recording method
(in the adaptive neural-network paradigm) because
the full parallelism of the optical architecture is used,
thereby achieving the greatest computational through-
put during training without resorting to additional
components that increase the system complexity.
However, simultaneous recording within the single-
source architecture is perhaps the least desirable
recording method from the perspective of interconnec-
tion fidelity resulting from the deleterious effects of
coherent-recording cross talk.

E. Sources of Fidelity Errors and Throughput Losses

In addition to coherent-recording cross talk, there are
at least two other sources of fidelity errors and
throughput losses that can be oresent in multiplexed
fan-out/collinear fan-in interconnections imple-
mented within the single-source architecture. The
first of these is grating-degeneracy cross talk_ 16-16.33.¢
This form of cross talk arises because of the particu-
lar geometric placement of the recording pixels used.
If the pixels are placed on regular grids, gratings with
degenerate wave vectors may be recorded. Desired
interconnections that have degenerate grating wave
vectors can have severely distorted weights during
reconstruction. This form of cross talk may be
alleviated by placing the plxels on fractal sampling
grids.3* The cost, however, is the need to subsample
the input, training, and output planes, which de-
creases the interconnection density of the system.

The second form of cross talk is beam-degeneracy
cross talk, which arises from degeneracies in the wa.e
vectors of beams diffracted from different grat-
ings. 8121325 This form of cross talk is inherent in
fan-out/fan-in volume holographic interconnection
systems in which the diffracted beams that constitute
a given fan-in exit collinearly from the holographic
medium; it is present regardless of the sampling grids
used for the input and training planes. In such
interconnection systems, beam-degeneracy cross talk
is also present even in the absence of cross gratings.
For readout with mutually coherent beams in the
single-source architecture, our simulation results in-
dicate that beam degeneracy is a significant source of
fidelity error only when the gratings are overmodu-
lated. Further simulation results indicate that beam
degeneracy is the primary physical mechanism respon-
sible for the incoherent fan-in loss observed in single-
source architectures when readout is performed with
mutually incoherent beams.12.13.25

Related effects that can be attributed to beam
degeneracy have beern observed for 2-to-1 beam com-
bining using a coupled-wave analysis.3536 In addi-
tion, Lee et al. have estimated the magnitude of




neracy cruss talk (identified therein as
r cross talk) insofar as it affects reconstruc-
fidelity in a limiting case.!? Similarly, Slinger
ntions that beam degeneracy (identified therein as
one of several forms of multiple-grating interactions)
is a potential source of cross talk.!?

3. Modeling Methodology and Assumptions

In this section we describe our modeling methodology
and assumptions in detail. The motivation behind
our choice of modeling technique (the optical beam-
propagation method, or BPM} is discussed in Section
3.A, followed by a brief outline of the pertinent
features of the BPM algorithm in Section 3.B. In
Section 3.C we discuss the geometric dimensions of
the single-source interconnection architecture that
we modeled, the recording characteristics of the
holagraphic medium, and the method used to obtain
the weight matri¢es for the various cases.

A. Choice of Simulation Method

The analysis of the diffraction properties of a large
number of weighted gratings multiplexed in a volume
holographic material has been a difficult problem.
Several techniques have been used in the past to
analyze multiple-grating diffraction.!93642 Of these
techniques, coupled-wave theory has been the most
extensively used.!9*40 Application of this method
often involves making a number of simplifying as-
sumptions so that analytical or numerical solutions
are more easily obtainable. Such assumptions in-
clude the use of a 2-D model (in which the gratings
and the incident and diffracted beams all lie in a
plane) and TE polarization of the beams.!%3-3% With
these assumptions and the additional assumption of
no undesired cross gratings, analytical solutions have
been obtained for the cases of 1-to-N weighted fan-
outs, N-to-1 weighted fan-ins,3® and N-to-N weighted
fan-out/fan-ins.’* In Ref. 19 the assumption was
further made that the weight matrix had a rank of
one, which is achieved in practice in a linear holo-
graphic medium by recording each x; with the same
training vector, 3 (i.e., only a single training pair is
recorded). For weight matrices having a higher rank
(which is the relevant situation for photonic neural-
network implementations) the system of coupled
differential equations obtained using coupled-wave
analysis has not vielded an analytical solution and
thus must be solved numerically.’® For example,
Slinger has numerically modeled a 5-to-5 interconnec-
tion system for pagewise-seqtential and fully sequen-
tial recording of the desired irterconnection gratings.!
However, numerical solutions for the simultaneous
recording case have not been presented in the litera-
ture to our knowledge.

Rathe: than obtaining numerical solutions based
on the results of a coupled-wave analysis, we used the
optical beam propagation method?® to numerically
model readout of a volume hologram in which multi-
ple interconnection gratings are stored. An advan-
tage of this approach is that fewer simplifying as-

sump.ions are necessary to make the problem
computationally tractable. In coupled-wave analy-
sis, for example, only Bragg-matched interactions
between the readout (and diffracted) beams and the
recorded gratings are typically retained. In Ref. 19
this led to the assumption that all undesired cross
gratings (or pagewise-sequential recording operate in
the Bragg regime. However, in many physical geom-
etries (depending on the incidence angles of the
writing beams and the thickness of the holographic
recording material) some or all of these cross gratings
may actually operate in the Raman-Nath diffraction
regime or have properties that are in the transition
regime between Raman-Nath and Bragg diffraction
{hereinafter referred to as the transition regime).
For example, the interconnection geoinetry that we
simulate (the dimensions of which are discussed in
Section 3.C.1) has cross gratings that operate in all
three of the possible diffraction regimes.
Coupled-wave theory could be used to model cross
gratings that operate in the Raman—Nath or transi-
tion diffraction regimes if multiple diffraction orders
for each cross grating are retained in the calculations.
However, BPM has proved to be a significantly faster
numerical technique for solving diffraction grating
problems involving many spectral orders when the

- same number of orders are considered and the same

level of accuracy is required.®

Restricting the analysis to only Bragg-matched
interactions using the coupled-wave approach also
neglects a further possible source of cross talk, namely,
diffraction from non-Bragg-matched interconnection
gratings. By way of contrast, diffraction from non-
Bragg-matched gratings is incorporated directly in
the BPM algorithm. Although the effects of such
non-Bragg-matched interconnection gratings are
small, we show in Section 4.E that diffraction from
such gratings is the limiting source of fidelity error as
the strength of the interconnections in a single-
source architecture approaches zero.

B. Optical Beam Propagation Method

The motivation for our choice of computational
method is discussed above; herein we give a brief
qualitative overview of the BPM algorithm. Refer-
ences 20-23 include discussions of the derivation
and/or the validity of BPM for various diffraction
problems. The BPM analysis discussed herein con-
siders two physical dimensions [the nominal propaga-
tion (z axis) and transverse (x axis) dimensions shown
in Fig. 3] and assumes TE polarization for conve-
nience.

The optical beam propagation method simplifies
the analysis of volume grating diffraction by replacing
the physically distributed modulation/diffraction
problem with a sequence of infinitesimally thin mod-
ulation layers separated by homogeneous regions in
which only diffraction occurs. If a sufficient number
of modulation layers are incorporated in the calcula-
tion, the system can closely approximate the charac-
teristics of a volume hologram. The calculation
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caused by recuctions in the grating modul ition depth
during recording.'?

Regardless of the practicality of pagewise-sequen-
tial recording, our modeling of a 10-to-10 single-
source architecture shows that if the beam splitter
ratio is made large enough to reduce the magnitudes
of the cross gratings relative to the inte.connection
gratings. then the fidelity and throughput of the
interconnection system can be improved as compared
with the simultaneous-recording method. For exam-
ple, Fig. 7 shows the diffracted outputs, ratios, and
ratio percentage errors for readout with mutually
coherent beams. A beam splitter ratio of 1000 is
assumed, which adjusts the average strength of the
interconnection gratings to approximately three times
the strength of the cross-talk gratings. As seen in
Fig. 7(c), the percentage errors of the ratios show a
marked improvement over the simultaneous-record-
ing case. However, at the peak throughput of nearly
80% (see Fig. 6), the largest percentage errors in the
ratios are still 50%. At 10% throughput the largest
erroris ~15%. Asshown in Section 4.C, the fidelity
can be further improved when the cross gratings are
eliminated entirely by using fully sequential record-
ing.
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Fig. 7. Same as Fig. 5 but for the pagewise-sequential recording
method with a beam splitter ratio R of 1000.
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Because increasing the beam splitier ratio can
reduce the effects of the cross gratings for the page-
wise-sequential recording method, one might ask
whether increasing the beam splitter ratio for the
simultaneous-recording method in the single-source
architecture offers any benefits. As can be seen by
comparing Eqgs. (24)+26) for the grating strengths of
the interconnection cross gratings for the simulta-
neous-recording method, increasing the beam splitter
ratio reduces the relative magnitudes of the training-
plane cross gratings by a factor of VR |Eq. (26)] as
compared with the desired interconnection gratings
|Eq. (24)]. However, the relative magnitudes of the
input-plane cross gratings increase by a factor of JR
|Eq. (25)). The net result is that varying the beam
splitter ratio from unity always enhances one set of
cross gratings relative to the desired set of intercon-
nection gratings. Our simulations show that this
results in significantly reduced fidelity and through-
put performance. Thus a unity beam splitter ratio is
optimal for the simultaneous recording method.

C. Fully Sequential Recording and Readout with Mutually
Coherent Beams .

Fully sequential recording with M training pairs
results in a refractive-index distribution in the holo-
graphic medium of

N N ’
An(r) = Y, D, An% cos(K;; - r),

i=l jml

(34)

in which there are no undesired cross gratings. The
corresponding grating strengths are given by Eq. (24).

Simulation results for readout with mutually coher-
ent beams are shown in Fig. 8. The beam splitter
ratio R is assumed to be unity during recording since
there are no cross gratings to minimize. Each dif-
fracted output [Fig. 8(a)] appears more sinusoidal in
nature as a function of grating strength than that for
either the pagewise-sequential or simultaneous record-
ing cases discussed above. However, the first peak
(and the following minimum) of each diffracted out-
put occurs at a different grating strength, with the
result that the reconstruction fidelity is somewhat
grating-strength dependent [as indicated in Fig. 8(b)].
This result is similar to the behavior noted in Fig. 5 of
Ref. 19 for a 5-to-5 interconnection, which was mod-
eled numerically using a coupled-wave approach.
The percentage error of the ratios, shown in Fig. 8(c),
shows a significant improvement over the pagewise-
sequential and simultaneous recording cases that is
attributable to elimination of the cross gratings.
At the peak throughput of >85% (see Fig. 6) the
largest ratio percentage error is 15%. For 10%
throughput the largest error is only 3%.

Although the fidelity and throughput performance
are greatly improved when the cross gratings are
eliminated, the fully sequential recording method has
several serious difficulties for practical systems, in-
cluding large numbers of recording steps, inefficient
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Fig. 8. Single-source architecture simulation results for the
pagewise-sequential recording method for a beam splitter ratio, R,
of 1000: (a) diffracted outputs, (b) ratio of each diffracted output
to an arbitrarily chosen output, and (c) percentage error of each
ratio. Readout is performed with mutually coherent beams.

use of the illuminating beams, and complicated record-
ing schedules (see Section 2.D).

.D. Readout with Mutually Incoherent Beams

To this point in the discussion we have considered
readout of single-source architectures with mutually
coherent beams only. In order to better understand
the innovations incorporated in the incoherent/
coherent double angularly multiplexed architecture
discussed in Section 5, we briefly discuss readout of
the single-source architecture with mutually incoher-
ent beams. For the purposes of the section we
consider the fully sequential recording method, such
that only the desired interconnection gratings are
present in the holographic medium.

Simulation results for the diffracted outputs in this
case are shown in Fig. 9. The reconstruction fidelity
is essentially the same as for readout with mutually
coherent beams (Fig. 8), even though the ideal out-
puts are expressed in this case by Eq. (4) instead of
Eq. (6). Since beam degeneracy is always present in
the single-source architecture, the low fidelity error
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Fig. 9. Single-source architecture simulation results for the fully
sequential recording method: (a) diffracted outputs, (b) ratio of
each diffracted output to an arbitrarily chosen output, and (c}
percentage error of each ratio. Readout is performed with mutually
coherent beams.

results shown for both mutually incoherent and
coherent readout beams indicate that beam degener-
acy is not a significant source of fidelity error (at least,
not for grating strengths up to ~ 0.4 rad, at which the
peak in throughput occurs). However, for readout
with mutually incoherent beams the peak through-
put drops to 10% (as shown in Fig. 6) because of
incoherent fan-in loss, which limits the maximum
throughput to 1/N for an N-to-N interconnection
system with collinear output summation.2*

An understanding of the physical mechanism re-
sponsible for incoherent fan-in loss in a single-source
holographic interconnection system permits us to
design a system that avoids this loss (as discussed in
Section 5). The fan-in loss in a single-source archi-
tecture for readout with incoherent beams can be
explained by the beam degeneracy that is present in
the diffracted outputs.9-10.1325 Beam degeneracy re-
fers to the k-vector degeneracies in beams diffracted
from different gratings in holographic interconnec-
tion systems that have collinear fan-in. This can be
understood by reference to Fig. 10(a), in which a
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Fig. 10. (a) Schematic diagram of the recording geometry of a
4-to-4 interconnection system; (b) schematic diagram of the read-
out geometry of the 4-to-4 interconnection system with a single
beam (x3) and the resulting outputs; (c) simulation results for
readout of the 4-to-4 interconnection system, in which the power
cross coupled by beam degeneracy from the desired outputs to the
x1', x2', and x;" beams can be significant.

4-to-4 interconnection system is represented schemat-
ically. As in Fig. 4, each collimated beam is repre-
sented by its k vector. When readout is performed
using all four input beams (x;—x), four reconstructed
beams emerge collinearly in each of the four p;
directions. Thus the four beams that are diffracted
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in a given p;” direction have degenerate wave vector:.
i.e., they are degenerate beams.

To understand how this degeneracy leads to a
fan-in loss for readout with mutually incoherent
beams, consider readout of the 4-to-4 interconnection
system described above with a single input beam, x,.
As shown by the solid arrows in Fig. 10(b), diffracted
outputs are generated in each of the four output
directions (p,'—p,’) as well as the zero-order direction
x3'. However, each diffracted beam p;’ is in turn
diffracted into the directions x,’, x;’, and x’ by the
gratings recorded among the training beams §;-5,
and the other input beams x,, x;, and x,. These
interactions cause power to be coupled out of the
desired outputs p;' and into the zero orders of x,, x,
and x,, generating the cross-coupled beams x,’, x;’,
andx,’.

The magnitude of this effect can be illustrated by
modeling a 4-to-4 interconnection system (using the
BPM) in which a single beam of unit intensity
[corresponding to x, in Fig. 10(b)] is used for readout.
Uniform weights are assumed (W; = 1 for all i and j),
and the geometry of the system used in the modeling
is the same as that described in Section 3.C.1. The
results of the BPM calculation are shown in Fig.
10{(c), in which the diffraction efficiencies of all of the
diffracted beams are shown as a function of grating
strength. The diffraction efficiencies of the desired
outputs p;’ are indicated with solid curves, while the
zero-order and cross-coupled beams are represented
by the dotted and dashed curves, respectively. The
peak diffraction efficiency into the desired outputs p;’
occurs at ~0.8 rad. The summed power in the four
desired outputs is only 24%, which is 1/4 (or 1/N) of
the maximum available power. The rest of the
power either remains in the zero order (x3’) or is
diffracted into the cross-coupled be: ms (x,’, x2’, and
x,'), each of which has approximately the same diffrac-
tion efficiency as the desired beams (at 0.8 rad).

It is clear that if the other three input beams (x;, x.,
and x,) are also incident and that if all of the incident
beams are mutually incoherent, then the summed
diffraction efficiency into the desired outputs is still
only 25% at best, because the light in each output
beam adds incoherently. The end result in this case
is analogous to that corresponding to the collinear
combination of N mutually incoherent quasi-mono-
chromatic beams of essentially identical wavelengths
using N — 1 beam splitters; only 1/N of the power at
most can be diverted into the desired direction, while
the remaining power exits the system in the direction
of the original input beams.1?

However, as illustrated in the simulation results of
Section 4.C, it is possible to achieve high optical
throughput in the single-source architecture if the
incident beams are mutually coherent and the proper
phase conditions are satisfied. Alternatively, if a
holographic interconnection system is designed such
that each detected output consists of angularly in-
stead of collinearly fanned-in beams, the throughput
loss that is due to the effects of beam degeneracy can




be avoided even for readout with mutually incoherent

‘beams. The incoherent/coherent double angularly

multiplexed architecture discussed in Section 5 illus-

trates one method of achieving such angular fan-in at

each pixel in the output plane with consequent high

mghput for readout with mutually incoherent
s.

€. Oiscussion

1. Comparison of Recording Methods Using an rms
Fidelity Error

The percentage-error ratio metric used above to
assess the reconstruction fidelity of the single-source
architecture under various recording conditions is
attractive in that it graphically illustrates the varia-
tion in fidelity among the individual diffracted outputs.
However, a lumped error measure is more convenient
for comparing fot only different recording methods
for the single-source architecture but also for compar-
ing the reconstruction fidelity of different architec-
tures.
One possible error measure is given by!?

N p p_' 2§1/72
¢=|a-a'|=[j2(—’~—ﬁ)], (35)

=1 \lel

in which & = p/|p| is the unit vector in the direction of
p; &' is defined similarly. The error measure € can
be interpreted as the rms error of the components of
the normalized diffracted output vector 4‘. The
separate normalizations of the ideal and actual compo-
nents by |p| and |p’|, respectively, permit a change in
the throughput that does not in turn bias the relative
fidelity of the components. The maximum value of
thermserroreisﬁsinceﬁand&'areunitvectors
having unipolar components.

The rms errors of the various recording methods
discussed in Sections 4.A-4.D for the 10-to-10 simula-
tions of the single-source architecture are shown in
Fig. 11 as a function of the grating strength of the
largest interconnection grating. For simultaneous
recording the rms error starts out relatively small at
essentially zero grating strength (and practically no
throughput, as shown in Fig. 6), and then becomes
large quite rapidly as the grating strength is increased.
If just the cross gratings among the input-plane pixels
are removed using pagewise-sequential recording with
R = N2 = 100 (i.e., only the desired interconnection
gratings and the training-plane cross gratings are
present, with comparable grating strengths), neither
the fidelity nor the throughput improves significantly.
Decreasing the magnitudes of the training-plane cross
gratings relative to the desired interconnection grat-
ings (using pagewise-sequential recording with R =
1000) results in substantial improvement in both the
fidelity and the peak throughput.

Complete elimination of the cross gratings by using
sequential recording yields a further significant im-
provement in fidelity and a marginal increase in the
peak throughput, asshown in Fig. 6. The reconstruc-

.8 e

%o [X] 0.4 X}

Grating Swrengih (revions)
Fig. 11. Simulation results showing the rms fidelity error [as
defined in Eq. (35)] for several combinations of recording and
readout methods for the single-aource architecture. An explana-
tion of the legend is provided in Fig. 6.

tion fidelity that we obtain in the absence of cross
gratings is much higher than that shown by Slinger.!?
This difference can be understood as follows. Sling-
er's analysis considers both random complex weights
(i.e., each interconnection grating has a random
phase as well as a random amplitude) and random-
amplitude readout beams that have either a 0° or
180° relative phase. The direct implication is that
the readout beams do mnot have the same relative
phases as the recording bedams that were used to
create the weights [i.e., the argument of the exponen-
tial in Eq. (7) is not constant for all { and j, such that
condition (1) discussed following Eq. (6) in Section 2.C
is violated] The net result is poor reconstruction
fidelity. -

In our analysis of the single-source interconnection
architecture the readout beams have the same rela-
tive phases as the recording beams, which permits the
appropriate phasing conditions to be satisfied upon
reconstruction such that good fidelity results. This
same-relative-phase condition is consistent with the
implementation of unipolar weights and outputs, as
is discussed in Section 2.C (recall that a dual-rail
strategy can be generalized to the bipolar case instead
of requiring the interconnection system to implement
bipolarity directly). A comparison of our results
with Slinger’s indicates that (in the absence of cross
gratings) a single-source architecture can in fact yield
high reconstruction fidelity for an appropriate map-
ping of neural interconnection requirements to the
architecture.

2. Effects of Sidelobe Overlap on Reconstruction
Fidelity

A curious feature of the simulation results shown in
Fig. 11 is that the fdelity error for each recording
method does not go to zero with decreasing grating
strength. Furthermore, the asymptotic value of the
fidelity error near zero grating strength is the same
for each recording method.. This indicates that the
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limiting value of the errcr is independent of the

presence or absence of cross gratings.
' The cause of this somewhat counterintuitive behav-

ior appears to be diffraction from non-Bragg-matched
interconnection gratings.*®* The physical mecha-
nism for this effect is illustrated in Fig. 12, in which
the +1l-order diffraction efficiency of two sinusc *al
phase gratings is shown as a function of the incidence
angle of a plane-wave readout beam. The gratings
are assumed to have the same grating period, but
their fringes are oriented at different slant angles
relative to the front face of the holographic medium.
'lf a readout beam is incident at 8, (Bragg matched to

grating G,), it is diffracted by both G, (through G,'s
mainlobe response) and grating G, (through G,'s
sidelobe response at 8,). Since G, and G, have the
same grating period, the light beams diffracted from
both gratings are collinear upon exiting the holo-
graphic medium. - Hence the overall diffraction re-
sponse at incidence angle 8, is composed of a small
contribution from G, as well as the main contribution
from G,. Upon coherent addition of the two contri-
butions the net diffraction efficiency in general differs
from what it would be in the absence of G;. If G,
Iimplements a weighted interconnection, this differ-
ence results in a small error in the weight of the
grating. We refer to the source of this error as
sidelobe overlap.
In the single-source architecture illustrated in Figs.
3 and 4, there are multiple sets of gratings that have
the same grating period but different slant angles
because of the existence of multiple pairs of writing
beams originating from the pixels of the input and
training planes that have equal angular separations.
For example, the grating written by beams x; and §,
{Fig. 4) has the same grating period (but a different
slant angle) as the grating written by beams x, and &,.
As a result of the presence of sidelobe overlap among
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Fig. 12. Angular response characteristics of two Bragg gratings
that have the same grating period and slightly different slant
angles. Although the main lobes of the angular responses are well
separated, the sidelobes and the main lobes overlap.
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various sets of gratings. one would expect the w« ights
of the affected gratings to exhibit a sriall residual
error upon reconstruction. This variation in the
recorded weights should be present even as the
grating strength goes to zero because both the main
Bragg response of a particular grating and the overlap-
ping sidelobes of the other gratings scale in propor-
tion to each other as a function of grating strength.

One method of testing the assertion that sidelobe
overlap affects the reconstruction fidelity as described
above is to vary the thickness of the holographic
medium such that the degree of sidelobe overlap
among the various interconnection gratings is changed
{since the angular width of the diffraction response of
each grating is inversely proportional to the thick-
ness*%). If sidelobe overlap is present, one would
expect the limiting value of the rms fidelity error to
generally increase with decreasing thickness, and vice
versa. This behavior is exactly what we observe in
our simulations.

For the simultaneous and pagewise-sequential cases
shown in Fig. 11, the effect of sidelobe overlap is
apparent only at small grating strengths because the
cross gratings are the main source of fidelity error at
larger grating strengths. For the fully sequential
recording case with coherent readout, sidelobe over-
lap appears to be the dominant source of reconstruc-
tion error up to ~0.25 rad. As borne out by other
simulation results, the reconstruction ﬁdelity in this
regime can be further improved simply by increasing
the thickness of the holographic medium.

3. Scaling Trends

To examine how our modeling results scale with the
number of nodes in the interconnection system, we
also simulated a 4-to-4 single-source interconnection
architecture having a 4 X 4 weight matrix that is a
subset of the 10 x 10 weight matrix-used above. The
corresponding four input beams from x4 are used to
read out the interconnection system. Simulation
results for the rms fidelity error of the normalized
output vectors and the throughput for the 4-to4 case
are shown in Figs. 13(a) and 13(b), respectively, for
the simultaneous, pagewise-sequential, and fully se-
quential recording methods.

The overall performance characteristics noticed in
the 10-to-10 simuiations are also present in the 4-to4
results, in that the rms fidelity errors and through-
puts for the various cases show no jdentifiable trends
for scale-up from the 4-to-4 case to the 10-to-10 case.
As a specific example, the simulation results for the
relative behaviors of the pagewise-sequential and
simultaneous recording methods in the 4-to-4 case
are similar to the 10-to-10 results (see Fig. 13). The
rms fidelity error for the simultaneous recording
method in both cases increases rapidly as the grating
strength increases from zero. When the input-plane
cross gratings are removed (i.e., when pagewise-
sequential recording is used with R = 16 for the
4-to-4 case and R = 100 for the 10-to-10 case), neither
the fidelity nor the throughput improves significantly
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Fig. 13. Simulation results for a 4-to-4 single-source architecture.
Shown are (a) the rms fidelity error for various recording and
readout combinations and (b) the optical throughput for the
various recording and readout combinations. Clarification of the
legend {in (b), from top to bottom)] is as follows: simultaneous
recording method with coherent readout, pagewise-sequential re-
cording method with a beam splitter ratio of 16 and coherent
readout, pagewise-sequential recording method with a beam split-
ter ratio of 160 and coherent readout, fully sequential recording
with coherent readout, and fully sequential recording with incoher-
ent readout.

in either case. Increasing the strength of the desired
interconnections to approximately three times the
training-plane cross gratings (i.e., when pagewise-
sequential recording is used with B = 160 for the
4-to-4 case) reduces the fidelity error and significantly
increases the peak throughput, just as in the 10-to-10
case. In fact, the rms fidelity error is nearly the
same for both simulations at a grating strength
corresponding to the peak throughput in each case.
At the current level of simulation complexity it is not
yet clear whether this apparent insensitivity to the
dimensions of the interconnection system is general-
izable.

In addition to these similarities, there are a few
interesting differences among these particular 4-to-4
and 10-to-10 cases. For simultaneous recording the

4-to-4 case shows a significant drop in the rms fidelity

error at ~ 1.2 rad (which happens to correspond to
50% throughput). This result is weight-matrix and
input-vector dependent and cannot be relied on to
occur in general. Similar comments apply to the
observed drop in fidelity error for the R = 16 pagewise-
sequential recording case that occurs at grating
strengths in excess of 0.85 rad. Despite these differ-
ences, the general trends do not appear to be weight-
matrix and input-vector dependent.

Furthermore, as the grating strength goes to zero
the fidelity error for the 4-to-4 case [Fig. 13(a)] is the
same for all of the recording methods, as in the
10-to-10 cases. However, the actual value of the
error is somewhat smaller for the 10-to-10 results
than for the 4-to-4 simulations. This difference is
probably caused by the increased number of overlap-
ping sidelobes that affect a particular weighted inter-
connection in the 10-to-10 case. As the number of
overlapping sidelobes increases, their effect on the
interconnection fidelity may tend to decrease because
the sign of each sidelobe’s contribution to the weighted
interconnection can be either positive or negative,
depending on which particular sidelobe is accessed for
the off-Bragg grating. The contributions of a large
number of sidelobes may therefore tend to average to
zero. The implication is that the limiting fidelity
error that is due to sidelobe overlap should decrease as
the number of nodes in the interconnection architec-
ture increases (at least until some other limiting
phenomenon is reached). This should result in bet-
ter fidelity performance for the sequential recording
method for throughputs at which the fidelity is
limited by sidelobe overlap.

F. Single-Source Architecture Simulation Results:
Conclusions

Our simulation results show that, as expected, the
coherent-recording cross-talk gratings for simulta-
neous recording in a single-source architecture cause
a significant degradation in reconstruction fidelity for
reasonable throughputs. Pagewise-sequential re-
cording shows better fidelity and peak-throughput
performance than simultaneous recording if the beam
splitter ratio can be made large enough to overcome
the undesired strengthening of the training-plane
cross gratings, which is caused by the larger number
of exposures that they receive relative to the desired
interconnection gratings. Sequential recording yields
both high reconstruction fidelity and high optical
throughput, but at the cost of N2 — 1 more recording
steps than for the case of simultaneous recording.
Based on the considerations discussed in this pa-
per, an attractive method of implementing a single-
source architecture is to employ simultaneous record-
ing in a geometry that clearly separates the range of
spatial frequencies obtained for the desired intercon-
nection gratings from those obtained for the cross
gratings; and to use a holographic material that is
sensitive to the former range of spatial frequencies
and insensitive to the latter.'™? Of course this
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mes that high throughput is required in the
Itant interconnection system. No special re-
uirements are placed on the spatial-frequency sensi-
tivity of the holographic medium if low throughputs
re permissible. In this regime the simultancous
rding method yiclds the same fidelity perfor-
mance as the other recording methods. all of which
are limited by the amount of angular sidelobe averlap
hat is present.
Even if a single-source architecture is implemented
as described above, it has at least one remaining
haracteristic that detracts from its potential use in
‘mplemenmtions of large-scale weighted fan-out -
an-in interconnection systems. As mentioned in
Section 2.E, the density of pixels on the input and
ining planes is limited to a certain degree by
F'r:lting degeneracy. 3.3

5. Incoherent/Coherent Double Angularly Multiplexed
'ntefconnection Architecture

In this section we discuss the operation of the
incoherent/coherent double angularly multiplexed
itecture that we have proposed and investigated
ntly®-14 and compare its relative merits to those of
single-source architectures. Two configurations of
the . incoherent/coherent double angularly multi-
lexed architecture are presented: first, the full-
perture configuration®!* and second, the subholo-
gram configuration.!1121450  Both configurations
permit simultaneous recording of each training pair
ith significantly reduced coherent-recording cross
as compared with the single-source architecture.
In addition, readout is performed with mutually
incoherent beams such that, during operation, each
diffracted output is described by the usual neural-
network summation of Eq. (4) rather than the modi-
fied summation of Eq. (6). This is accomplished
without sacrificing the high throughput efficiency
that is typically associated only with fully coherent
systems, because both configurations avoid the pres-
ence of beam degeneracy. Furthermore, while grat-
.ing degeneracy is present in the full-aperture configu-
ration of the architecture, it can potentially be
eliminated by using the subhologram configuration
and therefore does not require subsampling of the
input and training planes.

The full-aperture configuration of the inco-
herent/coherent double angularly muitiplexed archi-
tecture is described in Section 5 A, and suuulation
results are discussed in Section 5.B. Operation of
the subhologram configuration of the architecture is
discussed in Section 5.C, and simulation results
follow in Section 5.D. Section 5.E provides a compar-
ison of the two configurations.

Double Angularly Multiplexed Architecture: Operation

A schematic diagram for one layer of the full-aperture
configuration of the incoherent/coherent double an-
gularly multiplexed architecture is shown in Fig.
141a). The architecture has three key components:

'A. Full-Aperture Configuration of the tncoherent/Coherent
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(a)

(c)
Fig. 14. Schematic diagram of the full-aperture configuration of
the incoherent/coherent double angularly multiplexed architec-
ture showing (a) general layout, (b) recording, and (c) reconstruction.
M, and M; are mirrors; L;~Ls are lenses; BS1 is a second beam
splitter.

(1) a 2-D array of individually coherent but mutually
incoherent sources; (2) optoelectronic neuron-unit
arrays that integrate the functions of light detection,
neuron-unit nonlinear response, and optical modula-
tion for each pixel (these arrays are denoted as SLM,
and SLM,); and (3) the volume holographic intercon-
nection medium. In this section, we briefly review
the interconnection method used in the architecture.
Additional details are provided in Refs. 12 and 13.
The process of recording a set of interconnections is
illustrated in Fig 14(b). Assume for the moment
that a single pair of training vectors [x""' 5] is to be
recorded. Light from each source S;is split into two




‘opticalpaths. In the upper path each beam is colli-
mated and illuminates the full aperture of the train-
ing plane (SLM,). Each beam therzfore reads out
the training vector 8=' that is present on SLM, (each
of these beams is referred to herein as a $=' beam).
The collimated beims deriving from the full set of
sources propagate at different angles through the
training plane. In the lower path the source array is
imaged onto the input plane (SLM,) such that light
from each source illuminates only one corresponding
pixel. A collimating lens converts the beams emerg-
ing from the pixels of SLM, to a set of angularly
distinct collimated beams that illuminate the full
aperture of the volume holographic medium.

As a result of the individually coherent but mutu-
ally incoherent nature of the sources in the source
array, interconnection gratings are formed only be-
tween each x{™' and the corresponding 8™ beam with
which it is ‘mutually coherent. This permits the
simultaneous recording of a set of angularly multi-
plexed holograms in which each hologram is formed
by the interference of an angularly distinct reference
beam x{™' with a second angularly distinct beam (from
source S;) bearing the image 3. The full set of
image-bearing beams (["™)],] that derives from all of
the sources in the source array {S;} and that encodes
the contents of SLM, is also angularly mulitiplexed.
Hence we describe this architecture as double angu-
larly multiplexed.'3

Similar to the case of simultaneous recording in a
single-source architecture, the incoherent/coherent
double angularly multiplexed architecture requires
only one exposure to record each training pair
[xt=, 5] which is accomplished by turning on all of
the sources in the source array -simultaneously.
Since mutually incoherent beams are used to read ou
the pixels of SLM,, no coherent-recording cross-talk
gratings among the input-plane pixels are formed.
Similarly, cross gratings among the separate beams
encoded with 8™ do not occur. The only cross
gratings that can form in the holographic medium
result from overlaps among adjacent diffracted compo-
nents §; within each 3 beam in the Fresnel regime.
Depending on the size of the pixels and the distance
between SLM, and the holographic medium, these
cross gratings connect any single pixel only to those in
some local neighborhood of the pixel. The effects of
such local cross talk can be minimized by adjusting
the beam splitter ratio R. This interconnection sys-
tem therefore permits simultaneous recording of
each training pair while minimizing the effects of
coherent-recording cross talk.

As illustrated in Fig. 14(c), readout is performed
using the lower optical path (with all of the sources
turned on simultaneously). The volume holographic
optical element, or VHOE, performs the requisite set
of weighted fan-outs, while the imaging lens following
the VHOE performs an optical fan-in operation by
imaging the diffracted beams onto the pixels of the
output plane. The angularly distinct set of colli-
mated beams that illuminated SL.M, during recording

is therefore reconstructed by the VHOE: after pass-
ing through the lens, the beams form a re al image in
the output plane, which is conjugate t¢ the SLM,
plane. The net result is that a fan-in of angularly
distinct incoherent beams is performed at each node
in the output plane. As long as the angular spread is
sufficiently large, an incoherent fan-in can be per-
formed without incurring the usual fan-in loss associ-
ated with a collinear incoherent fan-in. If we use
appropriate optical elements (depending on the partic-
ular neural-network model being implemented), the
output plane shown in Fig. 14(c) may be coincident
with the input side of SLM, itself [as shown in Fig.
14(a)], with SLM,, with the input SLM of the next
layer, or with any combination thereof.

B. Full-Aperture Configuration of the Incoherent/Coherent
Double Angularly Multiplexed Architecture: Simulation

The optical beam propagation method was used to
analyze the fidelity and throughput performance of
the full-aperture configuration of the incoher-
ent/coherent double angularly multiplexed architec-
ture by simulating a 10-to-10 interconnection system
in which the same weight matrix was recorded as
above for the single-source architecture and in which
the same input vector x4 was used for readout.
In all such simulations, readout was performed using
mutually incoherent beams.

To facilitate direct comparison with the single-
source architecture simulations, we assume that the
same holographic medium characteristics (linear ma-
terial with a thickness of 4.5 mm and a refractive
index of 2.52) and the same operating wavelength
0.514 um) are used. The separation of the sources
in the source array is the same as the pixel separation
in SLM, and SLM,, which is 257 um. Instead of
using two lenses to image the source array onto SLM,
[lenses L, and L, in Fig. 14(a)], we use a single lens
only, which is separated by twice its focal length from
both the source array and SLM,. The focal lengths
of lenses L, and L, are assumed to be 50 mm. The
separation between SLM, and the holographic me-
dium is also assumed to be 50 mm. The beam
splitter ratio R is unity.

Given the above parameters, light passing through
each pixel of SLM, spreads approximately 200 pm
laterally in propagating to the holographic medium
because of diffraction. Since this 1s less than one
pixel width, we assume for simplicity that geometrical
optics adequately describes the propagation of light
from SLM, to the holographic medium. Our model
thus does not consider the effects of any diffraction-
induced local-neighborhood cross gratings that may
be present. Instead, each beam that reads out SLM,
[referred to as a 3™ beam above] is assumed to
propagate essentially unchanged to the holographic
medium, forming an exact (rather than an approxi-
mate) image of SLM, on its front face. The interfer-
ence of each 8 beam with light from its associated
x,"" pixel in SLM, therefore results in ten (for a
10-to-10 interconnection) distinct grating regions in
© APPLIED OPTICS  145:
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the ic medium. In each distinct region the
resulting interconnection grating pattern has 1 differ-
ent amplitude, proportional to |£~'5"')' ? for . single
training pair, while the grating periods and slant
angles are the same for all ten regions that derive
from source S,.

For the parameters assumed above for the source
and pixel separations, for the focal length of L,, and
for the scparation between SLM, and the holographic
medium, each 8! beam is shifted by one pixel from
angularly adjacent ™' beams on the face of the
hologram. The net result is 19 separate regions in
the holographic medium, with between 1 and 10
gratings multiplexed in each region. The 2-D formu-
lation of the BPM discussed in Section 3.3 was used to
simulate readout of each distinct region.

Simulation results for the diffracted outputs of the
full-aperture configuration of the incoherent /coherent
double angularly muyltiplexed architecture are shown
in Fig. 15 as a function of the grating strength of the
largest interconnection grating. The rms fidelity
error and throughput are shown in Fig. 16; despite
readout by a set of mutually incoherent beams, the
peak throughput is nearly 95%.

As in our fidelity analysis of the single-source
architecture, the functional dependence of each weight
on its corresponding grating strength determines the
ideal input/output proportionality factor that must
be known for comparison with the actual input/output
characteristics of the system. For holographic inter-
connection systems the ideal input/output relation-
ship is based on the underlying physics of the diffrac-
tion process used in the system.

For example, direct application of the weight rela-
tionship expressed in Rel. (29) for a single-source
architecture to the fidelity analysis of the full-
aperture configuration of the incoherent/coherent
double angularly multiplexed architecture suggests
the presence of significant fidelity errors, as illus-
trated in Figs. 15(c)and 16(a). Although the percent-
age errors in Fig. 15(c) are small for low throughput,
they become quite large (up to 85%) at the peak
throughput. Similar behavior is observed for the
rms fidelity error in Fig. 16(a) (solid curve).

The reason for the apparent lack of fidelity is that
Rel. (29) does not adequately describe the physics
behind the diffraction process used in the full-
aperture configuration. In this case each grating in
a given region of the holographic material is com-
pletely independent of the other interconnection grat-
ings in that region, except for effects such as angular
sidelobe overlap. We therefore assume that the dif-
fraction efficiency of any particular grating is given by
sin?(v;;/2), in which v;; is the strength of this grating.*®
On this basis the corresponding weight relationship
for the full-aperture configuration of the architecture
{for multiple training pairs} is

W, x sin?[vj'/2], (36)
in which u,‘-j‘” is given by Eq. (24).

Comparison of the diffracted outputs obtained from
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Fig. 15. Simulation results for the 10-to-10 incoherent/coherent
double angularly multiplexed architecture (full-aperture configura-
tion) for readout with mutually incoherent beams. Shown as
functions of the grating strength of the largest grating are (a) the
diffracted outputs, (b) the ratios of the diffracted outputs, (c) the
percentage error using Rel. (28) for the dependence of each weight
on grating strength, and (d) the percentage error using Rel. (36) for
the dependence of each weight on grating strength.

the BPM simulations to the ideal outputs calculated
using Rel. (36) {as shown in Figs. 15(d) and 16(a))
yields much better measured fidelity performance.
The actual diffracted outputs from the holographic
medium are of course not changed; rather, the metric
against which they are compared is related more
closely to the underlying diffraction behavior of the
interconnection system. The weight definition of
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Fig. 16. Simulation results for the 10-to-10 incoherent/coherent
double angularly multiplexed architecture (full-aperture configura-
tion). Shown are (a) the rms fidelity error for two different
functional dependencies of the weights on the grating strength and
(b) the optical throughput.

Rel. (36) as compared with that of Rel. (29) implies a
different functional form for the weight-update rela-
tionship in an adaptive system. The effect of this
altered functional form on the performance of learn-
ing algorithms is currently unknown. We conjec-
ture that, given a physical implementation with
limited dynamic range for each weight, the soft-
limiting characteristic provided by the sin? function
may prove to be in some respects preferable to a
hard-clipping saturation characteristic.

As shown in Fig. 15(d}, the percentage errors of the
ratios of the diffracted outputs obtained using the
sin? weight relationship are very close to zero for
throughputs up to and including the peak throughput
of 95%. This result shows that the principal source
of error in this configuration indeed derives from the
metric rather than from some source of cross talk.
The comparison of the two metrics is illustrated
clearly in Fig. 16(a), in which the rms fidelity errors
are plotted on a log scale. The rms fidelity error for
the sin? metric is relatively flat between 0 and 4 rad of

grating strength (at which the peak throughput oc-
curs) and does not go to zero as v — 0.  The principal
reason for the nonzero fidelity error throughout this
region appears to be overlap of the angular sidelobes
of the gratings multiplexed in each region of the
hologram. Increasing the number of interconnec-
tion nodes in the incoherent,/coherent double angu-
larly multiplexed architecture should lower this level
of error by averaging out the contributions of an
increased number of sidelobes, as discussed in Section
4E3.

For the 10-to-10 interconnection system analyzed,
the rms fidelity error shown in Fig. 16(a) with a
weight relationship given by Rel. (36) is dramatically
smaller than for the sequentially recorded single-
source architecture using either mutually coherent or
incoherent readout beams. For example, at the grat-
ing strengths corresponding to peak throughput, the
error for the incoherent/coherent double angularly
muitiplexed architecture is more than an order of
magnitude lower than that for the sequentially re-
corded case of the single-source architecture.

For completeness we applied the weight relation-
ship of Rel. (36) to the fidelity analysis of the single-
source architecture and found that the fidelity errors
were essentially the same as shown in Fig. 11. This
result is not surprising, because in the single-source
architecture the grating strength of each individual
grating is small (0.4 rad for the largest interconnec-
tion grating at the peak throughput), and Rel. (36)
reduces to Rel. (29) for small v/, '

In certain volume holograpﬂic media, such as pho-
torefractive crystals, the presence of many overlap-
ping incoherent beams in the full-aperture configura-
tion of the incoherent/coherent double angularly
multiplexed architecture results in a small modula-
tion depth for each pair of recording beams, which in
turn significantly reduces the achievable optical
throughput.i? This problem may be avoided by us-
ing the subhologram configuration of the incoherent—
coherent double angularly multiplexed architecture,
which is discussed in Section 5.C.

Furthermore, as mentioned in the beginning of
Section 5, the full-aperture configuration of the inco-
herent—coherent double angularly multiplexed archi-
tecture is additionally subject to the effects of grating
degeneracy. By modifying the architecture slightly
to realize the subhologram configuration, we can
potentially avoid this source of cross talk without
using fractal sampling grids. The trade-off, how-
ever, is permitting the presence of additional cross
gratings. As discussed below, these can in turn be
minimized by adjusting the beam splitter ratio.

C. Subhologram Configuration of the
Incoherent/Coherent Double Angularly Multiplexed
Architecture:  Operation

As shown in Fig. 17, the subhologram configuration
of the double angularly multiplexed architecture can
be created by inserting an additional lens (L;) be-
tween SLM, and the holographic medium. The lens
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ig. 17. Schematic diagram of the subhologram configuration of
he incoherent/coherent double angularly multiplexed architec-

are.
-

; positioned at a distance of one focal length from the
aedium such that it performs a Fourier transform of
he beams emerging from SLM, (this corresponds to
eimaging the source array onto the medium). In
ddition, lens L; is adjusted to unage SLM, onto the
aedium, which also effectively reimages the source
rray instead of collimating the light from each pixel
n SLM, as in the full-aperture configuration of the
rchitecture.

The optical system is designed such that the images
f the source array through the upper and lower
aths of the architecture are in registry at the
olographic medium so that spatially distinct holo-
rams (i.e., subholograms) are formed across the face
f the medium (as shown schematically in Fig. 18).
‘o understand the nature of each subhologram, letus
scus on only one source S; that is Lmaged onto the
ologram through both paths The image of S;
hrough the upper path contains the Fourier trans-
>rm of the image of 8! that is on SLM,, while the
nage of S; through the lower path has an intensity
roportlonal to x{™. The interference between the
wo beams creates weighted interconnections be-
ween the jth pixel in the input plane and all of the
raining-plane pixels. However, interference among

\— Holographic Materia!

g 18. Schematic diagram of a subhologram array.
slogram is shown as spatially separate in this case.

Each sub-
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the components of the Fourier t-ansform of &=
causes cross gratings that form intraplanar connec-
tions among the training-plane pixels. By adjusting
the beam splitter ratio R, we can decrease the magni-
tude of these cross gratings relative to the desired
interconnection gratings.

Each of the subholograms connects a single pixel in
the input plane to all of the pixels in the training
plane and thus performs a 1-to-N weighted fan-out
upon reconstruction. As in the full-aperture config-
uration of the architecture, an imaging lens is used
after the holographic medium [shown as Ls in Fig.
14(a)] to perform the fan-in to each node in the output
plane. The subholograms in general will at least
partially overlap within the volume holographic me-
dium, depending on the focal lengths of the lenses and
the spacings of the pixels and of the sources.
However, this spatial overlap does not cause addi-
tional cross gratings to form during simultaneous
exposure of the set of subholograms because the
sources are mutually incoherent. During recording,
all of the sources are turned on simultaneously such
that the recording of M training pairs requires only M
exposures, just as in the full-aperture configuration
of the architecture. Full illumination of both SLM
apertures is accomplished with the entire source
array on, which provides effident power transfer to
the holographic medium during each exposure.

In Section 5.D we discuss simulation results and
scaling trends for the subhologram configuration of
the double angularly multiplexed architecture.

D. Subhologram Configuration of the
Incoherent/Coherent Double Angularty Muluplexed
Architecture: Simulation

In order to determine the relationship between an
individual weight and the strength of its associated
grating within the subhologram configuration of the
incoherent—coherent double angularly multiplexed
architecture, we use the fact that each spatially
segregated subhologram implements an independent
1-to-N fan-out. As discussed in Section 3.B, an
analytical solution for the diffraction efficiency of a
1-to-N weighted fan-out has been obtained using
coupled-wave theory under the assumption that no
cross gratings are present.3¥ The net result is that
the weights and grating strengths for the subholo-
gram configuration of the incoherent/coherent dou-
ble angularly multiplexed architecture are related by
(in our notation)

VV « [U(M 2 (37)
which is the same as Rel. (29) for the single-source
architecture. The fidelity analysis presented in this
section is based on the use of Rel. (37) to compute the
ideal input/output characteristics of the subholo-
gram configuration.

For the simulations discussed in this section, the
weight matrix and the readout vector used are the
same as those described in Section 3.C.3. Also, the
parameters of the optical components are chosen to




be thle same as for the full-aperture configurstion of
the architecture, except that the focal length « f L, is
25 mm, that of L, is 100 mm, and that of L¢ is 50 mm.
For the purposes of our modeling, the resultant
subholograms ( ~ 500 um in diameter, set on 500-u n
centers) ¢ re considered to be fully separated, and the
pixels in the training plane are treated as point
sources. The optical beam propagation method was
used to model the readout of each subhologram.
Simulation results are shown in Figs. 19 and 20.
In Fig. 19 the individual diffracted outputs are com-
puted for a beam splitter ratio R of 100. The
horizontal axis, as above, refers to the grating strength
of the largest interconnection grating in the holo-
graphic medium. The ratio percentage errors in Fig.
19(c) are not much different than those shown in Fig.
8(c) for sequential recording in the single-source
architecture. For example, at the peak throughput
of over 95% [a$ shown in Fig. 20(b)] the largest ratio
error for the subhologram configuration of the
incoherent/coherent double angularly multiplexed
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diffracted outputs, {b) the ratios of the diffracted outputs, and
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Fig. 20. (a) The rms fidelity error and (b) the throughput for

various beam splitt=r ratios in the 10-to-10 incoherent—coherent
double angulariy multiplexed architecture (subhologram con-
figuration). When R = 100, the fidelity error and throughput
approach the case for which there are no cross gratings. Readout
is performed with mutually incoherent beams.

architecture (with R = 100) is 25%; at 10% through-
put, the largest ratio error is only 4%.

The rms fidelity error for the subhologram configu-
ration is shown in Fig. 20(a) for several values of the
beam splitter ratio, and the corresponding through-
puts are shown in Fig. 20(b). When the beam split-
ter ratio is unity (i.e., when the cross gratings have
the same relative amplitudes as the desired intercon-
nection gratings), the cross gratings cause large fidel-
ity errors except in the limit of low throughput
(similar to the results obtained for the single-source
architecture). As the relative magnitudes of the
cross gratings decrease with increasing beam splitter
ratios, the fidelity and throughput both improve.
For comparison, a case is also shown for which no
cross gratings are present. In all cases, the fidelity
error asymptotically approaches zero with decreasing
grating strength because angular sidelobe overlap
that might affect the desired interconnections does
not occur in the subhologram configuration.
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In ordef to examine how thes~ results scale with
e .umber of interconnection nodes in the training
d input planes, we simulated a 4-to-4 interconnec-
'n system using the same weight matrix and read-
it vector as in the single-source architecture 4-to-4
nulations. The fidelity error and throu aput re-
Its are shown in Fig. 21 for th. same beam splitter
Lios as shown in Fig. 20. For R = 100 neither the
lelity nor the throughput seems to differ signifi-
ntly between the 10-to-10 and the 4-to-4 results.
ir the case R = 1, however, substantial improve-
ent in both fidelity and throughput is observed in
aling up to the 10-to-10 interconnection system
ym the 4-to-4 system (except at small grating
rengths).

Discussion of the incoherent/Coherent Double
gularty Multiplexed Architecture Configurations

ir simulations demonstrate the ability of the
soherent/coherent double angularly multiplexed
chitecture to obtain high optical throughput (at
ist for linear holographic materials) when mutually
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Comparison with Fig. 20 indicates how fidelity and through-
rariations scale with the number of interconnection nodes.
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incoherent beams are used during readout of the
holographic interconnections. By avoiding beam de-
generacy in both configurations of the architecture,
we can circumvent the usual incoherent fan-in loss
found in the single-source architecture.

Our simulation results (presented in Section 5.B)
further demonstrate that high reconstruction fidelity
is achievable in the full-aperture configuration of the
incoherent/coherent double angularly multiplexed
architecture for a fidelity metric based on the diffrac-
tion properties of its interconnection system. As
noted above, grating degeneracy is present in the
full-aperture configuration such that fractal sam-
pling grids may be required in certain applications.
By contrast, the subhologram configuration of the
architecture avoids the presence o: grating degener-
acy, which may permit an increased interconnection
density for a given physical system volume relative to
hoth the full-aperture configuration of the incoher-
ent/coherent double angularly multiplexed architec-
ture and the single-source architecture. However,
the subhologram configuration involves a fundamen-
tal trade-off between reconstruction fidelity and the
beam splitter ratio resulting from the presence of
cross gratings that are not present in the full-
aperture configuration. .

An important aspect of the subhologram configura-
tion is the incorporation of both spatial and angular
multiplexing in the holographic medium to obtain
independence of the interconnection gratings. In
the limiting case of complete spatial separation of the
subholograms, only spatial multiplexing is used.
In this case, a thin holographic material could in
principle be used in the interconnection system.
However, since large numbers of interconnections
(108-1019) are anticipated for photonic neura! .et-
works, space-bandwidth limitations will in general
necessitate some degree of subhologram overlap in
order for compact system implementations to be
realized. In this case, the independence of the inter-
connection gratings with nonnegligible subhologram
overlap necessitates angular (or wavelength) multi-
plexing to achieve Bragg isolation, which in turn
requires the use of a thick holographic medium.
The set of overlapping subhologram configurations
spans the continuum between the full-aperture and
full-subhologram configurations and as such may
yield an optimum compromise between these two
extremes. In fact, the optimal degree of subholn-
gram overlap may well prove to be material depen-
dent.

6. Comparison of Holographic interconnection
Techniques

In this section we compare and contrast the full-
aperture and subhologram configurations of the
incoherent/coherent double angularly multiplexed
arrhitecture with the single-source architecture con-
figured using different recording methods.

The fidelity and throughput performance of the
single-source architecture and of both configurations




e |

. of the in :oherent/coherent double angularly multi-
plexed architecture are summarized in Fig. 22, in
which the rms fidelity errors for the 10-to-10 simula-
tions are shown as a function of optical throughput
instead of grating strength. For each curve in the
figure the right-hand end point represents the peak
throughput achieved in the simulation for the partic-
ular interconnection architecture and recording
method to which that curve corresponds.

As a result of the effects of cross gratings, use of the
simultaneous recording method in the single-source
architecture yields both poor reconstruction fidelity
and a peak throughput of 50% (for the case simulated).
For a beam splitter ratio of 100 (the same as shown
for the subhologram configuration of the inco-
herent/coherent double angularly multiplexed archi-
tecture) the pagewise-sequential recording method
does not yield significant performance improvement.
As mentioned ip Section 4.8, a serious drawback fo.
the use of this recording method is that the beam
splitter ratio required for a given level of fidelity error
increases quadratically with the number of nodes in
the interconnection system. When all of the cross
gratings are eliminated in the single-source architec-
ture by using a sequential recording technique, both
high throughput and good reconstruction fidelity are
achievable.

As the pagewise-sequential and fully sequential
recording methods within the single-source architec-
ture require a significantly larger number of exposure
steps per training pair and greater hardware complex-
ity than the simultaneous recording method, they are
potentially less attractive options for implementation
of large-scale adaptive neural-network systems.
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Fig. 22. Rms error as a function of the throughput for the

single-source interconnection architecture (parameterized by re-
cording method) and for the two configurations of the inco-
herent/coherent double angularly multiplexed architecture. In
all cases, the single-source architecture is read out with mutually
coherent beams and the incoherent/coherent double angularty
multiplexed architecture is read out with mutually incoherent
beams. The curve for the full-aperture configuration of the
incoherent /coherent double angularly multiplexed architecture
lies almost directly on the horizontal axis.

Alternatively, 'simultaneous recording in a single-
source architecture suffers from a lack of reconstruc-
tion fidelity for significant optical throughput. If
low throughput is tolerable in a given computational
architecture, or if the effects of the cross gratings can
be minimized by using the spatial-frequency-sensi-
tive properties of a particular holographic material, a
single-source architecture with mutually coherent
readout beams and an appropriate fractal sampling
grid becomes a viable option.

As illustrated in Fig. 22, both configurations of the
incoherent /coherent double angularly multiplexed
architecture can achieve both high fidelity and high
optical throughput while using simultaneous record-
ing (with a large enough beam splitter ratio in the
case of the subhologram configuration). High opti-
cal throughput proves to be obtainable (in a linear
holographic medium) despite the use of mutually
incoherent readout beams because each configuration
avoids the presence of beam degeneracy.

In addition to providing for linear summation of
the diffracted output intensities, readout with mutu-
ally incoherent beams in the incoherent/coherent
double angularly multiplexed architecture avoids (dur-
ing operation, not training) the rigid optical phase
stability requirements needed in a single-source archi-
tecture that is read out with mutually coherent
beams. This feature reduces the degree of vibration
isolation required and hence increases the practical-
ity of operating a trained photonic neural network in
an industrial or field environment.

A further advantage of the incoherent/coherent
double angularly multiplexed architecture is that the
intercornection gratings in the volume holographic
medium can be copied into a second volume holo-
graphic recording medium in a single recording step.5!
For example, the full set of interconnections that are
learned in a primary adaptive system can easily be
reproduced in any number of secondary permanent
holographic media for operational use. In contrast,
direct single-step copying of an interconnection pat-
tern within the single-source architecture is not
possible without sacrificing either interconnection
fidelity or optical throughput. Instead, it appears
that at least N (if not N2) exposure steps are required
for duplication of an N-to-N interconnection system
within a single-source architecture.

As mentioned in Section 5.E, greater interconnec-
tion densities may be achievable if grating degeneracy
(and hence the use of fractal sampling grids) can be
avoided. Of the interconnection techniques dis-
cussed herein, only the subhologram configuration of
the incoherent/coherent double angularly multi-
plexed architecture offers the potential of avoiding
the presence of grating degeneracy.

In this paper we have quantitatively evaluated the
performance characteristics of the incoherent:
coherent double angularly multiplexed architecture
(based on the use of an array of individually coherent
but mutually incoherent sources) for highly multi-
plexed volume holographic interconnection ap-
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plication's.* In addition. we have quantitatively eval-

uated the directly comparable performance character-

istics of conventional single-source architectures.
> As discussed below, there are several clear directions
«afor continuing research.

7. Future Research Directions

n this study we have performed a detailed compari-
E} of a number of holographic interconnection archi-
tures that can be used to implement weighted
interconnections with a high degree of fan-out and
an-in. For the most part, this comparison has been
ade on the basis of interconnection pathway indepen-
dence (lack of cross talk) and insertion loss (optical
throughput efficiency). For the neural-network ap-
lication in particular, it would be of considerable
nterest to determine the appropriate levels of inter-
channel isolation antl insertion loss permissible in the
ntext of particular learning models without compro-
Eising overall system performance. In other v ords,
what degree are certain neural-network models
sensitive (or insensitive) to these effects, if werely to a
ter or lesser extent on the learning capacity of the
etwork to obviate the necessity for ideal interconnec-
tion behavior? Preliminary experimental and theo-
retical studies suggest the ability of some learning
gorithms to overcome a certain degree of cross talk
the interconnection system,553 but a more compre-
hensive study of this issue is necessary.
The simulation studies presented herein should be
xpanded to evaluate the additional limitations im-
sed by the effects of self-diffraction among the
recording beams, grating erasure, exposure schedul-
' @ing, finite pixel size, and finite range of grating-
| ength modulation on both reconstruction fidelity
! and throughput, particularly as the number of inter-
connections is increased. Significantly increasing
he number of interconnection nodes considered in
his analysis will enable scaling trends for the relative
errors of each architecture to be further identified
d compared. Inclusion of the grating recording
" [Eharacteristics of photorefractive media in the holo-
| aphic-recording model will permit the effects of
material nonlinearities to be determined and the
‘ tility of these materials for the implementation of
Idaptive photonic neural networks to be evaluated.
urthermore, extension of the BPM simulations to
three dimensions will permit verification of the trends
bserved using a two-dimensional model and will also
ermit direct investigation of grating-degeneracy ef-
fects.
In addition to further modeling studies, previous
kboratory work that has confirmed the basic features
f the incoherent/coherent double angularly multi-
plexed architecture!? can be expanded to include a
ore detailed study of various implementation is-
!;‘xes, particularly as applied to photorefractive media.
uch issues include the quantitative comparison of
experimentally determined fidelity errors and optical
hroughput losses with simulation results; the effects
fscale-up in the number of nodes on interconnection

lasa APPLIED OPTICS / Vol 32, No. 8 / 10 March 1993

performance; the effects of su +hologram overlap and
the beam splitter ratio on reconstructicn fidelity and
throughput; and continued device development that
will permit the eventual integration of mutually
compatible source arrays, neuron-unit arrays, and
volume holographic media into a practical system.
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