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Two-phase flow interior ballistic codes, both one-dimensional and two-dimensional, have been developed over the last 20 years for the purpose of modeling the behavior of solid propellant gun propulsion systems. These codes have proven useful for explaining charge malfunctions and for studying possible remedies. Over the years, these codes have become increasingly elaborate as more complex designs have been addressed and also as the depth of simulation has increased. However, charge designs involving liquid propellant or electrothermal-chemical propulsion remain largely outside the scope of the solid propellant codes and a number of separate codes have been developed for the simulation of these alternative propulsion schemes.

As we look to the future, it is evident that the next generation of interior ballistic models will be required to address three-dimensional details of the flow inside the gun. Such models will be expensive to develop and it is, therefore, of great interest to assess the extent to which a single code can be formulated to treat all foreseeable propulsion schemes.

In this report, we review the physical problems of current interest, as well as those anticipated in the foreseeable future. We review the models currently available to address these processes. We then discuss the architecture of a possible next-generation code. This discussion addresses the formulation of the equations, the choice of solution algorithms, and the implications of the current trend toward massively parallel computing.
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1. INTRODUCTION

There are many aspects to propelling charge design. The central problem, as it is called by Corner [1], is the determination of the maximum pressure in the gun and the muzzle velocity of the projectile. But other issues of great importance include: (a) the heat transfer to the tube which controls thermal erosion, or the rate of wear, as well as the safe rate of fire; (b) movable and/or permeable boundaries added to the standard long-tube chamber configuration; and (c) the blast and possible secondary combustion processes which occur after the projectile leaves the gun and which impact both safety and exposure to detection. The focus here is on the central problem extended to mean the determination of the distributed pressure field in a gun as influenced by minute details of the distribution of energy release. In particular, we are interested in the degree to which all presently considered gun propulsion schemes can be modeled in three-dimensional detail by a single code. Such a code would necessarily subsume all the capabilities of the several codes presently used to model a variety of propulsion schemes and is referred to as a next-generation code. While the focus is on the central problem, we will comment on the relevance of such a code in the general area of heat transfer. We will also note instances in which existing codes have capabilities relative to the simulation of muzzle blast.

It was recognized quite early by experimentalists that the pressure field in a gun chamber could exhibit oscillations or wave structure [2,3]. Moreover, the influence of the distribution of the propellant and its manner of ignition was appreciated by these pioneers. However, whereas Hedden and Nance [3] argued that the presence of pressure waves was essentially benign, the review by Budka and Knapton [4] emphasized the pervasiveness with which gun charge malfunctions were associated with the presence of such waves. The question of the acceptability of pressure waves in solid propellant guns is discussed in some detail by May and Horst [5] who also examine the relationship between various details of charge design and the formation of such waves.

The earliest digital simulations of gun interior ballistics were based on a lumped-parameter formulation and, therefore, were unable to analyze the structure of the pressure field and the influence of charge configuration [6]. Nevertheless, such codes are of great utility and remain in widespread use today more than 30 years after their initial development. By the early 1970s, interest developed in the formulation of one-dimensional two-phase flow models of solid-phase interior ballistics. A variety of stimuli combined
with the availability of increased computer resources to precipitate the formulation of several
codes [7,8,9,10]. The code written by Gough and Zwarts [8] has remained under continuous development
through the present date and is now applicable to a wide variety of solid propellant configurations [11].

The last 20 years have seen increased attention to alternatives to solid propellants. Liquid propellants
have long been of interest because of their low cost and logistical advantages [12]. More recently, interest
has developed in electrothermal guns in which an external energy supply circumvents the energy density
limitations inherent in chemical propellants [13]. These alternative concepts have resulted in the
development of many codes of varying levels of sophistication.

The situation today is such that separate codes are used to analyze different types of propulsion
schemes. Two-dimensional capabilities exist for the modeling of many designs and, in some cases, three-
dimensional schemes are available. But no single code is able to address all types of gun propulsion
systems and limitations exist even in respect to the specific categories addressed by certain of the codes.
In this report, we review the various types of propulsion systems which are of current interest. We discuss
the current modeling capability with respect to each of them. We then identify a system of equations
capable of treating all the configurations in a unified model and discuss an appropriate method of solution.

Present-day two-dimensional simulations of gun propelling charges of all types require about 1 hour
of CPU time on a CRAY supercomputer. Three-dimensional calculations may be expected to require one
to two orders of magnitude more computer resources. Further demands may be imposed if complex
chemical schemes are to be modeled. At the present time, it is likely that gains of two to three orders of
magnitude in computer speed will only be obtained with massively parallel computer architectures.
Accordingly, our discussion of the next-generation code reflects the implications of such emerging systems
insofar as the choice of solution algorithm is concerned.

2. PROPELLING CHARGE CONFIGURATIONS

Figure 1 illustrates a bag charge of granular propellent for the 155-mm howitzer. The charge consists
of a number of randomly packed grains whose individual shapes are regular and precisely formed. The
charge shown contains about 1,000 such grains each of which is a right circular cylinder containing seven
perforations. The grains are packed around a nitrocellulose tube. The tube contains a centercore of black
powder which is an important element of the ignition train. The charge is contained in a cloth bag which
embeds other system components. A basepad igniter is attached at the rear. A bag of flash suppressant is attached at the front. Wear-reducing additives and a lead foil decoppering agent are embedded in the forward part of the exterior. The charge is, therefore, initially confined in a container whose surface properties, particularly permeability, vary from point to point. The charge is subcaliber and, when loaded, sits on the bottom surface of the tube. Ullage is present behind the charge, in front of it and around it. The initial configuration is clearly three-dimensional, although not strongly so.

The basepad is ignited by a discharge from a spithole in the breech. The combustion products of the basepad are intended to flow into the centercore which, ideally, should then ignite over its length. Subsequently, the ideal situation involves the axially uniform ignition of the main charge by the radial convection of the centercore combustion products. In practice this goal is not realized. The combustion products of the basepad may partially penetrate the bag and ignite the main charge independently of the centerline stimulus. Combustion products are also free to flow through the ullage at the rear of the charge, thence around the charge, and possibly into the forward region of ullage. Depending on the permeability of the bag, these combustion products may induce ignition in any number of ways. Evidently, there is a strong coupling of the details of ullage distribution, igniter stimulus, and container properties.
Figure 2 illustrates a second type of artillery charge. The unicharge represents an approach to covering all firing zones with varying numbers of identical increments, one of which is illustrated in the figure. In contrast to the bag charge, the unicharge increment is contained in a relatively stiff container whose structural properties may influence the path of flamespreading. Moreover, as we have noted, several such increments will normally be present.

Figure 3 illustrates two types of propelling charges that are under current consideration for the 120-mm tank gun. In both cases, we note the presence of a combustible cartridge case, which conforms to the tube; and a projectile afterbody, which extends into the combustion chamber. The afterbody also has fins which contribute three-dimensional details to the configuration. We also note, in both cases, the presence of an interface between the increments. The first design consists of two increments of slotted stick propellant; the second, of granular propellant. A stick propellant bed is clearly different from a granular charge in that its structure is more regular. Axial permeability is high. The sticks considered in this case have a central perforation. The slot allows gas, due to combustion in the perforation, to flow freely to the exterior of the grains. It should be noted, however, that some stick charges are unslotted.
In such charges, combustion in the perforations can proceed at a different rate from that on the exterior surfaces. The flow in the perforations is coupled to that in the exterior only at the ends of the sticks. In some cases, the efflux from the perforations can choke, at which point the interior flow becomes independent of the exterior. Pressure differences can lead to rupture of the sticks.

Figure 4 illustrates a completely different propulsion scheme, namely, a current design of a Regenerative Liquid Propellant Gun (RLPG). In this system, an injection piston moves rearward relative to a control piston which is also mobile. The relative motion causes liquid propellant in the reservoir to be injected in the form of a jet into the combustion chamber. Although the pressure in the reservoir must necessarily exceed that in the combustion chamber, rearward motion of the injection piston is assured by a differential in the surface area exposed on either side.

The mechanical complexity of the RLPG represents an engineering tradeoff which allows control over the combustion rate of the liquid propellant to a degree comparable to that obtained with the geometrically regular solid propellant grains. In spite of the mechanical compensation, the combustion processes in the RLPG remain dependent on the details of the disintegration of the jet of injected propellant. High-frequency oscillations have been observed in the pressure histories of such designs.
Figure 4. A regenerative liquid propellant gun design.

Although Figure 4 illustrates an axisymmetric configuration, three-dimensional details may be introduced by sidewall injection of igniter prods as well as the presence of mechanical components in the combustion chamber. Figure 5 illustrates, schematically, yet another propulsion system of current interest, the electrothermal (ET) gun. In this system, the energy is supplied by an external energy supply which creates an intensely heated plasma. The plasma flows into a working fluid which is pressurized by the heat addition and which provides the propulsive force to the projectile. At present, this ideal concept is not thought to be practical and variants are under study in which the plasma provides only part of the energy and the balance is provided by an exothermic working fluid. The working fluid may be homogeneous or it may be a bi-propellant. This extended concept, referred to as the electrothermal chemical gun (ETCG), subsumes the earlier bulk-loaded liquid propellant gun (BLPG) system. Whereas control of the pressure in the ideal ET system is clearly provided by the rate of delivery of electrical energy, that of the ETCG depends on the complex, turbulent mixing processes in a degree proportional to the fraction of energy which is delivered chemically. Depending on the plasma delivery system, processes in the ETCG may be either axisymmetric or three-dimensional.
Figure 5. Schematic of an ET gun system.

The foregoing review of disparate propulsion schemes is by no means exhaustive. Notable omissions include: the monolithic charge, a single, homogeneous grain of rapidly burning propellant which may include arbitrary degrees of three-dimensional structure; traveling charges, which are attached to the projectile base and burn only on the rear surface; in-bore rockets; in-bore ramjets; liquid propellant traveling charges; and, finally, hybrid systems which comprise any combination of the foregoing schemes.

3. CURRENT COMPUTER CODES

We discuss the models in a sequence which corresponds to the discussion of propelling charges in the previous section.

3.1 Solid Propellant Charges. We have already mentioned a number of lumped parameter and one-dimensional codes which address this class of propelling charges. Models to treat two-dimensional details of the solid propellant charges have been presented by Gough [14], Meineke and Heiser [15], Groenboom and Thomsen [16], Fitt et al. [17], Gibeling and McDonald [18], and by Schmitt [19]. All of these codes are based on a macroscopic formulation in which average properties of the two-phase flow constitute the modeled field variables. The porosity, or void fraction, is formally introduced by the averaging process. The equations require empirical resolution of constitutive laws to describe such microprocesses as interphase drag, heat transfer, and combustion.
The code developed by Gough [14] is referred to as TDNOVA. The TDNOVA Code is based on an explicit two-step finite difference scheme applied to the two-dimensional equations for macroscopic two-phase flow. The finite difference solver is a modified version of the MacCormack scheme [20] with boundary values determined using characteristic forms. The code was developed for the specific purpose of analyzing the interactions between the ignition train, the charge container properties, and the distribution of ullage in artillery charges. Accordingly, careful attention is paid to the location of the internal boundaries defined by the boundaries of the charge increments. The breechface and the tube walls are taken to be rigid, impermeable boundaries, while the base of the projectile constitutes a moving, impermeable boundary. The computational domain defined by these boundaries is divided into subregions which are linked by explicit boundary conditions. The boundary conditions which apply at interfaces between the propellant and the ullage consist of finite balances of mass, momentum, and energy. These are utilized to represent the presence of the container which is, therefore, idealized as a surface attribute of the region occupied by the propellant increment. The gas-phase boundary conditions capture the flow resistance and reactivity of the container at each location. Rupture of the container is modeled and is the mechanism whereby the surface flow resistance may decrease to zero. The centercore igniter is also modeled and is represented as a one-dimensional two-phase flow.

The code models a wide variety of conventional propellant granulations, including stick propellants. Anisotropic constitutive laws apply in the case of sticks. Perforated sticks, both slotted and unslotted, are modeled and are given a dual-voidage representation in which the flow in the interstices is distinguished from that in the perforations. A single global gas-phase chemical reaction is modeled to treat situations in which the energy release by the propellant is slow.

The code has been applied to a number of artillery charge configurations [21,22]. However, the current mesh algorithm is not well suited to tank gun charges in which a long afterbody is present. Combustible cartridge cases are not modeled. While several increments may be present, these must be packaged end-to-end and not concentrically. The mesh algorithm requires that the diameter of one increment not differ too much from that of its neighbor. Viscous or diffusive effects are not considered in the mixture regions. Normally, the ullage is represented as a number of one-dimensional regions linked at the increment corners by lumped parameter regions. Coding has been included to represent the flow in the ullage according to a Navier-Stokes formulation, but only partial solutions have been reported to date [23].
The codes developed by Meineke and Heiser [15] and by Fitt et al. [17] are also based on explicit finite difference solvers. These codes do not treat the propellant increment boundaries as explicit discontinuities, nor is there any representation of the container. Accordingly, they may be viewed as subject to more stringent limitations than TDNOVA.

The codes described by Gibeling [18] and by Schmitt [19] represent an extension relative to TDNOVA in one respect. These codes are based on an implicit solution of the two-phase equations with the addition of viscous and heat conduction terms. The goal of these codes was the determination of the tube wall boundary layer fully coupled to the combustion of the propellant. However, no explicit internal boundaries were considered and no attention was given to the presence of the container. The solution was based on the Linearized Alternating Direction Scheme of Briley and McDonald [24]. Complete solutions were presented only for single-phase flows and dilute mixtures of non-reacting spheres.

The final code of interest here is that described by Groenenboom and Thomsen [16] and is referred to as the PISCES Code [25]. PISCES is a proprietary, multi-purpose code capable of treating complicated structures coupled to fluid systems. PISCES contains several types of simulation modules. The basic set comprises an Euler solver, a Lagrange solver, a thin shell solver, and a rigid body solver. The equations addressed by the Euler solver are the Navier-Stokes equations for a non-reacting, single-component flow. Turbulence can be modeled according to a mixing-length theory or an algebraic law. Also, the stress deviator allows for material strength. These equations are solved according to an explicit finite-volume method based on the second-order upwind scheme of van Leer [26,27].

The computational domain is broken up into regions where each is covered with a structured grid. Coupling of the regions to one another and to the regions associated with the Lagrange thin shell, and rigid body solvers is accomplished by allowing boundary conditions to be imposed on any face of any cell. Moreover, cells are classified as open, covered, or partially covered. Covered cells are not updated. Partially covered cells arise from the overlap of a structural element with a computational cell for the fluid. For such a cell, the finite volume analysis is applied only to the uncovered fraction and the boundary conditions which couple the flow to the structure are, therefore, applied within the cell.

To treat solid propellant charges, an additional flow solver was developed [28]. The governing equations are the balance equations for macroscopic two-phase flow and conform with those used in references 14-17. They are solved using an explicit, finite volume, donor-cell scheme for the advection terms and a locally implicit scheme for the source and phase interaction terms.
The charge increment boundary is not considered to be an explicit discontinuity and no provision is made for the representation of the container. However, it would seem that the PISCES code could accommodate at least a partial representation of the container by treating it as a thin shell. Extensions would be required to describe the rupture, permeability, and reactivity of the container. We note that the choice of donor-cell differencing, while stable, can be very diffusive [29]. Therefore, thin regions of ullage around an increment would likely be contaminated by diffusion from the mixture. Given the physical importance of relatively small regions of ullage in respect to the path of flamespreading, this is a serious concern. Possibly, a flux-limiting method [29] would improve the situation.

3.2 Regenerative Liquid Propellant Gun. A number of lumped parameter and one-dimensional codes have been written to model the complete interior ballistic history of the RLPG [30-33]. Two-dimensional, two-phase analyses have been reported by Heiser [34] and by Steffens et al. [35]. The formulation of the equations was essentially the same as that used in the previously discussed solid-phase analyses. In fact, Heiser used the code described in reference 15 as a starting point. The solution was obtained using the explicit MacCormack scheme [20]. Heiser solved the two-dimensional equations only in the combustion chamber and the tube. The liquid reservoir was modeled as lumped parameter and the rate of injection of propellant followed from an unsteady formulation of the Bernoulli equation. Jet breakup was not considered. The injected propellant was assumed to decompose instantaneously into spherical droplets whose diameter was determined by a critical value of the Weber number based on the relative velocity of the phases. Steffens et al. [35] likewise solved the two-dimensional, two-phase equations in the combustion chamber and the tube. However, a two-dimensional analysis was also made of the flow in the reservoir. The PISCES Code was used to model both the flow and the moving mechanical elements of the RLPG. Injection was assumed to follow from the unsteady Bernoulli equation using boundary values of the pressure on each side of the piston. Like Heiser, Steffens et al. assumed instantaneous jet breakup and determined the droplet size from a Weber number criterion.

More recently, Steffens et al. [36] have reported simulations of aspects of RLPG behavior using the three-dimensional capability of the PISCES Code. Topics considered included the collapse of a bubble in the propellant reservoir, injection of propellant into the chamber, and transverse injection of igniter gas into the chamber. The paper also shows an application to the analysis of the flow around a muzzle brake.

Recent work by Coffee [37] has been based on an explicit finite volume solution of the two-dimensional Navier-Stokes equations for a homogeneous mixture of gas and droplets in the combustion
chamber and gun tube. The propellant jet is not modeled. The influx is predetermined from a lumped parameter analysis and is expressed as a boundary condition over part of the piston face. The application of this analysis has been focused on the structure of pressure oscillations rather than on predicting the overall ballistic behavior.

3.3 Electrothermal-Chemical Guns. As we have discussed previously, the phenomenology of this class of propulsion schemes is similar in many respects to that of the BLPG. In fact, Kuo et al. have proposed the use of the same two-dimensional model to treat both types [38,39]. Two-dimensional models have also been discussed by Kashiwa et al. [40], Cook et al. [41], Winsor et al. [42], Sinha et al. [43], and Hsiao et al. [44]. These models all differ as to the number of processes taken into consideration.

The model described by Chen [39] focuses on the events in the combustion chamber and gun tube with the plasma formation embedded into a boundary condition. The flow in the chamber is represented as one in which a central Taylor cavity progressively penetrates the working fluid which may be chemically reactive. The flow in the cavity is represented by the two-dimensional equations for macroscopic two-phase flow with the effects of viscosity and heat conduction included. The gas-phase is considered to be a multicomponent mixture and the condensed-phase is an aggregate of droplets. Droplets are formed on the surface of the Taylor cavity according to an empirical correlation. Turbulence is modeled according to a k-e formulation. The complete model treats the outer region, which is occupied by undecomposed working fluid, as a two-dimensional flow. Detailed boundary conditions link the outer and inner flows. Solutions were obtained subject to simplifying assumptions. In particular, it was assumed that the cavity remained cylindrical at all times and continuum analysis could therefore be confined to the cavity. The implicit SIMPLE scheme of Patankar and Spalding [45] was used to obtain the numerical solution of the reduced set of model equations.

The model of Kashiwa et al. [40] includes details of the rate of plasma formation which is analyzed according to a lumped parameter formulation. The flow in the gun chamber and tube is described by the equations for a turbulent, chemically-reacting multispecies fluid with a single velocity and temperature at each point. Unlike the representation of Chen [39], the flow is viewed as locally homogeneous and no internal Taylor cavity boundary is considered. A semi-implicit, total variation diminishing, finite volume method is used to solve the balance equations.
The model of Cook et al. [41] has a physical basis intermediate to those of Kashiwa [40] and Chen [39]. A one-dimensional model describes the formation of the plasma in the capillary. The chamber and tube are viewed as containing a multicomponent, multiphase mixture which is represented as two-dimensional. The effects of diffusion are retained, turbulence being modeled according to a mixing length analysis. The balance equations are solved using the implicit ADI method of Peaceman and Rachford [46].

The model of Winsor [42] focuses on the flow in the combustion chamber and the tube. A finite element approach is used with an adaptive unstructured grid to obtain solutions to the Navier-Stokes equations subject to an arbitrary equation of state. Turbulence and multiphase effects are not considered. To capture shocks and other discontinuities, the solution incorporates the principle of flux-corrected transport (FCT) [29] in the manner described by Löhner et al. [47].

The work of Sinha et al. [43] also addresses the flow in the combustion chamber. A multidimensional solver is provided for the Navier-Stokes equations with detailed chemistry and turbulence models. The solution technique is based upon an implicit finite volume formulation with upwind differencing according to the methodology of Roe. A solver to treat clouds of particulates according to the same principles is also described.

The final model considered here is that of Hsiao et al. [44]. This model treats both the plasma formation and the flow in the combustion chamber. Fourth Order FCT analysis is applied to solve the balance equations in the combustion chamber. These are multidimensional formulations of the equations for a multicomponent, multiphase mixture with detailed chemical reaction and turbulence laws.

4. NEXT-GENERATION CODE

It is clear that a code capable of treating the types of gun propulsion systems considered here must be based on a solution of the balance equations for a multiphase, turbulent reacting flow. The admissible boundary conditions must be of the most general type. A modular coding structure is desired in which a central flow solver is supported by separate routines which express the constitutive laws. Such an approach facilitates the addition, modification, or replacement of the models used to define the equations of state, the interphase processes, the structure of turbulence, and the chemical interactions.
This section of the report contains two subsections. In the first, we present the balance equations which must be addressed by the central flow solver. We discuss the relationship of these equations to those used to model each of the types of propelling charges in the current codes. We also discuss the nature of the constitutive laws required to close the system of governing equations. Finally, we comment on the boundary conditions. This last topic includes some discussion of the modeling of the tube, the projectile, and the properties of the increment container.

The second subsection addresses the method of solution. It will be seen that we favor the use of the explicit FCT algorithm described by Oran [29]. An explicit algorithm is favored for the central flow solver (CFS) because current codes have shown this class of solver to be appropriate for all current propelling charges except those in which tube wall boundary layers or very thin reaction layers are of interest. The FCT approach is favored because of its ability to resolve strong gradients without the introduction of numerical oscillations. Moreover, FCT can be made implicit if necessary in special cases. Finally, the choice of algorithm reflects current experience in respect to the exploitation of massively parallel computer architectures.

4.1 Balance Equations. Essentially, we view the flow as consisting of a multicomponent fluid, which may be either gas or liquid, and an aggregate of droplets or solid particles. In the earliest multiphase continuum models of solid propellant interior ballistics, it was customary to refer to the fluid as the "gas phase" and the aggregate as the "solid phase." As greater attention was given to the possibility of finite rate chemical processes, the term "gas phase" was replaced by the term "combustion products" and this was understood to admit the possibility that the decomposition of the propellant resulted in the local formation of incomplete combustion products which might be in the form of a gas, a vapor, or minute droplets or particles. This more general view is maintained here. However, we use the terms "continuous phase" and "discrete phase" to partition the flow. The continuous phase is understood to be a multi-component mixture of gases and liquids in local thermal equilibrium. The continuous phase is characterized by single local values of density, \( \rho \); velocity vector, \( \mathbf{u} \); temperature, \( T \); pressure, \( p \); shear stress tensor, \( \tau \); and internal energy, \( e \). It is assumed to comprise \( N_c \) species, each characterized by local values of mass fraction \( Y_i \) and molar fraction \( X_i \), \( i = 1, \ldots, N_c \). Moreover, the velocity \( \mathbf{u} \) is understood to be the barycentric or mass weighted average of the velocities of each of the components [48,49]. Each component is characterized by a diffusion velocity \( \mathbf{v}_i \) relative to the barycentric value \( \mathbf{u} \).
The term "discrete phase" is understood to refer to an aggregate of particles or droplets. If a solid propellant charge is being modeled, each type of propellant will constitute a component of the dispersed phase. Other components may be present if the decomposition of the propellant or an igniter element yields intermediate combustion products in particulate or droplet form. Still other components may need to be considered if rupture of a container is to be modeled or if wear-reducing additives like talc are present and their dispersal pattern is to be calculated. In the case of the RLPG, the aggregate may consist of a spray created by the breakup of the injected jet of liquid propellant. Similarly, in the ETCG or BLPG, the aggregate may consist of droplets created by the Helmholtz instability on the boundary of the Taylor cavity.

We assume that the discrete phase consists of a total of $N_d$ components. Each component is characterized by density, $\rho_{d_i}$; stress tensor, $\sigma_{d_i}$; velocity vector, $u_{d_i}$; temperature, $T_{d_i}$; number density, $n_{d_i}$; and morphological data to characterize the volume, $V_{d_i}$, and surface area, $S_{d_i}$ of each particle or droplet. The significance of the temperature $T_{d_i}$ will depend on the model assumptions for component $i$. For very small droplets or particles, as might occur in a spray, $T_{d_i}$ may be a bulk temperature. If component $i$ corresponds to large particles for which the thermal penetration depth is small compared to the characteristic particle dimensions, then $T_{d_i}$ may be a surface temperature. In such cases, it will be implicitly understood that $T_{d_i}$ results from the analysis of the heat conduction equation applied to the exterior of the particle. In certain cases, it may also be necessary to consider the possibility of subsurface heat release due to condensed-phase reactions. We also note that the importance of internal circulation within spray droplets has been emphasized in certain cases [49]. This level of detail is not pursued in the present formulation. Similarly, in the discussion here we do not address the dual-voidage formulation of the flow through unslotted, perforated stick charges as has been presented elsewhere by Gough in the context of both one-dimensional [50] and two-dimensional models [14].

4.1.1 Microscopic Balance Equations. We consider now the formulation of the balance equations for the continuous and dispersed phases. On a sufficiently small scale of resolution in both space and time, we suppose that the continuous phase is represented by the balance equations for a multicomponent mixture as formulated by Williams [48], recast slightly to conservation or divergence form as in reference 29. Thus, we have the balances of mass, momentum, and energy in the forms

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0\quad .$$

(1)
\[
\frac{\partial}{\partial t} [\rho u] + \nabla \cdot [\rho u u - \sigma] = 0 ,
\]
(2)

\[
\frac{\partial}{\partial t} \left[ \rho \left( e + \frac{u^2}{2} \right) \right] + \nabla \cdot \left[ \rho u \left( e + \frac{u^2}{2} \right) - u \cdot \sigma + q \right] = 0 .
\]
(3)

The mass balance of the i-th species is given in the form

\[
\frac{\partial}{\partial t} [\rho Y_i] + \nabla \cdot \left[ \rho Y_i (u + v_i) \right] = \dot{\omega}_i ,
\]
(4)

where \( \dot{\omega}_i \) is the rate of production of species \( i \) by chemical reactions. We have also introduced the stress tensor \( \sigma \) such that

\[
\sigma = -pI + \tau
\]
(5)

where \( I \) is the unit tensor. The quantity \( e \) is understood to be the total internal energy and to include the heat of formation.

We note that equations 1–5 neglect external or body forces. Normally, the effects of gravity are negligible in interior ballistic processes. We also neglect the influence of electromagnetic forces even though some future ETCG designs might well involve the generation of electromagnetic fields within the combustion chamber. Similarly, the analysis presented here is not intended to apply to the component of the ETCG in which the plasma is formed. Provision may be made for the coupling to such a region via the boundary conditions. We also note that the sign convention for the stress tensor \( \sigma \) implies that a tensile stress is positive, as is made clear by equation 5. The heat flux \( q \) may be assumed to include radiative transport and thermal and mass diffusion.

Due to their generality, equations 1–4 may also be applied to the interior of each droplet or particle in each of the discrete phases. It is convenient for our purposes to think of \( N_c \) as formally tabulating not only all the chemical species in the continuous phase, but also those in the dispersed phases.

At the microscopic level, we require that equations 1–4 be solved subject to boundary conditions which we may state in a general form as
\[
[p(u - w) \cdot n]_2^1 = 0
\]  \(6\)

\[
[(\rho u(u - w) - \sigma) \cdot n]_2^1 = 0
\]  \(7\)

\[
\left[ \rho \left( c + \frac{u^2}{2} \right) (u - w) + q - u \cdot \sigma \cdot n \right]_2^1
\]  \(8\)

\[
[pY_i(u + v_i - w) \cdot n]_2^1 = \dot{\omega}_s \]
\]  \(9\)

where \(w\) is the velocity of a boundary separating states 1 and 2, \(n\) is a normal vector, and we use the notation \([\psi]\) = \(\psi_1 - \psi_2\). We also assume continuity of the tangential components of velocity and traction. In equation 9, we formally include a surface source term for production of species \(i\). This makes it possible to embed into the boundary condition changes in chemical composition which occur very close to the boundary surface. The foregoing boundary conditions may be applied to the external boundaries of the flow as well as to the boundaries between the phases.

4.1.2 Formal Averaging of the Microflow Equations. The presence of the dispersed phases makes the system 1–4 computationally intractable. Consider, for example, a typical 155-mm granular propelling charge which contains about \(10^3\) grains. Each grain is typically a right circular cylinder with seven perforations aligned with its axis of symmetry. Flow structure would have to be resolved at a minimum length scale of 1 mm since this is the diameter of the perforations. Since the grains are randomly packed, the resolution would be necessary in three-dimensional detail. Therefore, the mesh spacing would be required to be no greater than 0.1 mm, and possibly quite a bit smaller. Even assuming a value of 0.1 mm implies that \(-10^6\) mesh points would be required to cover the cross section of the tube. Prior to motion of the projectile, the chamber length is typically 1 m so that a total of \(10^{10}\) computational cells would be required. Current optimized Navier-Stokes solvers for nonreacting flows have been reported to require approximately 20 \(\mu\)s per cell per step on a Cray Y-MP [51,52]. Accordingly, each integration step would require approximately \(10^5\) CPU second, or roughly 30 hours. If the time step is subject to the Courant-Friedrichs-Lewy (CFL) stability condition [53], then the time step would have to be
approximately $10^{-7}$ s. Since the interior ballistic event occupies typically $10^{-2}$ s, a total of $10^5$ steps would be required. An implicit solver might reduce the number of steps, but would require more computing time per step. Even if we accept $10^3$ steps as a very optimistic estimate subject to the same CPU time per step, a complete simulation would require of the order of $10^8$ s, or a little over 3 years.

In the next section, we shall comment on the performance gains possible with alternative architectures to that of the Cray. However, it will be our position that fully three-dimensional simulations of the microflow in a granular charge will remain infeasible for quite some time. Furthermore, even if such a calculation were to be made, it would be based upon a particular representation of the initial arrangement of the propellant grains. The details of the calculation would not have statistical significance and a number of calculations would be required to average out the influence of the initial condition in order that predictions of charge performance be relevant to the overall design. Similar considerations apply to the modeling of the RLPG and the ETCG in which the dispersed phase consists of an aggregate of propellant droplets.

It is, therefore, the case that a macroscopic perspective of the flow is necessary in which the balance equations 1-4 are modified to reflect average properties of the flow on a scale which is large compared with the characteristic lengthscales of the individual particles or droplets. Even without the presence of the dispersed phase, averaging is required in order to accommodate the presence of turbulence.

The derivation of macroscopic balance equations for multiphase flow by means of a formal averaging procedure has been described by numerous authors [54,55,56,57]. The formulation described by Gough [57] introduces a normalized weighting function $g(x,t)$ such that

$$
\int \int g(y,\tau) \, dy \, d\tau = 1 .
$$

Each phase is assumed to occupy a volume $V_i(t)$ which is bounded by surface $A_i(t)$. Then the volume fraction of each phase is defined as

$$
\alpha_i(x,t) = \int \int \frac{g(y-x,\tau-t)}{V_i(t)} \, dy \, d\tau .
$$
Corresponding to each microscopic state variable \( \psi_i \) for phase i, we may define a macroscopic quantity \( <\psi_i> \) according to

\[
<\psi_i(x,t)> = \frac{1}{\alpha_i(x,t)} \int_{V_i(t)} \int \psi_i(y,\tau) g(y - x, \tau - t) dy d\tau .
\]

(12)

Whereas \( \psi_i \) is only defined on \( V_i \), \( <\psi_i> \) is defined everywhere. The macroscopic formulation requires that certain field variables be averaged over the surface \( A_i \) rather than the volume \( V_i \). The surface averages arise naturally from the microscopic interfacial boundary conditions and define the manner in which the bulk averages are influenced by interfacial phenomena.

Analogously to (11) we introduce the surface area per unit volume of phase i in the form

\[
S_i(x,t) = \int \int g(y - x, \tau - t) dy d\tau
\]

(13)

and the surface average of \( \psi_i \) is given by \( <\psi_i>_s \) where

\[
<\psi_i(x,t)>_s = \frac{1}{S_i(x,t)} \int \int \psi_i(y,\tau) g(y - x, \tau - t) dy d\tau .
\]

(14)

Although the foregoing definitions of macroscopic quantities are sufficient for the complete development of the balance equations, a formal simplification can be obtained by the introduction of a density weighted average \( <\psi>_p \) such that

\[
<\psi_i>_p = <\rho_i\psi_i>/<\rho_i> .
\]

(15)

This form of averaging is commonly used in turbulence modeling [49]. It eliminates the formal presence of a number of correlation terms and simplifies the others. The correlation terms take the form \( <\psi\phi'> \) where \( \phi' \) is the fluctuation about the average.
\[ \psi' = \psi - <\psi>, \]  

and similarly for \( \phi' \). Higher order correlations can also arise in the form \( <\psi'\phi'\eta'> \). Fluctuations can also be defined with respect to the density weighted average. By analogy to (16), we have

\[ \psi^* = \psi - <\psi>\rho. \]

We note the generality of the foregoing definition of the macroscopic variables. The weighting function is never specified explicitly. We simply require that it have as many continuous partial derivatives as we may need and that it tend to zero sufficiently rapidly as its arguments become infinite. Accordingly, the average may be thought of as a volume average, a time average, or a combination of the two. Furthermore, if the weighting function is sufficiently localized, we simply recapture the local values of the microproperties. The macroscopic equations are deduced by averaging the microflow equations and exploiting the rules of commutation between the averaging operator (12) and the differential operators. This procedure has been discussed in detail for various systems of microflow equations by several authors [54-57]. The derivation of the present system equations is discussed in detail by Gough [58]. Here we simply summarize the results.

4.1.3 Macroscopic Balance Equations. We use \( \alpha \) to denote the porosity, or the fraction of a unit macroscopic volume occupied by the continuous phase. Similarly, we use \( \alpha_{d_i} \) to denote the volume fraction of the i-th discrete phase. Evidently,

\[ \alpha = 1 - \sum_{i=1}^{N_d} \alpha_{d_i}. \]

Moreover, if the i-th discrete phase consists of \( n_{d_i} \) particles or droplets per unit volume and the volume of each particle is \( V_{d_i} \), then we have

\[ \alpha_{d_i} = n_{d_i} V_{d_i}. \]
Similarly, the surface area per unit volume, equation 13, may be written as

$$S_i = n_{d_i} S_{d_i}.$$  \hspace{1cm} (20)

We note that $n_{d_i}$, like $\alpha_{d_i}$, is a macroscopic or average quantity. The representation of equations 19 and 20 is appropriate when accurate knowledge of $V_{d_i}$ and $S_{d_i}$ is expected, as is usually the case with solid propellant charges.

We consider first the macroscopic equations for the continuous phase. We have the balance of mass in the form

$$\frac{\partial}{\partial t} \left[ \alpha < \rho > \right] + \nabla \cdot \left[ \rho \alpha < \mathbf{u} > \right] = \sum_{i=1}^{N_d} m_{d_i}.$$ \hspace{1cm} (21)

Here $m_{d_i}$ is the rate of decomposition per unit volume of the $i$-th dispersed phase. If the dispersed phase consists of well-formed particles whose rate of surface regression is $r_{d_i}$, then evidently

$$m_{d_i} = n_{d_i} S_{d_i} < \rho_{d_i} > < f_{d_i} >_s.$$ \hspace{1cm} (22)

We note that equation 21 does not explicitly include a source term to represent an external ignition stimulus as has often been considered in previous models of solid propellant charges [11,14]. Such a term can be considered to be represented implicitly by one of the $m_{d_i}$ with appropriate assumptions concerning its state of motion [58].

Each of the $j$ components of the continuous phase satisfies a balance of mass equation in the following form,

$$\frac{\partial}{\partial t} \left[ \alpha < \rho > < Y_j >_\rho \right] + \nabla \cdot \left[ \alpha < \rho > < Y_j >_\rho (< \mathbf{u} >_\rho + < v_j >_\rho) \right] + \nabla \cdot \left[ \alpha < \rho > < Y_j^* (\mathbf{u}^* + v_j^*) >_\rho \right]$$

$$= \alpha < \omega_j > + \sum_{i=1}^{N_d} m_{d_i} < Y_{d_i} >_s.$$ \hspace{1cm} (23)
Here \( Y_{d_i} \) is the average mass fraction of species \( j \) produced by the decomposition of the \( i \)-th discrete phase including the effect of the surface reaction. In general, the definition of \( Y_{d_i} \) will involve some prior judgment on the part of the modeler as to the rate of the gas-phase kinetics. Reactions which proceed faster than the local mixing process can be embedded into \( Y_{d_i} \). It is often satisfactory to assume that thermochemical equilibrium is achieved at a distance from the surface which is small compared with the scale of heterogeneity, in which case the \( Y_{d_i} \) may be specified in accordance with the equilibrium properties of the products of decomposition.

We also note, in equation 23, the appearance of a correlation term on the left-hand side. The formal average includes as a special case a local time average of the type used to derive the governing equations for single-phase turbulent flow. Accordingly, we may identify the correlation terms which appear in the present system of equations with their counterparts in the theory of turbulence. The correlation term in equation 23 may therefore be interpreted as the turbulent transport of species \( j \) with respect to the mean continuous phase velocity \( \langle u \rangle_p \).

The macroscopic balance of momentum for the continuous phase takes the form,

\[
\frac{\partial}{\partial t} [\alpha \langle p \rangle <u>_p] + \nabla \cdot [\alpha \langle p \rangle <u>_p <u>_p] = -\alpha \mathbf{V} <p> + \alpha \mathbf{V} \cdot <\mathbf{t}> - \nabla \cdot [\alpha \langle p \rangle <u^* u^*>_p] + \sum_{i=1}^{N_d} m_{d_i} <u_{d_i}> - \sum_{i=1}^{N_d} n_{d_i} S_{d_i} f_{d_i} .
\] (24)

Here \( f_{d_i} \) represents the force per unit surface area on the \( i \)-th discrete phase due to motion relative to the continuous phase. The formal definition of \( f_{d_i} \) is given by

\[
n_{d_i} S_{d_i} f_{d_i} = -\int \int \mathbf{g} \sigma^* \cdot \mathbf{n} d\mathbf{a} dt .
\] (25)

where \( A_i(t) \) is the surface of the \( i \)-th discrete phase, \( \sigma^* \) is the fluctuation of the continuous-phase stress tensor and \( \mathbf{n} \) is the unit outward facing normal for the \( i \)-th discrete phase. We will interpret this term as the interphase drag and discuss appropriate constitutive laws to relate it to the macroscopic state variables.
We note that equation 24 differs from that used by other authors [18,56] in respect to the divergence of the stress deviator. Other authors have \( \nabla \cdot \alpha \langle \tau \rangle \) where we have \( \alpha \nabla \cdot \langle \tau \rangle \). This point is discussed further in reference 58. The form used here is consistent with the formal definition (25). It is not likely that the differences in the representation of the macroscopic stress divergence will have material modeling consequences when the present level of uncertainty concerning the constitutive laws is taken into account.

We also note on the right-hand side of equation 24 the presence of the correlation term \( \nabla \cdot \alpha \rho \langle u^* u^* \rangle_\rho \). By analogy to the theory of turbulence, we may interpret this as a Reynolds stress which expresses the transfer of momentum by the fluctuation field.

The energy equation for the continuous phase takes the form

\[
\frac{\partial}{\partial t} \left\{ \alpha \rho \left[ \langle e \rangle_\rho + \frac{1}{2} \langle u^2 \rangle_\rho \right] \right\} + \nabla \cdot \left\{ \alpha \rho \langle u \rangle_\rho \left[ \langle e \rangle_\rho + \frac{1}{2} \langle u^2 \rangle_\rho \right] \right\} \\
= \nabla \cdot \left( \alpha \rho \langle u \rangle_\rho \langle \sigma \rangle_\rho - \nabla \cdot \alpha \rho \langle q \rangle_\rho - \langle p \rangle \frac{\partial \alpha}{\partial t} \right) \\
- \sum_{i=1}^{N_d} n_i S_i \langle q_i \rangle_\rho - \sum_{i=1}^{N_d} n_i S_i f_i \langle u_i \rangle_\rho \\
+ \sum_{i=1}^{N_d} m_i \left( \langle e_i \rangle_\rho + \alpha \rho \frac{\langle u_i \rangle_\rho^2}{\langle \rho_i \rangle_\rho} \right) - \Theta.
\]

(26)

where the correlation term \( \Theta \) is given by

\[
\Theta = \nabla \cdot \alpha \rho \langle u^* \cdot u^* \rangle_\rho + \frac{\partial}{\partial t} \left\{ \alpha \rho \frac{\langle u^* \cdot u^* \rangle_\rho}{2} \right\} \\
+ \nabla \cdot \left\{ \alpha \rho \left[ \langle u^* e^* \rangle_\rho + \langle u \rangle_\rho \frac{\langle u^* \cdot u \rangle_\rho}{2} + \langle u \rangle_\rho \cdot \langle u^* \cdot u^* \rangle_\rho \right] \\
- \langle u \cdot u^* \rangle_\rho \right\}.
\]

(27)
We note the phase interaction terms on the right-hand side of equation 26. The first of these introduces the heat transfer due to conduction and radiation per unit surface area \( <q_{d_i}>_s \). The next term represents the work done by the interphase drag. The third term represents the heat added due to decomposition of the discrete phases. The correlation term \( \Theta \) is seen to be very complicated. In general, most of the terms in \( \Theta \) will be neglected with the exception of the dissipation term contained in \( \nabla \cdot \alpha \langle \mathbf{u} \cdot \sigma \rangle \), which may be interpreted as yielding a rate of dissipation of turbulent kinetic energy [18], and the diffusion term \( \nabla \cdot \left[ \alpha \langle \rho \rangle \langle \mathbf{u} \cdot \mathbf{e} \rangle_{\rho} \right] \).

The i-th dispersed phase is found to be governed by a macroscopic mass balance analogous to that for the continuous phase, namely,

\[
\frac{\partial}{\partial t} \left[ \alpha_t \langle \rho_{d_i} \rangle \right] + \nabla \cdot \left[ \alpha_t \langle \rho_{d_i} \rangle \langle \mathbf{u}_{d_i} \rangle_{\rho} \right] = - m_{d_i} \cdot \nabla \cdot \left[ \alpha \langle \mathbf{u} \rangle_{\rho} \right] . \tag{28}
\]

We note that no provision is made in equation 28 for the transformation of one discrete phase into another. Such processes may occur if the discrete phases constitute a spray in which droplets may combine or be shattered [59]. Current interior ballistic models do not reflect these complexities due to a lack of reliable characterization of droplet size distributions in the sprays which can occur in the designs based on liquid propellants. The balance equations may be easily amended if such processes prove to be of concern at some future time.

The i-th dispersed phase is governed by a macroscopic balance equation in the following form

\[
\frac{\partial}{\partial t} \left[ \alpha_t \langle \rho_{d_i} \rangle \langle \mathbf{u}_{d_i} \rangle_{\rho} \right] + \nabla \cdot \left[ \alpha_t \langle \rho_{d_i} \rangle \langle \mathbf{u}_{d_i} \rangle_{\rho} \right] = - \alpha_t \nabla \langle \rho \rangle \cdot \nabla \left[ \left( 1 - \alpha \right) \left( \langle \rho \rangle \cdot \langle \sigma_{d_i} \rangle \right) \right] + n_{d_i} S_{d_i} f_{d_i} - m_{d_i} \langle \mathbf{u}_{d_i} \rangle_{\rho} . \tag{29}
\]

We note on the right-hand side of equation 29, the formal presence of a stress term \( \langle \rho \rangle \cdot \langle \sigma_{d_i} \rangle \) which reflects the difference between the average stress in the i-th dispersed phase and the average ambient pressure in the continuous phase. This is interpreted as reflecting interactions between droplets or particles. No correlation term analogous to that in the continuous phase momentum equation is considered here. Fluctuations in velocity about the mean are neglected for the dispersed phases. This does not
however preclude the consideration of turbulent transport of the i-th dispersed phase as a consequence of the turbulence in the continuous phase. Such a coupling would be reflected in the constitutive law for $f_{d_i}$ as we discuss further, subsequently.

The dispersed phases do not require an energy balance analogous to that for the continuous phase. The dispersed phases consist of condensed media in which the temperature is essentially uncoupled from the macroscopic dilatation. An analysis of the temperature of the dispersed phases is required on a microscopic basis with the heat transfer from the continuous phase acting as a boundary condition for the heat conduction equation applied to the interior of each droplet or particle. We view this topic as an aspect of the constitutive laws which are used to model the interphase heat and mass transfer.

As we discuss further in the context of the constitutive laws, equation 29 may not necessarily be solved directly for each of the dispersed phases. If the i-th dispersed phase is defined as being in mechanical equilibrium with the continuous phase—as may be the case if the particles or droplets are very small—then the momentum equation for the i-th phase may be simply added to that for the continuous phase thereby eliminating $f_{d_i}$ as an unknown. In such a case, moreover, it would be assumed that $<\sigma_{d_i}> = -<p>I$. Even the continuity equation 28 may be replaced by an alternative formulation in the context of obtaining numerical solutions. As we shall discuss subsequently, there are distinct numerical advantages to replacing equation 28 by a direct average of the dispersed phase distribution in order to deduce the volume fraction $\alpha_{d_i}$.

It is thought that the foregoing system of balance equations includes all the systems presently used to model the various types of propelling charges of current interest. Differences between the various systems are confined to the constitutive laws, the boundary conditions, and the complexity of the geometrical domain in which the solution is to be obtained. We now proceed to a discussion of these topics referring in each case to the choices appropriate to each of the major types of propelling charge.

4.2 Constitutive Laws. The macroscopic balance equations require a number of constitutive laws for closure. These include laws governing the molecular and turbulent transport terms; the equation of state of the continuous phase; the rates at which chemical reactions proceed; the law governing the intergranular stresses; equations to describe the morphology of the dispersed phases; and finally, the laws governing the interphase transfers of momentum, energy and mass. We discuss each of these topics in the foregoing
order. It should be kept in mind that an express goal of the next-generation code is to admit revisions to the constitutive laws when occasion demands. Accordingly, the results given here are not intended to be either exhaustive or exclusive. They are intended to reflect current modeling practices in each of the areas of current interest. Further details are given in reference 58.

4.2.1 Molecular Transport Terms. Generally speaking, these terms are not considered in current models of solid propellant gun (SPG) interior ballistics unless attention is given to the tube wall boundary layer. They may be of interest in simulations of the RLPG when attention is given to the behavior of oscillations in the combustion chamber, although their turbulent counterparts would be expected to dominate. Transport is of concern in the ETCG and BLPG, but turbulence is again expected to exert a dominant effect. The molecular transport processes are reflected in three terms, namely, the shear stress term \( \tau \); the heat flux vector \( \mathbf{q} \); and the diffusion velocities \( \mathbf{v}_i \). We first consider the laws which pertain at the microscale, or, alternatively, in the absence of the dispersed phases.

We take the shear stress tensor to obey the Navier-Stokes relation \([48,49]\),

\[
\tau = \mu \left( \nabla \cdot \mathbf{u} + \nabla \mathbf{u}^T \right) + \left( \mu' - \frac{2}{3} \mu \right) \nabla \cdot \mathbf{u},
\]

(30)

where \( \mu \) is the molecular viscosity and \( \mu' \), the bulk viscosity, is normally neglected unless strong departures from the thermodynamic equilibration occur. We use \( \nabla \cdot \mathbf{u}^T \) to denote the transpose of \( \nabla \cdot \mathbf{u} \).

The heat flux vector may be written as \([29,49]\)

\[
\mathbf{q} = -\lambda \nabla T + \rho \sum_{i=1}^{N_c} h_i Y_i \mathbf{v}_i + \mathbf{q}_{\text{rad}}.
\]

(31)

where \( \lambda \) is the thermal conductivity, \( h_i = e + p/p \) is the enthalpy, \( T \) is the temperature, and \( \mathbf{q}_{\text{rad}} \) is the radiative component. The Dufour heat flux has been omitted from equation 31 on the assumption that it will be negligible. Radiative heat transfer, which may be of importance in the ETCG, may be resolved according to the diffusion approximation on the assumption that the gas in the gun chamber will be optically thick. We have \([29,60]\)

\[
\mathbf{q}_{\text{rad}} = -\frac{4\sigma}{3\sigma_R} \nabla T^4.
\]

(32)
where $\sigma$ is the Stephan-Boltzmann constant and $\alpha_R$ is referred to as the Rosseland mean absorption coefficient. The diffusion velocity, $v_i$, is assumed to obey Fick's Law in the form [49]

$$v_i = -D\rho \nabla Y_i .$$

Equations 30-33 express the molecular transfer laws in the absence of the dispersed phases. They may be transformed to macroscopic relations by means of the formal averaging technique discussed in the previous section. Results for a single component fluid are presented by Ishii [56] and by Gibeling and MacDonald [18]. The extension to a multicomponent fluid is discussed by Gough [58].

4.2.2 Turbulent Transfer Terms. The comments in the preceding discussion of the relevance of the molecular transport terms in the modeling of various propelling charge configurations apply equally well to the turbulent terms. As with the molecular terms, it is natural to look first to the situation in which the dispersed phases are not present in order to define appropriate constitutive laws. The general approach is to formulate a law for the turbulent transport of momentum by analogy to that for the molecular process, thereby introducing a turbulent viscosity. The corresponding transport coefficients for energy and mass follow from laws of similitude. The simplest models for the turbulent viscosity are based on algebraic laws [61] and no consideration is given to the dissipation of turbulent kinetic energy in the mean flow energy balance. Although such laws are relatively simple to use, they are inappropriate to the dynamic situation which occurs in a gun except in special cases. Accordingly, interest is focussed on a two-parameter turbulence law [18,39,62], reflecting the assumption that the dissipation of turbulent kinetic energy occurs at the Kolmogorov microscale [63]. We take the Reynolds stress to be related to the mean flow properties and the turbulent kinetic energy by the relation

$$\langle \rho \rangle \langle u^+ u^+ \rangle_\rho = \frac{2}{3} (\mu_T \nabla \cdot \langle u \rangle_\rho + \langle \rho \rangle k) + \mu_T (\nabla \cdot \langle u \rangle + \nabla \cdot \langle u \rangle^T) ,$$

where $k = \frac{1}{2} \langle u^+ u^+ \rangle_\rho$ is the turbulent kinetic energy and $\mu_T$ is the turbulent viscosity. The turbulent bulk viscosity has been neglected in equation 34. The turbulent viscosity is given by

$$\mu_T = C_\mu \langle \rho \rangle k^2/\epsilon$$

where $C_\mu$ is an empirical constant and $\epsilon$ is the rate of dissipation of turbulent kinetic energy

$$\epsilon = \frac{\langle \epsilon : \nabla u^+ \rangle}{\langle \rho \rangle}$$
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In general, $k$ and $\tau$ are determined by time-dependent partial differential equations [39,62]. We note, however, that Gibeling and McDonald suggested the use of an algebraic law for the dissipation rate in conjunction with a specified turbulence lengthscale [18]. Once $\mu_T$ is known, the remaining turbulent diffusion terms are resolved according to

$$<p><u \cdot \nabla \psi> = -\frac{\mu_T}{\sigma_T} \nabla <\psi> ,$$

(37)

where $\psi$ is an arbitrary scalar and $\sigma_T$ is a dimensionless coefficient which is normally referred to as the Prandtl number if $\psi$ represents energy and the Schmidt number if $\psi$ represents mass.

The relations 34–37 are intended to describe the structure of turbulence in the absence of the discrete phases. As with the molecular laws, formal averaging can be applied to account for the presence of the particles. However, it is not clear that the production of turbulence by the dispersed phases will be captured properly by this formal process [58].

4.2.3 Equation of State of Continuous Phase. We require relations to describe the thermal equation of state

$$p = p(\rho, T, Y_i) ,$$

(38)

and the caloric equation of state which we write in the form

$$e = e(\rho, T, Y_i) .$$

(39)

It is understood in equations 38 and 39 that $Y_i$ stands for $Y_1, Y_2, \ldots, Y_N$. In much of the modeling work that has been done on SPG and RLPG charges, the continuous phase has been assumed to consist of a gas and the covolume law has been used in the simple form

$$p = \frac{\rho RT}{(1 - b\rho)}$$

(40)

c = c_v T$$

(41)

where $R$ is the gas constant defined by $R = R_u/M_w$, where $R_u$ is the universal gas constant and $M_w$ is the molecular weight of the gas; $c_v$ is the specific heat at constant volume; and $b$ is the covolume. Appropriate constant values have been used based on a fitting to the equilibrium properties of the products.
of composition of the propellant determined by the BLAKE Code [64]. Equations 40 and 41 exhibit no
dependence on composition. When composition dependence is required one may extend 40 and 41 by
setting the covolume, the specific heats and the reciprocal of the molecular weight equal to mass weighted
averages of the properties of the constituent species and by replacing 41 with the relation

\[ e = \sum_{i=1}^{N_c} \left( h_{i_0} + \int_{T_o}^T c_{p_i}(T)dT \right) + b(p - p_0) - \frac{p}{\rho} \]  

(42)

where \( h_{i_0} \) is the heat of formation of species \( i \) at constant pressure and reference temperature \( T_0 \) and
pressure \( p_0 \), and \( c_{p_i} \) is the specific heat at constant pressure of the \( i \)-th constituent.

The most complex considerations arise in the context of the ETCG. These charges may involve
continuous species in virtually any material state, condensed, gas, or plasma. An approach to combining
the properties of the constituents to obtain the overall properties of the continuous phase in an ETCG has
been recently described by Su and Stock [65].

Current practice is to assume that the microflow equation of state applies equally well on the
macroscale so that correlations which arise from the formal averaging of the relations 40–42 may be
neglected.

4.2.4 Reaction Rates in the Continuous Phase. The chemical reaction rates may be assumed to follow
standard Arrhenius relations [29] which do not need to be repeated here. In some cases where a discrete
phase is assumed to be in mechanical equilibrium with the continuous phase, an overall mixture
formulation may be used in which case the reaction rate may be specified in a pressure dependent form
to reflect droplet or particle burning.

4.2.5 Equation of State of Discrete Phases. We note that the momentum equation for the discrete
phases contains a term which we denote by

\[ <\sigma_{ij}> = -<p>_1 \cdot <\sigma_{ij}> \]  

(43)

The simplest assumption that one may make concerning \( <\sigma_{ij}> \) is that it vanishes. This will be reasonable
if the discrete phase consists of dispersed droplets or particles and the Mach number of the continuous
phase is small compared with unity. In such a case, we expect the average stress in the particles to equal
the ambient pressure in the continuous phase. This assumption is pertinent in the cases of the RLPG and
the ETCG. However, when the particles are in contact with one another, as is the case initially in SPG
charges, we assume that \( \langle \sigma_\text{ij} \rangle \) is not zero and, in fact, embeds the intergranular stresses.

We refer to the discussion by Gough who formulated an isotropic rheological relation in the form

\[
\langle \sigma_\text{ij} \rangle = \langle \sigma_\text{ij} \rangle (\alpha_i, \alpha_j)
\]

(44)

for beds of granular propellant [11]. For two-dimensional modeling of stick propellant, an anisotropic law
was formulated [14]. Both these laws may be thought of as equilibrium relations. In the related area of
deflagration-to-detonation transition (DDT) in porous propellants, non-equilibrium relations may be
required due to the high rates of deformation. The work of Kooker [66] may be consulted in this regard.

4.2.6 Morphology of Discrete Phases. Closure of the balance equations requires knowledge of the
surface area per unit volume of the dispersed phases. In all work to date it has been assumed that
knowledge of the volume and surface area of individual particles or droplets was available. This is a safe
assumption in the context of the SPG since the grains are formed with some precision in order to assure
control of the ballistic process. In these charges the required relations follow from straightforward
geometrical considerations given the initial grain geometry and the surface regression at each time, the
latter being assumed uniform over the surface of each grain.

For the RLPG and the ETCG, the situation is not so well defined. Indeed, conditions in the chamber
may become supercritical at which point it can no longer be safely assumed that the spray consists of
spherical droplets, as the surface tension disappears. It is likely that droplets of various sizes exist and
consideration of a local droplet size distribution is necessary in principle. We note that the present
formulation supports such a contingency since the size distribution may be discretized in such a way as
to associate the aggregate with a number of discrete phases. Transitions between the discrete phases
would then have to be included. At present, the poor state of knowledge of the spray properties has
confined the characterization of the surface area per unit volume to an average of the local aggregate. A
review of relations to characterize mean droplet size in the RLPG has been presented by Coffee et al. [67].
4.2.7 Interphase Momentum Transfer. The momentum equation for the discrete phases contains two
gas dynamic forces on the right-hand side. The first involves the macroscopic pressure gradient and may
be interpreted as a buoyancy effect. The second term involves $\mathbf{f}_{d_1}$, a surface integral of the normal
component of the stress fluctuation tensor, and which is interpreted as embedding the effect of relative
motion of the phases. In almost all modeling work to date, it has been assumed that $\mathbf{f}_{d_1}$ is a function
of the local Reynolds number based on a characteristic particle length, the volume fraction $\alpha$ and the
relative velocity $u - u_{d_1}$. The functional dependence is determined by fitting to experimental data based
on steady flow. Specific formulations appropriate to stick and granular charges may be found in the report
by Gough [11]. For multidimensional modeling of stick propellant, it is necessary to formulate an
anisotropic law of flow resistance [14]. For the RLPG and ETCG in which the discrete phases are
droplets, the various authors have used a variety of laws.

In early work, it was thought appropriate to include in $\mathbf{f}_{d_1}$ the effect of virtual mass [55]. However,
subsequent efforts have neglected this term due to lack of knowledge of appropriate coefficients for a
packed bed of propellant. For small, dispersed particles or droplets, the virtual mass effect should be
considered. In a study of turbulent transfer of minute particulates in a gun, Buckingham included not only
virtual mass but also the Basset and Saffman forces [68]. For small particles, moreover, coupling to the
turbulent component of velocity may be of importance. This is true not only in the problem of dispersal
of wear-reducing additives [68] but also in the ETCG. Chen [39] describes the application of the
formulation of Dukowicz [69] to the modeling of the spray in an ETCG design.

4.2.8 Interphase Heat and Mass Transfer. During the early stages of flamespreading in an SPG, the
dominant process is heat transfer to the solid propellant due to convection and, to a lesser extent, radiation.
During the early stages, the propellant is not burning and mass transfer does not occur. The convective
heat transfer is resolved from empirical correlations which are predicated on the mean flow properties.
The radiative component follows from the usual dependence on $<T>^4 - <T_{d_i}>^4$, where $<T_{d_i}>$ is the
surface temperature of the i-th discrete phase. Representative formulae may be found in the work of
Gough [11,14]. The surface temperature is found from a solution of the one-dimensional heat conduction
equation applied to the interior of the propellant with the interphase heat flux as a boundary condition.
In the simplest models of SPG ignition and combustion, it is assumed that ignition occurs when the
surface temperature reaches a predetermined value. Subsequently, the surface is assumed to regress a,
rate determined by the ambient pressure in accordance with empirical data. No model of the combustion
process is involved. The propellant is assumed to decompose to final equilibrium products close to the surface. These conditions then determine the interphase heat and mass transfer following ignition.

A similar approach may be used to describe the combustion of monopropellant sprays in the RLPG and ETCG. For designs which involve bipropellants, a somewhat different model is required. For example, if the spray consists of fuel droplets, an evaporation rate may be determined from the heat transfer rate. The evaporating fuel may then react with the oxidizing ambient in the macroscale. Attention may also be required to a near-field effect which will modify the overall rate of heat transfer with respect to the values obtained for inert droplets. The work of Chen may be consulted for a discussion of such a model [70].

Similarly, more complex models of heat and mass transfer can be formulated for the SPG. The rate of regression of the surfaces may be determined from a pyrolysis or an evaporative law in combination with a near-field flame model and a time-dependent solution of the heat conduction equation applied to the interior of the grain. The near-field products of decomposition need not be at equilibrium and may react on the macroscale [71].

4.3 Boundary Conditions. We partition the boundary conditions into two categories, external and internal. The external boundary conditions apply at surfaces beyond which the numerical solution is not pursued. Ordinarily in the simulation of the interior ballistics of the SPG, these surfaces include the breechface, the tube wall, and the base of the projectile. Usually the boundary conditions consist of statements of tangential slip of both phases and no normal penetration. However, if a reactive sidewall is present, then flux boundary conditions may be specified. Flux boundary conditions may also apply at the surface of an igniter tube which may extend into the chamber. Ordinarily, the projectile is treated as a rigid body which may rotate about its axis and its surfaces are treated as impermeable. It is possible that fins might be present and that modeling of ablation of the fins would be required, thereby leading to a flux boundary condition. A flux boundary condition would also apply at the base of the projectile if it were an inbore rocket.

The foregoing discussion applies when interest is focussed on the ballistics of the charge. If interest is focussed on the tube wall boundary layer, then no slip conditions apply to the continuum phase on those surfaces which are inert. The heat flux has to be coupled to the thermal response of the tube.
If we limit our domain of integration to the combustion chamber and tube of the gun, the preceding remarks apply equally well to the RLPG and the ETCG. However, we need to consider a flux boundary condition on those parts of the surface at which injection of propellant or plasma occurs. These injection ports may be located arbitrarily.

The internal boundaries refer to surfaces within the overall computational domain at which two distinct regions are coupled. In modeling the SPG, Gough [11,14] has treated the charge increment boundaries as macroscopic discontinuities across which jumps occur in all the state variables. The flows on each side of the boundary are coupled via explicit jump conditions. Moreover, in modeling artillery charges for which the increments are loaded in bags or other containers, the properties of the containers have been embedded into the jump conditions.

An internal boundary condition will arise in the RLPG if the boundaries of the injected jets of propellant are modeled explicitly. To the author's knowledge this has not been done. An internal boundary may be defined in the ETCG if the Taylor cavity is modeled explicitly. Such a model has been formulated by Chen [70], but solutions have been confined to a simpler representation. Other authors have not resolved the cavity boundary explicitly.

Further discussion of the boundary conditions with special reference to the SPG is contained in reference 58.

4.4 Method of Solution. The system of equations described in the previous section is clearly of the most general type and admits a full range of fluid-dynamic behavior. It is unfortunately the case that there is no single best way to solve such equations. Depending on the nature of the solution itself, certain categories of solution technique will offer particular advantages in terms of accuracy or computer resources, advantages which may accrue to a different category if the structure of the flow is altered. Because the advantages of particular methods of integration are problem dependent, it is our view that the next generation code should admit the possibility of multiple flow solvers, each having application to particular areas of concern. At the same time, it is clearly desirable that the number of solvers be kept to a minimum, for the sake of simplicity and to promote portability. In particular, we believe that it is of great importance that a central flow solver be established which combines simplicity of structure with a maximum scope of applicability. It is not desirable to complicate the structure of the central flow solver with features which are required only in specialized circumstances. Separate solvers can be developed for
special cases without the same constraints of maximum portability from computer system to computer system and from user to user.

The present discussion focusses on the structure of a CFS for the next-generation code. We first review some general factors which determine broad criteria for the selection of a central algorithm. We then define the structure of the next-generation code, considering not only the CFS but also the additional modules which may be foreseen as necessary to treat particular situations which are outside the scope of the central flow solver.

4.4.1 General Considerations. Since the balance equations constitute a system of partial differential equations, it is taken for granted that solutions will be determined using some sort of finite difference representation. Accordingly, we suppose that the physical domain, on which the solution is to be determined, is to be covered by a mesh and that values of the state variables will be determined either at the mesh points which define the vertices of each computational cell or at the center of each such cell. We distinguish between structured and unstructured meshes. We may define a two-dimensional mesh as structured if the physical domain can be mapped onto a unit square in such a way that the mesh points transform into a regularly spaced array in both directions. In three dimensions, we consider mapping onto a unit cube. We refer to the unit square or unit cube as the "computational domain." A variety of techniques are available to map irregular physical domains onto regular computational domains. In some cases, the physical domain may be partitioned into a number of subregions each of which is then transformed onto a regular computational domain. The advantage of a structured mesh is associated with the simplicity with which the data used to represent the solution are stored in the memory of the computer. The data required to form finite difference representations of the spatial derivatives for a given cell are all available locally and are related to the cell coordinates by simple fixed rules which do not vary from cell to cell. Unstructured meshes do not admit simple rules to relate the vertices of each cell to the cell coordinates. Instead, each cell is characterized by a list of mesh points which constitute its corners, the number of points depending on the geometry of the cell which is usually either triangular or quadrilateral. The advantage of the unstructured mesh is its adaptability to very complex physical domains and the ease with which local mesh refinement can be incorporated whenever the structure of the solution so demands.

A second broad distinction between numerical methods relates to the determination of the spatial derivatives. If the derivatives are represented in terms of current data, the scheme is said to be explicit. The significance of the explicit representation is that the updated values of the state variables depend only
on current values at the mesh point in question and certain of its nearest neighbors. However, explicit schemes are subject to stability criteria which constrain the time step. Ordinarily, the most stringent criterion is the Courant-Lewy-Friedrichs (C-F-L) condition which requires the timestep to be less than a characteristic cell dimension divided by the fastest wavespeed \[53\]. A scheme is said to be implicit when the spatial derivatives are determined entirely or in part by the future values of the state variables. Implicit schemes can be made unconditionally stable. However, the future values are all coupled and a matrix inversion is required to complete the solution. In addition, implicit schemes incorporate an unphysical linkage of future values which may violate principles of causality. The question of whether to use an explicit or an implicit scheme turns principally on the structure of the flow. For problems in which wave propagation is of primary concern, the flow may be well resolved with a mesh whose physical spacing is more or less uniform. Resolution of the time dependence demands that the timestep be given a value comparable to that required by the C-F-L stability condition. In such a case, the C-F-L stability constraint is not a limiting factor and the additional cost and complexity of an implicit scheme is not justified. On the other hand, if the flow contains structure on a very fine lengthscale, as for example when the tube wall boundary layer is to be determined, the C-F-L stability criterion can be unduly restrictive and an implicit solution technique may not only be justified but may in fact represent the only feasible means of obtaining a solution. For example, the results presented by Garloff and Heiser \[61\] were based on a timestep which exceeded the C-F-L limit by a factor of 5,000.

The foregoing distinction between explicit and implicit representations has focussed exclusively in the spatial derivatives. The balance equations also contain source terms which reflect the rate of chemical reactions or the interphase coupling processes. These too may be represented either explicitly or implicitly for reasons of stability. Since they involve only local variables, there is no linkage to other mesh points and implicit treatment of these terms does not lead to a requirement that a matrix be inverted.

A third distinction between methods of solution relates to the manner in which internal discontinuities are treated. For single phase flows, it is customary to view shock waves and contact surfaces as discontinuities since their structure is confined to a layer whose thickness is of the order of the mean free path and, therefore, at the limit of the resolving power of the continuum equations. In multiphase flows, which are described by macroscopic equations, one may also view the boundary of a granular aggregate as a surface of discontinuity since the volume fraction will change by a finite amount over a layer whose thickness is comparable to the scale of heterogeneity, the lengthscale which defines the resolving power of the averaged equations. We distinguish between methods of solution which capture discontinuities and
those which represent them explicitly. Methods which represent the discontinuities explicitly track the surfaces as internal boundaries and apply the finite jump conditions to match the boundary values on each side. Methods which capture the discontinuities do so by representing them as regions of strong gradients so that the surface is spread out over several cells. The capturing technique has the advantage of being simple to encode and the disadvantage of being less accurate. Larger numbers of cells may be required in a capturing technique in order to effect adequate localization of the smeared surfaces.

The foregoing discussion has addressed broad differences in the various techniques of solution without reference to the architecture of the computer on which the solution technique is to be implemented. Until recently, computers consisted of one powerful processor which was required to act locally on a stream of instructions applied to data distributed throughout memory. At the present time, a variety of architectures are available [52]. Figure 6 illustrates the characteristics of some of the presently available and planned computers. The figure includes several massively parallel architectures in which a large number of processors are available to work concurrently. These may be distinguished as either multiple-instruction, multiple data (MIMD) or single-instruction, multiple data (SIMD) architectures. MIMD computers allow each processor to perform different instructions on different data. SIMD computers have each processor perform the same series of instructions but on different data. The SIMD architecture is best suited to formulations of fluid dynamics problems which depend on nearest neighbor interactions since a time penalty is paid for accessing remote data.

We have noted that the lumped parameter codes which originated some 30 years ago are still used on a frequent basis today. The one-dimensional XKTC Code is nearly 20 years old and continues to be developed and applied. Whereas these earlier codes have been developed in an essentially fixed environment as far as computer architecture is concerned, the next-generation code is likely to see a far more fluid environment. Therefore, in selecting a solution algorithm for a next-generation code, it is important to anticipate the computer architectures that are likely to become available over the next 10 to 20 years. The current CRAY computers achieve speeds in the range of 1 to 2 Gflops, while the 64-K Connection Machine has a peak speed of about 5 Gflops (64-bit precision). Several other massively parallel machines are under development which will use more powerful processors to achieve Teraflop speeds. Such machines would offer a 1,000-fold increase in speed over the current CRAY capabilities, provided that advantage could be taken of their parallel architectures. As noted in this report's introduction, such a gain in performance is expected to be necessary if the next-generation code is to achieve its ultimate computational objectives.
Figure 6. Performance comparisons of existing and planned computers (reference 52).

Particular interest has been focused on the Connection Machine, a SIMD computer. Oran et al. [51] have compared the computational time per cell per step for two- and three-dimensional solutions of the Navier-Stokes equations using FCT on a CRAY-YMP processor and a 16-K Connection Machine. It was found that the Connection Machine was capable of running as much as five times faster than the CRAY, provided that simple boundary conditions were used. Long et al. [52] considered a time-marching method on the CRAY-XMP and on a 64-K Connection Machine. The Connection Machine was found to run 15 times faster than the CRAY if a structured mesh was used and to run at about the same speed if an
unstructured mesh was used. Jespersen and Levit [72] found the 16-K Connection Machine to be about two and a half times faster than the CRAY-XMP if an explicit solver was used and to be about the same if an implicit scheme was used. Considering that the CRAY-YMP is about twice as fast as the XMP, their finding is in line with that of Oran et al. [51]. These results strongly suggest that, in order to obtain maximum advantage of a SIMD machine, the solution method should be explicit and based on a structured mesh. This is not surprising since these two categories are predicated on local analysis of the flow and do not require information from remote processors. The same reasoning suggests that internal boundaries should be captured rather than represented explicitly if computational advantage is to be realized in a SIMD environment. Since the use of an implicit scheme or an unstructured mesh resulted in run times which were roughly equal on the CRAY and on the Connection Machine, a more open question might be whether there is a MIMD architecture for which the execution time is minimized for these categories of solution method. At the present time, according to Long et al. [52], current MIMD operating systems and compilers make them difficult to program in a manner significantly different from a SIMD operation. However, this area of investigation is undergoing vigorous development at the present time and improvements in both hardware and software are expected to emerge at a rapid pace. The prospect of a rapidly changing computer environment demands that the central flow solver be as simple as possible in order to promote ease of reprogramming on promising new systems. This requirement is completely compatible with the conclusion drawn from current experience with the SIMD architecture, namely, that the algorithm be explicit, based on a structured mesh, and that internal boundaries be captured.

With these desiderata in mind, let us recall the methods of solution which have been used to analyze the various types of propelling charge. All the codes used to model the SPG have used explicit solvers on structured meshes, except in instances when the tube wall boundary layer was of interest. This latter area has received relatively little attention due to the constitutive uncertainties and the difficulty of obtaining stable solutions. Some models have captured the charge increment boundaries. However, the models developed by Gough [11,14] have treated the increment boundaries explicitly and have, moreover, folded the properties of the increment containers into the internal boundary conditions. The codes used to model the RLPG have all been explicit and based on structured meshes. Internal boundaries have been captured. Finally, with regard to the ETCG, we have a full panoply of methods. However, we do note that at least one successful code has been based on an explicit solver, a structured mesh, and captured internal boundaries [44].
It, therefore, appears that a CFS which is explicit, uses a structured mesh, and captures internal boundaries can be applicable to the RLPG and the ETCG directly and also to a broad class of SPG designs. However, capturing the boundary of the charge increments is undesirable in our view since it leads to numerical diffusion of the propellant into the ambient ullage. In the next section, we will discuss a method of representation of the solid propellant which eliminates the possibility of diffusion of the propellant as effectively as an explicit representation of the internal boundary and, at the same time, allows the porosity to vary smoothly across the boundary.

4.4.2 Choice of Algorithms. We now outline the structure of the next-generation code in so far as it can be specified at the present time. We focus on specific attention on a choice of algorithms for a CFS to treat the continuous phase and certain of the discrete phases, and a large particle integrator (LPI) to treat those discrete phases which represent solid propellants. The present discussion should be viewed as proposing a course of development of the code and we, therefore, note uncertainties which can only be resolved by computational studies.

The structure of the code is illustrated schematically in Figures 7 and 8. Figure 7 serves mainly to relate the integration scheme to the ancillary code functions. Figure 8 focusses on the integration scheme per se. Figure 7 requires minimal discussion. We do indicate that the development of databases for the code should ultimately be supported by an artificial intelligence (AI) routine. Such a feature may not be necessary for initial code development studies in which databases are produced by individuals who are intimately familiar with the code structure and modeling assumptions as well as details of charge design. However, experience with previous codes suggests that the next-generation code will not be broadly useful unless a considerable degree of user-friendliness is built into the input routine.

We now turn to Figure 8. We note that the code may be viewed as having a main body which is the subject of initial development. This main body consists of the mesh algorithm, the CFS, the LPI, and the external boundary conditions. Included in the main body are subroutines to describe the continuous phase equation of state and kinetics and turbulence laws; the discrete phase equation of state and morphology and the phase interactions; the projectile motion, the plasma capillary (ETG), and the liquid propellant reservoir (RLPG); and, finally a model of the combustible cartridge case. This main body of coding is expected to address two- and three-dimensional details of all tank gun charges, with the exception of those which involve long unperforated sticks or packaging materials placed between increments. The main body should also address liquid propellant and ET artillery charges for which boundaries can be captured. Solid
Figure 7. Overall structure of next-generation code.
Figure 8. Structure of integrating scheme for next-generation code.
propellant artillery charges will not be addressable by the main body since the internal boundary conditions due to the increment containers are of prime importance. A second stage of code development is envisaged in which modules are prepared to treat internal boundary conditions associated with increment containers, the ends of unperforated sticks, and explicit representations of the Taylor cavity in the ETCG or the injected jet of propellant in the RLPG. As shown in Figure 8, this supplementary body of coding will include interface tracking logic, the mechanical response of the increment containers, and a model of the combustion of the containers. The main body of coding is also not intended to address problems which involve the tube wall boundary layer or very thin reaction layers. For this class of problems, it is assumed that a separate implicit module will have to be written. Such a module would be supported by an analysis of the thermal response of the tube.

We now provide further discussion of the mesh algorithm, the CFS, and the LPI. Additional discussion of these topics, particularly the large particle integrator, can be found in reference 58.

In accordance with the conclusion of our general discussion, we use a structured mesh. The mesh is made conformal with the tube, the breechface, and the projectile base and afterbody. It is assumed that these constitute the external boundaries for the physical domain on which the solution is sought. Internal boundaries associated with shocks and contact discontinuities are captured and those associated with increment boundaries are smoothed by the large particle integrator. It is also assumed that fine details of the external boundaries can be neglected so that a regular structured mesh can be determined without an excessive number of mesh points and without boundary-induced distortion. As discussed in reference 58, we accommodate the presence of a long projectile afterbody and highly chambraged tubes by extending the mesh to include virtual cells. Mesh points are distributed over both the actual external boundaries and the virtual boundaries in a piecewise uniform manner. The use of virtual cells allows a regular labelling of all cells in the computational domain, thereby facilitating a direct map onto a massively parallel architecture. Virtual cells are simply ignored by the integration routine. Given the boundary distributions of the mesh points, the interior distributions follow readily from a standard equipotential mesh algorithm [73]. We note that mesh rezoning will be required from time to time if the chamber is highly chambraged or if there is an afterbody.

In previous work [11,14], we have elected to view the boundary of a solid propellant charge increment as a macroscopic surface of discontinuity. The surface was tracked explicitly and the mesh was made conformal with these explicit internal boundaries as well as the external boundaries. This had the result
that the structure of the increment boundary was propagated into the mesh distribution. Since a dispersed aggregate of particles can develop an arbitrary degree of deformation, numerical instability was found to occur in some instances. Increment boundary deformation led to mesh distortion which, in turn, led to numerical inaccuracy and subsequent to complete breakdown of the solution. In the present approach, the mesh is made conformal only with the inherently stable external boundaries so that this problem is eliminated.

The LPI performs a discretization of the solid propellant increments which is independent of the mesh on which the continuous phase is analyzed. In principle, it would be possible to represent a typical granular charge in terms of each of its individual grains since these are not especially numerous. In fact, in a three-dimensional calculation, one might have roughly 20,000 continuum mesh points and only about 1,000 propellant grains. However, the precise initial location of each of these grains is not known and, in any case, an averaging over the possible distributions is appropriate in the context of the macroscopic analysis. Accordingly, we represent the increment by a number of particles, each of which is weighted by a number density which relates it to a number of grains. The number density will not normally be an integer. In effect, we have a Lagrangian representation of the solid propellant. And, in fact, the integration of the equations of motion of the particles is performed in precisely the same way as in a coupled Lagrangian/EulerAngles analysis. However, the continuity equation for the aggregate, equation 28, is not solved. Instead, the volume fraction is determined by a process of direct averaging over the aggregate.

An obvious method of averaging the properties of the aggregate would be to use the formal averages defined by equations 12 and 14. However, it would be necessary to make a specific choice of the weighting function g. Moreover, it is the case that if g is uniform over some sphere and zero elsewhere, the diameter of the sphere has to be quite large compared with the typical dimensions of the particles if the volume fraction is to be reasonably smooth. Celmins [74] has shown by direct calculation for aggregates of spheres that the averaging volume must contain of the order of 100 particles if the volume fraction is to be uniform to within 1%. The precise number depends on the packing of the spheres.

An averaging procedure which involves such a large number of particles is undesirable since it implies considerable computation at each mesh cell. Moreover, in a highly parallel environment, the procedure would either require an extensive template of particle properties to be stored at each mesh and updated from time to time, or it would require accessing data from remote processors. Apart from these
computational concerns, there is no obvious benefit to performing such a literal average over the aggregate. The macroscopic equations already imply that averaging has been performed and that details of the microflow have been incorporated in the interphase coupling terms. In the present application, we desire a simple process whereby the properties of the aggregate can be mapped onto the continuous phase computational grid in as local a manner as possible. We desire a method which yields a completely uniform volume fraction over the interior of the aggregate when it is packed uniformly. At the boundaries, we desire that the volume fraction drop to zero over a length comparable to the scale of heterogeneity. Such a method would produce a continuous distribution of porosity everywhere throughout the physical domain. The increment boundaries would not correspond to discontinuities but rather to zones of large but finite porosity gradients. The properties of the continuous phase would likewise vary strongly but continuously as one crossed the increment boundary.

We illustrate such a simple method by reference to a one-dimensional problem. Consider an array of particles each having volume $V_{p_i} n_i$, where $V_{p_i}$ is the volume of an individual grain and $n_i$ is the number of grains corresponding to the $i$-th particle. Let the coordinates of the particles be $x_i$. Then the $i$-th particle is assigned a volume fraction distribution $\alpha_i(x)$ such that

$$\alpha_i(x) = \begin{cases} a_i f \left( \frac{x_i - x}{x_i - x_{i-1}} \right) & , \quad x_{i-1} \leq x \leq x_i \\ a_i f \left( \frac{x - x_i}{x_{i+1} - x_i} \right) & , \quad x_i \leq x \leq x_{i+1} \end{cases}$$

(45)

A simple choice for $f$ is that it be linear and homogeneous. Then $a_i$ is determined from the condition

$$n_i V_{p_i} = \int_{x_{i-1}}^{x_{i+1}} \alpha_i(x) \, dx$$

(46)

In the interval $x_i \leq x \leq x_{i+1}$, the total volume fraction of the aggregate is resolved as the sum of the contributions of the particles at the bounding locations. It is easy to verify that for uniformly spaced and
equally weighted particles, this leads to a uniform distribution as desired. Moreover, at the boundaries, one has contributions from only one side. Accordingly, the volume fraction drops to zero linearly at the boundaries. When the array is nonuniform, the choice of a linear dependence for $f$ yields a porosity distribution that is continuous but only piecewise differentiable. A cubic dependence for $f$ can be shown to yield a porosity distribution for which the first derivative is also continuous. Higher order derivatives can be made continuous by using higher order polynomials of odd order to represent the dependence of $f$ [58]. Other properties of the aggregate can be averaged in an analogous manner. For multidimensional problems, products of the distribution functions lead to averaging of the particle properties over a characteristic cell.

In one-dimensional flow, the choice of the cell for each particle is determined uniquely by its neighbors. In multi-dimensional flows, there is some ambiguity once the initial regularity of the aggregate array is lost. Numerical experiments are required to determine the best strategies for cell definition. It is also of interest to determine whether a linear or a cubic distribution for $f$ is better. Higher order distributions are not likely to be of interest. The choice of the distribution for $f$ will be strongly influenced by the properties of the CFS, specifically the resolution of the strong gradients near the boundaries of the aggregate. Finally, since the foregoing procedure involves interpolation back and forth between the particle array and the continuum mesh, it will be important to determine the computational penalty, particularly in a massively parallel environment.

We now consider the choice of integration algorithm for the CFS. The CFS is intended to integrate the balance equations for the continuous phase as well as those for those discrete phases which consist of small, continuously distributed particles or droplets. Accordingly, the CFS is intended to integrate all the balance equations in the case of simulations of the RLPG or the ETCG. The LPI is intended to address charge increments for the SPG. It is possible, of course, that designs of the ETCG could be advanced in which the plasma is injected into a granular propellant. In such a case, the LPI would presumably be activated. In practice, we expect the code user to be able to designate each discrete phase as addressable by either the LPI or the CFS. In addition, we expect the user to be able to designate certain of the discrete phases as being in mechanical or thermal equilibrium with the continuous phase. Such conditions eliminate the need to specify the interphase drag or heat transfer and are appropriate when the particles or droplets are sufficiently small or when the morphology is poorly characterized.
As we have already mentioned, we favor the use of the fourth-order FCT algorithm described by Oran and Boris [29] as the basis for the CFS. The Riemann solvers [26,27,75] would also be favored candidates, with that due to Roe [75] being preferred to the version of van Leer [26,27] on the basis of the findings of Ridder and Beddini [76], if the code were to be applied exclusively to problems in which solid propellants were not a consideration. By their very nature, Riemann-based solvers do an excellent job of capturing shocks and contact discontinuities. However, as noted by Oran [29], fourth-order FCT performs acceptably in a shock tube test case even though it is not predicated on the characteristic structure of the equations. Moreover, for pure convection, fourth-order FCT performs better than the Riemann solvers. Since the presence of solid propellant charge increments will impose large gradients on the state variables which are uncorrelated with the characteristic structure of the balance equations, the Riemann-based solvers are not expected to offer any advantage and the simpler FCT approach is to be preferred.

We also note that FCT has been used successfully for one model of the ETCG [44]. Moreover, it has been applied successfully to simulations of DDT in porous explosives [77], a problem related to that of flamespreading in granular propellants, but involving much greater numerical strain due to the stiffness of the phase interaction and chemical reaction terms.

It is expected that computational tests will be required to verify the ability of FCT to cope with the gradients at the solid propellant increment boundaries. Moreover, there are ambiguities in the multidimensional formulation of FCT and in the coordination of the flux-limiting of several variables which will need to be resolved.

We conclude with some comments on internal boundary conditions. The use of direct averaging of the aggregate properties is intended to eliminate the representation of the mixture boundary as a discontinuity. This will facilitate the solution of solid propellant charge problems since a structured mesh can easily be established to accommodate the configuration of the external boundaries, even if the projectile has a long afterbody. However, there is no escaping the difficulties of representing the properties of the container. As a minimum, the permeability and reactivity of the container must be imposed as internal boundary conditions until such time as the container has fully ruptured. Subsequently, it can be converted to an aggregate of particles.
The approach used in the PISCES Code [25] is presently thought to be the best way to represent the container properties. The container can be taken to move independently of the propellant or to be tied to the mixture boundary as in TNOVA [14]. The finite volume analysis in the flow solver is required to note the partial or complete occlusion of a normal computational cell and to impose the appropriate internal boundary conditions on the fluid/structure interfaces.

It also appears that perforated sticks will require the consideration of internal boundary conditions in order to couple the flow in the perforations to that in the interstices. A Taylor cavity of the type discussed by Chen [39] also constitutes an explicit internal boundary.
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INTENTIONALLY LEFT BLANK.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i$</td>
<td>Bounding surface of $i$-th phase</td>
</tr>
<tr>
<td>$b$</td>
<td>Covolume</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Turbulence parameter</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Specific heat at constant pressure</td>
</tr>
<tr>
<td>$c_v$</td>
<td>Specific heat at constant volume</td>
</tr>
<tr>
<td>$D$</td>
<td>Diffusivity</td>
</tr>
<tr>
<td>$e$</td>
<td>Internal energy</td>
</tr>
<tr>
<td>$f_{d_i}$</td>
<td>Drag on $i$-th discrete phase</td>
</tr>
<tr>
<td>$g$</td>
<td>Weighting function</td>
</tr>
<tr>
<td>$h_{i_o}$</td>
<td>Heat of formation of $i$-th species</td>
</tr>
<tr>
<td>$I$</td>
<td>Unit tensor</td>
</tr>
<tr>
<td>$k$</td>
<td>Turbulent kinetic energy</td>
</tr>
<tr>
<td>$m_{d_i}$</td>
<td>Rate of decomposition of $i$-th discrete phase</td>
</tr>
<tr>
<td>$N_c$</td>
<td>Number of species in continuous phase</td>
</tr>
<tr>
<td>$N_d$</td>
<td>Number of discrete phases</td>
</tr>
<tr>
<td>$n_{d_i}$</td>
<td>Number density of $i$-th discrete phase</td>
</tr>
<tr>
<td>$n$</td>
<td>Unit normal vector</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>Heat flux vector</td>
</tr>
<tr>
<td>$q_{d_i}$</td>
<td>Heat flux to surface of $i$-th discrete phase</td>
</tr>
<tr>
<td>$R$</td>
<td>Gas constant</td>
</tr>
<tr>
<td>$r_{d_i}$</td>
<td>Rate of surface regression of $i$-th discrete phase</td>
</tr>
<tr>
<td>$S_{d_i}$</td>
<td>Surface area of $i$-th discrete phase particle or droplet</td>
</tr>
</tbody>
</table>
$S_i$ Surface area per unit volume of $i$-th phase

$T$ Temperature of continuous phase

$T_{d_i}$ Temperature of $i$-th discrete phase

$t$ Time

$u$ Velocity of continuous phase

$u_{d_i}$ Velocity of $i$-th discrete phase

$V_{d_i}$ Volume of $i$-th discrete phase particle or droplet

$V_i$ Volume of $i$-th phase

$v_i$ Diffusion velocity of $i$-th species of continuous phase

$w$ Boundary velocity

$X_i$ Mole fraction of $i$-th species of continuous phase

$x$ Position vector

$Y_i$ Mass fraction of $i$-th species of continuous phase

$Y_{d_{ij}}$ Mass fraction of $j$-th species of continuous phase produced by decomposition of $i$-th discrete phase

$y$ Dummy position vector

**GREEK SYMBOLS**

$\alpha_i$ Volume fraction of $i$-th phase

$\alpha_{d_i}$ Volume fraction of $i$-th discrete phase

$\alpha_R$ Rosseland mean absorption coefficient

$\varepsilon$ Rate of dissipation of turbulent kinetic energy

$\lambda$ Thermal conductivity

$\mu$ Molecular viscosity

$\mu'$ Bulk viscosity
\( \mu_T \)  
Turbulent viscosity

\( \rho \)  
Density of continuous phase

\( \rho_{d_i} \)  
Density of i-th discrete phase

\( \sigma \)  
Stress tensor for continuous phase

\( \sigma_{d_i} \)  
Stress tensor for i-th discrete phase

\( \sigma \)  
Stephan-Boltzman constant

\( \tau \)  
Stress deviator

\( \tau \)  
Dummy time variable

\( \omega_i \)  
Rate of i-th reaction in continuous phase

\( \omega_{si} \)  
Rate of production of i-th species of continuous phase at surface
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