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Research on novel laser-based diagnostic techniques in two areas is described: (1) extension of laser-based diagnostics to shorter wavelengths for two-photon detection of atomic ions and other detection techniques requiring high powers in the vuv and (2) investigation of quantitative concentration, temperature, and velocity measurements using two-photon-excited amplified spontaneous emission (ASE) of atomic oxygen and hydrogen. For the first task, a broadly tunable high power vuv source based on two-photon-resonant difference frequency mixing in hydrogen and krypton gas was developed. Up to 65 mJ at 133 nm was generated and wavelengths as short as 122 nm were produced. This radiation was applied to multiphoton spectroscopy at vuv wavelengths below 150 nm, including two-photon-excited fluorescence in neon at 133 nm. Research on Task 2 included demonstration measurements of the bandwidth of ASE signals from both oxygen and hydrogen atoms in low-pressure flames. A model of the ASE signal shows gas temperature determination from ASE bandwidth measurements is possible. Gain on a cw diode probe laser from two-photon-excited oxygen atoms has been demonstrated in low-pressure flames; from such direct gain measurements, quantitative atom concentration measurements are feasible.
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RESEARCH ACCOMPLISHMENTS

OBJECTIVES AND SUMMARY

The research for Task 1 was centered on extending laser-based diagnostics to shorter wavelengths. The objectives of this task were to develop new vuv laser sources and techniques, with emphasis on widely tunable radiation with high powers, and to apply this vuv radiation to diagnostics of species not accessible with current visible and near ultraviolet laser sources.

Task 2 investigated the feasibility of laser-excited amplified spontaneous emission (ASE) measurements for gas species concentration, gas temperature, and velocity. Gain measurements on a probe laser from atoms excited via two-photon transitions demonstrated the feasibility of concentration measurements. Bandwidth determinations were used to probe the gas velocity and/or gas temperature in reacting flows. The goal of this work was to determine the feasibility of the ASE technique from demonstration measurements.

TASK 1: DEVELOPMENT AND APPLICATION OF NEW VUV LASER SOURCES AND TECHNIQUES

Advances in laser techniques and technology have been a strong driving force in the development of nonintrusive diagnostics techniques. The production and use of higher laser powers at shorter wavelengths have been particularly fruitful throughout the 1980s and have led to the now well-established techniques of planar laser-induced fluorescence (LIF), two-photon-excited fluorescence, and resonantly enhanced multiphoton ionization (REMPI). More recent advances in nonlinear crystals, such as $\beta$-BaB$_2$O$_4$ (BBO) and LiB$_3$O$_5$ (LBO), allow use of these techniques on species requiring shorter wavelengths.

Below 200 nm, the generation and application of laser radiation become more difficult, for two reasons: the lack of suitable nonlinear frequency-converting crystals and the increasing absorption of background gases in this region. However, a number of diagnostic problems can be solved only in the vuv. Detection of atomic ions is important for applications including plasma propulsion, the study of highly ionized flows, plasma lithography, and magnetically confined fusion. The very high photon energies for excitation of light atomic ions require that two-photon excitation using vuv radiation be used for detection of these species.

For light atoms and molecules, single-photon vuv excitation offers several advantages over two-photon excitation. Because high intensities are not required, photodissociation or other
perturbing processes can be avoided. Quantitative results are simpler to obtain because the process is linear and the transition strengths are often well known. The single-photon sensitivity is higher, and planar imaging may be possible. Through 1+1 multiphoton ionization (MPI) or single-photon ionization coupled with mass spectrometry, ultrasensitive measurements can be made, comparable to those achievable with a gas chromatograph-mass spectroscopy system, except with a much faster response time. Another potential application for vuv diagnostics is single-photon calibration of multiple-photon diagnostic techniques. VUV diagnostics will be useful for plasma diagnostics, the study of chemical dynamics and kinetics of processes important in combustion and fluid flow, the calibration of other diagnostic techniques, and the study of shock-heated flows.

A key part of this research is the production of high power vuv radiation suitable for diagnostics measurements. Because of the lack of suitable nonlinear crystals for vuv generation, frequency conversion must be performed in gases. Because gases are centrosymmetric, four-wave-mixing is the lowest order frequency conversion process that may be used. To obtain high powers, techniques using resonances are required, such as multi-order anti-Stokes Raman shifting and two-photon-resonant sum- and difference-frequency mixing.

Under a previous contract, Faris and coworkers investigated multi-order Raman shifting for the two-photon excitation of atomic and molecular fluorine. Wavelengths as short as 132 nm and energies up to 1 mJ at 170 nm have been produced. However, the Raman shifting has limitations for vuv generation, including low efficiency for shorter vuv wavelengths, large intensity fluctuations when shifting dye lasers, and limited tuning range when shifting excimer lasers. Raman shifting can be the most appropriate source for certain applications—for example, when the wavelengths required lie within the tuning range of one of the Raman orders for shifting the ArF laser. An example of such a fortuitous overlap is shown as the middle curve in Figure 1, which shows a two-photon spectrum of the \( \tilde{F}^1\Pi_g \) (\( v' = 3 \)) state of molecular fluorine excited from the ground state by using the first Stokes radiation from Raman shifting an ArF laser in \( D_2 \). The upper curve shows the first Stokes energy and the lower curve is a two-photon calibration spectrum. The ArF laser is tunable through only 1 nm, yet a spectrum of the full band of this vibrational level is possible. This tuning of the ArF laser, although limited, is important for the four-wave-mixing process we currently use for vuv generation.

The two-photon-resonant difference and sum process is shown in Figure 2. Because of the two-photon resonance, this mixing process can provide efficiencies of about \( 10^{-4} \), significantly better than frequency tripling. However, unlike frequency tripling, this process has the disadvantage that two lasers are required. For vuv generation, the difference frequency process is preferable because much of the vuv spectral region may be covered and negative dispersion of the medium is not required. The difference frequency process has been demonstrated using
Figure 1. Two-photon spectrum of the $F^1 \Pi_g (v' = 3) \leftarrow X^1 \Sigma_g^+ (v' = 0)$ transition of $F_2$. 
Figure 2. Two-photon resonant difference- (a) and sum- (b) frequency mixing.
krypton with frequency-doubled dye laser radiation as the two-photon pump laser. Because the vuv output power scales as the square of the two-photon pump laser intensity, and minimal tuning of the pump laser is required, a frequency-doubled dye laser may not be the best pump laser. By coincidence, there are two-photon resonances in krypton, H₂, and HD that are within the tuning range of the ArF laser. Because of the very high powers attainable with the ArF laser, this is an attractive pump laser for two-photon resonant difference frequency generation. Use of the 6p(3/2,2)→4p⁶1S₀ transition in krypton for vuv-xuv generation with an ArF laser was proposed in 1986 by Hilbig et al. Two-photon-resonant sum-frequency mixing using the E,F(v'=6) 1Σ⁺⁺⁺⁺⁺⁺⁺→X 1Σ⁺⁺⁺⁺⁺⁺⁺(v''=0) Q(1) transition of H₂ with an ArF laser has been demonstrated for xuv generation.

Two-photon resonant difference-frequency generation of vuv using an ArF laser was not demonstrated until 1991, when it was reported by Faris and Dyer and Strauss and Funk. The advantages of this technique over mixing techniques using frequency-doubled dye lasers as the two-photon pump laser include the higher power available from the ArF excimer laser, the ability to tune to shorter wavelengths (tuning from 110 nm to 180 nm is possible), and the lower sensitivity to phase mismatch due to the shorter two-photon pump wavelength.

For our work on two-photon-resonant difference-frequency mixing, we take advantage of previous work on Raman shifting, for which we have performed a number of modifications to a Lambda Physik 150 dual discharge excimer laser to obtain better spatial mode quality. We use the same laser for two-photon-resonant difference-frequency generation. The apparatus is shown in Figure 3. The ArF excimer laser is run as an oscillator-triple pass amplifier. A lens, a pinhole, and a curved mirror between the oscillator and amplifier are used to filter the beam spatially. The output, up to 100 mJ in a beam five times over the diffraction limit, is combined on a dichroic beamsplitter with the frequency-doubled output of a dye laser (Quanta-Ray PDL) pumped by a Nd:YAG laser (Quanta-Ray DCR II). The timing of the two laser pulses is synchronized to about 1 ns. The two beams are focused together with a 1-m fused silica lens into a gas cell. The beam path of the ArF laser is purged with argon to minimize the effects of oxygen Schumann Runge absorption. From the beam splitter on, the beam path is evacuated. Light passing through the gas cell is collimated with a MgF₂ lens and continues into a vacuum spectrometer or is dispersed with a MgF₂ Pellin Broca prism.

Our initial characterization of the two-photon resonant difference frequency generation process was made using the 6p(3/2,2)→4p⁶1S₀ transition in krypton. VUV generation in H₂ by using the E,F(v'=6) 1Σ⁺⁺⁺⁺⁺⁺⁺→X 1Σ⁺⁺⁺⁺⁺⁺⁺(v''=0) Q(1) transition is hampered by amplified spontaneous emission (ASE) in the vuv on B→X transitions, as has been seen previously. The emission we
Figure 3. Experimental arrangement for two-photon resonant difference frequency generation.
have observed on these bands is shown in Figure 4. Similar ASE behavior is expected in HD, although this has not been investigated.

We have obtained up to 6 µJ at 147 nm by mixing in krypton. This power has been measured with a pyroelectric energy meter after separation of the other wavelengths with the Pellin Broca prism. The power generated in the gas cell is actually much higher (at least 50 µJ), but it is attenuated by absorption by the MgF₂ lens and prism.

The vuv generation in krypton is maximized when the ArF laser is exactly on resonance with the two-photon resonance, as is shown in Figure 5, where the vuv generated at 147 nm and the ionization signal for 2+1 REMPI in a separate krypton cell are shown as a function of detuning of the ArF laser. Examination of the dependence of the vuv intensity on the input laser powers indicates saturation for both lasers. The dependence on the frequency-doubled dye laser power is shown in Figure 6. The power increases proportionally to the first power of the laser power as expected up to about 1 mJ, where saturation begins to occur. The power dependence for the ArF laser, shown in Figure 7, is not fully understood. The power increases as a power of 1.4 over nearly an order of magnitude in laser power before further saturation. The expected power dependence is the square of the ArF laser power, so some saturation is occurring even at low powers. Noninteger laser power dependence has been seen in multiphoton spectroscopy when strong saturation makes the change in laser focal volume the dominant factor that affects the ion signal size, leading to a 3/2 power dependence. Similar effects may be occurring for this vuv generation, although phase matching considerations are probably more important than volume considerations in determining power dependence.

The effects of phase matching are made very clear in the pressure dependence of the vuv power, shown in Figure 8. At low pressures, the vuv power increases as the square of the pressure, as is expected. However, at higher pressures, the power drops off because of the increased importance of phase matching at larger densities. The maximum conversion occurs at a density of about 60 Torr.

The saturation of both input lasers and the loss in conversion efficiency indicate that the vuv generation process is significantly less efficient than is ideally possible. These inefficiencies are ultimately related to phase matching. With better phase matching, we can take better advantage of the quadratic increase in efficiency at higher pressures, and looser focusing can be used, which will reduce the saturation effects that decrease the efficiency. One possible phase matching approach is noncollinear phase matching. However, because of the large phase mismatch for mixing in the vuv, the crossing angles are large, leading to poor beam overlap. Partial ionization of the gas leads to electrons making a negative contribution to the refractive index. The electron
Figure 4. Vacuum ultraviolet amplified spontaneous emission generated on pumping $E,F^1 \Sigma_g^+ (v'=0) \leftarrow X^1 \Sigma_g^+ (v''=0)$ Q(1) transition in $H_2$. 
Figure 5. Vacuum ultraviolet energy and 2+1 REMPI in krypton as a function of ArF laser detuning.
Figure 6. Dependence of vacuum ultraviolet radiation on frequency-doubled dye laser energy.
Figure 7. Dependence of vacuum ultraviolet radiation on ArF laser energy.
Figure 8. Dependence of vacuum ultraviolet radiation on krypton pressure.
contribution to the index of refraction becomes more positive at shorter wavelengths, though, and a
negatively dispersive correction is required for phase matching. In the region near optical
resonances in the vuv, certain gases exhibit negative dispersion, so a mixture of gases can provide
phase matching. This procedure may make higher powers possible in limited regions of the vuv.

When producing shorter wavelengths, ASE becomes less of a problem for mixing in H$_2$. This
radiation is strongest between about 140 and 160 nm. Mixing in krypton at shorter
wavelengths leads to lower efficiencies than at longer wavelengths. This is illustrated in Figure 9,
which shows the pressure dependence for production of 133-nm radiation in krypton. The peak
energy is only 2 μJ, significantly less than that obtained near 147 nm in krypton (6 μJ). We have
performed mixing in H$_2$ to produce 133 nm and found that the ASE is weak enough in this region
to allow use of the mixing process. Figure 10 shows pressure dependencies of the ASE at 145 nm
and mixing to produce 134 nm. By operating at a lower pressure of H$_2$, we can further reduce the
ASE. We have obtained up to 20 μJ at 134 nm by mixing in H$_2$. This energy is adequate for
nonlinear optical diagnostic techniques such as two-photon-excited fluorescence.

We applied the vuv radiation to two experiments to examine feasibility of multiphoton
techniques at short vuv wavelengths. By performing multiphoton excitation on noble gases, we
can examine basic questions concerning sensitivity and technological complications without the
additional experimental difficulty of the production of atomic ions. We have investigated two
systems: 1+1 REMPI of atomic xenon, and two-photon excited fluorescence of atomic neon.

We used two photons at 147 nm to perform 1+1 REMPI through the 5p$^5$6s[$3/2,1$] state of
xenon, as shown in Figure 11. The 147-nm radiation was produced through mixing in krypton.
Because vuv radiation can readily ionize many molecular species, background ion signals are a
major consideration for vuv REMPI. With energies of only 3μJ, we have obtained signal-to-noise
ratios of >50 for the ion signal, a good indication that this approach can give useful signals. A 1+1
REMPI spectrum and an absorption spectrum for Xe are shown in Figure 12. The strong
resonance absorption in xenon leads to a dip in the REMPI signal at line center. The power
dependence of the ion signal from xenon is shown in Figure 13. From the figure, it is apparent
that the signal follows the expected square dependence on the vuv power.

Because the signal relies on detection of ions, 1+1 REMPI is not very well suited to
detection in plasmas. However, 1+1 REMPI might be performed in plasmas in conjunction with
optogalvanic detection. In addition, 1+1 REMPI with vuv radiation is useful when high sensitivity
measurements are required, such as for resonant ionization mass spectroscopy of trace species,
when two-photon techniques lead to photodissociation or other production or destruction
Figure 9. Pressure dependence of vacuum ultraviolet radiation at 133 nm for mixing in krypton.
Figure 10. Pressure dependence of vacuum ultraviolet radiation for mixing and ASE in $\text{H}_2$. 

Energy (µJ) vs. Pressure (Torr) graph showing the relationship between the two variables.
Figure 11. Energy level diagram for 1+1 REMPI in xenon at 147 nm.
Figure 12. Absorption and 1+1 REMPI spectra for xenon with 147-nm radiation.
Figure 13. Power dependence of ion signal from 1+1 REMPI in xenon.
mechanisms that can cause detection errors, and as a calibration procedure for two-photon excitation.

For demonstration of two-photon excited fluorescence at shorter wavelengths in the vuv, we have chosen neon, which, with the first two-photon resonance corresponding to 133 nm, is the second most difficult neutral atom to excite (after helium). We have been able to observe fluorescence following two-photon resonant excitation of the $2p^53p[3/2,2]$ state of neon from the ground state using the excitation scheme shown in Figure 14. Fluorescence is detected using a photomultiplier and a 700-nm short pass filter. Figure 15 shows an excitation spectrum for this transition for a pressure of 100 Torr of neon. Experimental improvements have allowed determination of the power dependence of the fluorescence signal (Figure 16), which confirmed that we were indeed performing a two-photon-resonant excitation. For these measurements, we had the luxury of being able to operate at fairly high atom densities (pressure $\approx$ 100 Torr). For detection of atomic ions, we must be able to detect significantly lower densities. To successfully perform such measurements will require significantly higher powers.

From measurements of the transmission of our optics in the vuv using a hydrogen arc light source and a vuv spectrometer, we found that much of the energy we generate is absorbed by the MgF$_2$ optics we use, apparently through color center formation. To take better advantage of the energies that we produce, we changed our optical setup to greatly reduce the optical path through MgF$_2$ for the vuv. Instead of using a separate collimating lens and dispersing prism, amounting to perhaps 5 cm of optical path, we use a single lens placed off-axis to both focus the vuv and separate the vuv from the pump beams, resulting in an optical path of only a few millimeters. The apparatus for this arrangement is shown in Figure 17. With this arrangement, we have been able to increase our generated energies by over a factor of 3, from 20 $\mu$J to over 65 $\mu$J. These energies were measured directly using a pyroelectric energy meter in vacuum.

We are now pursuing generation of shorter wavelengths, in the region of 120 nm. There are a number of motivations for exploring this region. By using mixtures of krypton and hydrogen, we can use the negative dispersion of krypton to phase match the mixing process. Phase matching offers the potential for significantly increased vuv powers, which will be essential for the demonstration of the detection of atomic ions. In addition, a number of significant transitions occur in this region. Lyman alpha radiation at 121.6 nm is a very important wavelength for many reasons, including the potential for performing planar imaging of hydrogen atoms. Planar imaging of N atoms can be performed using 120 nm, and two-photon-excited fluorescence of N$^+$ can be performed using 117 nm. We have obtained vuv radiation at about 122 nm and are in the process of improving the system to allow production of calibrated energies. We should know soon the practicality of some of these diagnostic possibilities.
Figure 14. Energy level diagram for two-photon-excited fluorescence in neon at 133 nm.
Figure 15. Two-photon-excited fluorescence signal in neon with 133-nm radiation.
Figure 16. Power dependence for two-photon-excited fluorescence in neon.
Figure 17. Off-axis lens apparatus for high power VUV generation.
Task 2: LASER-EXCITED ASE MEASUREMENTS

Two photon laser-induced fluorescence (LIF) is often used as a means of detecting light atoms in combustion environments.\textsuperscript{15} This technique involves exciting some of the ground state population into an excited state of the same overall parity as the ground state through two-photon absorption. Some of this excited state population relaxes to intermediate states via one-photon fluorescence, which is the detected signal. It is possible that a second physical process, amplified spontaneous emission (ASE), can occur simultaneously, and ASE has been observed.\textsuperscript{16} For light atoms, the intermediate states lie several electron volts of energy above the ground state and therefore have no appreciable thermal population even at the elevated temperatures found in combustion environments. If the excitation rate is sufficient to move a significant population via the two-photon laser excitation, this lack of a thermal population in the intermediate state produces a population inversion between the excited and intermediate states. Any spontaneous emission can then experience optical gain via stimulated emission. With enough gain, an ASE signal is generated; since excited atoms only are present along the path of the excitation laser, gain is present only along this path. The ASE signal propagates forward and backward along the pump laser beam.

The physical process of ASE is well known from studies of laser systems.\textsuperscript{17} More recently, ASE has prompted interest as an optical diagnostic for combustion environments.\textsuperscript{16} Atomic hydrogen,\textsuperscript{18} oxygen,\textsuperscript{19} carbon,\textsuperscript{20} nitrogen,\textsuperscript{21} and chlorine,\textsuperscript{22} as well as carbon monoxide,\textsuperscript{16} have all been detected by their ASE signals. The ASE signal is attractive as an optical diagnostic for several reasons: the spatial coherence of the ASE signal beam implies that a large signal to background contrast ratio is possible with only a single optical access port, and the nonlinear origin of the ASE signal makes a very large signal possible. To date, the ASE studies that have been conducted concentrated on obtaining a relative ASE signal as a function of pump laser energy and partial pressure of the test gas.

The goal of this project is to investigate the degree of quantitative information that can be obtained from ASE signals from atoms. In particular, we are studying the use of ASE as a thermometric probe of reactive flows. Since the two-photon pump laser couples a Doppler broadened ground state velocity distribution to the excited state, we anticipated that the bandwidth of the emitted ASE would include information about the temperature of the local environment. In an effort to test this idea, we made measurements and developed a model of the bandwidth of hydrogen and oxygen atoms in low-pressure flames as a function of temperature. In addition, we compared simultaneous ASE and LIF signals in a variety of flames probing both hydrogen and oxygen atoms. We found ASE signals can be large enough to deplete LIF signals, and that ASE
signals are influenced by gas collisions. With a continuous wave (cw) seed laser we directly observed gain from the two-photon excitation. Such direct gain measurements may provide a strategy for quantitative atom concentration measurements in reacting flows, and these results set an encouraging new direction for further work on two-photon-excited ASE from atoms.

Atomic hydrogen and atomic oxygen are both important reactive intermediates during hydrocarbon combustion. Both atoms may be excited by two-photon laser excitation; the selection rules allow excitation of states that do not have allowed single-photon transitions back to the ground state. We monitor atomic hydrogen by exciting of the 3S and 3D states from the 1S ground state by two photons near 205 nm and monitoring the fluorescence of Balmer α transitions to the 2P near 656 nm. Oxygen 3p^3P is excited from 2p^3P via two photons near 226 nm, and fluorescence near 845 nm is produced from the 3s^3S_0 ← 3p^3P transition.

Low-pressure flames are supported on a 6-cm-diameter, water-cooled, McKenna burner in an evacuated housing. Computer controlled motion of the burner allows signals to be monitored as a function of height above the burner surface. For these premixed low-pressure flames, height above the burner surface relates directly to reaction time if the gas temperature is known. Using conditions identical to those in previous studies of H_2/O_2,23 CH_4/O_2,24-26 and CH_4/air,27 stoichiometric flames, we obtained careful measurements of the gas temperature as a function of height above the burner and LIF measurements of radical concentrations as a function of height above the burner for a number of key radical intermediates. The majority of the data were collected from 7 Torr H_2/O_2 and CH_4/O_2 flames at a height of 4 cm above the burner. Under these conditions the local environment is known, and the temperature is 1200 K in the hydrogen flame and 1800 K in the methane flame. A detailed description of the burner, and the associated optics and data acquisition system can be found in References 23 through 27.

Figure 18 shows the experimental design for the oxygen atom experiment. The excitation pulse was produced by frequency doubling the output from a Nd:YAG pumped dye laser. Dielectric mirrors separated the 6-ns light pulse near 226 nm from the fundamental near 452 nm. Excitation light for hydrogen atoms was produced by first frequency doubling the output of the dye laser at 615 nm, then mixing the resulting doubled light near 307.5 nm with residual light from the fundamental pulse and separating the difference frequency pulse at 205 nm with dichroic mirrors. The excitation beam was focused into the burner chamber with either a 0.15-m or a 0.50-m focal length lens. The backward-moving (counterpropagating with respect to the pump pulse) ASE signal was detected using a filtered red-sensitive photomultiplier tube (PMT). The forward ASE pulse was filtered, expanded with a negative lens, and passed through an etalon. The etalon fringes were captured onto an intensified CCD camera array. Images of the etalon fringes were used to measure the bandwidth of the ASE with the excitation laser wavelength fixed at line center.
Figure 18. Schematic of the experimental arrangement for ASE excitation and detection of atomic oxygen in low pressure flames.
Excitation spectra were also collected by scanning the dye laser through the two-photon resonance and recording the ASE signal on the PMT.

Figure 19 shows the two-photon LIF signal from atomic hydrogen as a function of height above the burner for three different stoichiometric flames. The upper panel shows a 7.2 Torr H2/O2 flame identical to that used earlier for quantitative OH measurements. The middle panel presents data for a 6 Torr CH4/O2 flame where OH, HCO (Reference 26), CH (Reference 24), and 1CH2 (Reference 25) were previously measured. The bottom panel has data for a 30 Torr CH4/air flame that previously was used to measure OH, CH, and NO profiles. High intensity laser light at 205 nm can photodissociate vibrationally hot H2O producing H atoms and these product H atoms are subsequently observed by LIF in the same laser pulse. To investigate possible photochemical interference in the profiles shown in Figure 19, we collected LIF profiles with different laser pulse energies. The data in Figure 19 were acquired with laser energy near 200 μJ/pulse, and the profiles are identical to those acquired with 50-90 μJ/pulse. This result indicates that with the laser pulse energy, beam divergence, and pulse length used, the three profiles for these low-pressure flames are free of significant photochemical interference.

The LIF signal presented in Figure 19 is uncorrected for collisional quenching. Quenching measurements have been reported for H atoms at room temperature and for a few important colliders at temperatures between 300 and 700 K. If these rate constants are applicable at flame temperatures, an H atom fluorescence lifetime near 3 ns is predicted for these flames, which is consistent with an observed lifetime that is too fast to be resolved by our 7-ns laser pulse and the photomultiplier/amplifier combination used. Goldsmith and coworkers used picosecond laser pulses to obtain direct measurements of the fluorescence lifetime of the 3S and 3D hydrogen in low-pressure H2/O2 flames. They found the value of the fluorescence lifetime to be consistent with the quenching predicted by a model calculation of the species and the room temperature quenching rate constants from Stuttgart.

Using the method demonstrated by Meier et al. and used by Goldsmith et al., we corrected the LIF signal by

$$[H] \propto \frac{S(A + Q)}{A} = \frac{S}{A} (64.5 \, \mu s^{-1} + \sum_i k_Q^i n_i)$$

where S is the signal, A the radiative decay rate, Q the first-order quenching rate, k_Q^i the quenching rate constant for the ith species, n_i the concentration of species i, and the summation over all the species in the flame. We used our chemical model of these premixed flames to
Figure 19. Two-photon-excited LIF signals from atomic hydrogen in three stoichiometric, low-pressure flames: upper panel, 7.2 Torr H2/O2; middle panel, 6 Torr CH4/O2; and lower panel, 30 Torr CH4/air.
predict the concentrations of the colliders, and we used the quenching rate constants of Bittner et al.\textsuperscript{30} We assumed that the quenching rate constant for \( n = 3 \) H atoms by OH is the same as for H\(_2\)O. The quenching corrected relative H atom concentration for the H\(_2\)/O\(_2\) flame is given in Figure 20.

The smooth curve in Figure 20 is the H atom mole fractions predicted by our chemical model of the premixed H\(_2\)/O\(_2\) flame.\textsuperscript{27,33} The LIF signal height has been arbitrarily scaled to match the peak values of the model calculation. There are clear differences between the model and the measurement; especially notable is the growing discrepancy between model and measurement moving up from the peak H atom in the burnt gases. The model predicts that the H atom mole fraction declines much more slowly than was observed by LIF. The model does not predict a significant change in the collider species over the range 3-6 cm above the burner, and the measured gas temperature is nearly constant.\textsuperscript{25} Thus, our quenching assumption cannot explain these differences. The sensitivity analysis of the model calculation indicates that the recombination reactions H+H+M and H+O\(_2\)+M are the most sensitive reactions for the H atom concentration in this region.

The observations made from Figure 20 motivated a major change in our treatment of fluid flow in our model of our lowest pressure flames. With support from the Gas Research Institute (GRI), we determined that radial transport is significant in the lowest pressure flames. Radial profiles of OH were measured, the extent of flame blooming determined, and radial transport added to the model code. The corrected model agrees quite well with the atom measurements, as shown by the solid line in Figure 20. This is an example of synergism of the various projects in our laboratory. Flame modeling is not supported by this contract, but atom LIF measurements needed to compare with ASE measurements did not agree with predictions by the GRI-supported model. Model development under their contract provides us with specifications for a well characterized and well studied reactive flow environment to make ASE measurements for the Air Force.

Balmer \( \alpha \) ASE signals were observed in all the flames studied. The ASE signal forms a collimated beam propagating forward and backward along the excitation laser beam. The largest ASE signals were observed in rich H\(_2\)/O\(_2\) flames. In this flame, the forward and backward ASE signal intensities were approximately equal. In the forward direction, it is also possible to phase match four-wave mixing signals at 656 nm, and the equal intensity measurement indicates that ASE and not four-wave mixing is the primary source of the collimated signal, in agreement with other flame measurements on H, O, C, and N.\textsuperscript{19-21}
Figure 20. Quenching corrected LIF signal from OH and H atoms in a 7.2 Torr H_2/O_2 flame, dashed curve represents the model calculation of the concentrations without radial transport, and the solid curve model calculation including radial transport.
We found that the ASE signal was slightly polarized, with a ratio of 3:2 as measured with a linear polarizer. This value is in good agreement with the polarization predicted from the combination of 3S and 3D states initially excited. When linear polarized light is used to excite the 1S ground state of atomic hydrogen, the selection rule $\Delta m_J = 0$ produces an anisotropic distribution of $m_J$ in the 3D. The 1S and 3S only have $m_J = \pm 1/2$, while the 3D$\frac{3}{2}$ has $m_J = \pm 1/2, \pm 3/2$ and the 3D$\frac{5}{2}$ has $m_J = \pm 1/2, \pm 3/2, \pm 5/2$. Thus, excitation of the 1S with linearly polarized light cannot initially populate the $m_J = \pm 3/2$ and $\pm 5/2$ sublevels of the 3D. The isotropic 3S and anisotropic 3D population distribution radiates to the 2P$\frac{1}{2}$ and 2P$\frac{3}{2}$, with the relative intensities of the two linear polarization components of the light propagating along the laser beam calculable from angular momentum algebra. The initial population ratios 3D$\frac{3}{2}$:3D$\frac{5}{2}$ and 3S:3D (values = 18/45:27/45 and 1:7.56, respectively, led us to predict a relative polarization of 0.62:0.38. This result is in excellent agreement with our measured 3:2 ratio, however, it is significantly different from the >10:1 linear polarization observed by Goldsmith. At this point in our analysis we will not speculate on the origin of this difference.

In Figure 21, the variation of the ASE and LIF signals at 3.1 cm height above the burner in the 7.2 Torr H$_2$/O$_2$ flame is plotted versus laser power. The nearly linear increase in the plot of LIF versus laser power is indicative of significant losses to ionization and ASE. The ASE power dependence shows a threshold below which no ASE is observed and an exponential increase in ASE signal with laser energy. Such a region of exponential growth is predicted by the theoretical treatments of ASE. Similar features were observed for all the flames studied and for both 10 and 20 cm focal length lenses for the excitation laser light. The position of the threshold in laser energy and the strength of the exponential increase is quite dependent on flame conditions. In fact, the threshold of the ASE power dependence varies quite a lot as a function of height above the burner in the same flame.

At the laser pulse energies used, we do not see the saturation of the ASE gain observed by Goldsmith, whose experiment used three times more laser pulse energy and a threefold longer focal length lens. Thus, the laser fluence is comparable in the two studies but the gain lengths are quite different. The excitation rate of the two-photon transition will be largest in the beam waist of the focused laser beam, and hence the greatest gain is localized to the beam waist. The gain length can be longer if longer focal length lenses are employed; such a situation may allow the ASE to build up to an intensity that induces stimulated emission from all the atoms along the remaining path length. Indeed, we see the ASE signal increase more than 50% when we replace the 10 cm focal length lenses with 20 cm focal length lenses.
Figure 21. Laser pulse energy dependence of LIF (upper panel) and ASE (lower panel) signals 3.1 cm above the burner in a 7.2 Torr $\text{H}_2/\text{O}_2$ flame.
In Figure 22 the ASE signal is plotted versus height above the burner for a rich, stoichiometric, and lean \( \text{H}_2/\text{O}_2 \) flame. The simultaneously acquired LIF signals are also shown. The ASE and the LIF agree well in the rich case, but there is a significant difference in the burnt gases of the lean flame. Goldsmith and coworkers\textsuperscript{32} measured the total quenching rate in lean and rich \( \text{H}_2/\text{O}_2 \) flames and found the total quenching rate to be nearly a factor of two faster in the lean flame. Thus, as the quenching rate increases we see a growing difference between ASE and LIF signals. The quenching causes a loss of population inversion, and in the region of exponential growth of the ASE signal the quenching can have a very large influence on the ASE intensity because it alters terms in the exponent of the model of the ASE signal.

The ASE collimation is measured by replacing the photomultiplier tube with a CCD array. The collimated ASE has a 0.35 cm full width at half maximum (FWHM) corresponding to the collection with a 10 cm lens of \( f\text{28} \). The ASE is then expanded with a diverging lens and directed through an etalon with a 3.8 cm\(^{-1}\) free spectral range. The resulting interference pattern is observed on the face of the image intensifier of the CCD array. A single slice across the image is plotted in Figure 23. The FWHM of the interference fringes is 1.4 cm\(^{-1}\), which is about twice the Doppler width in this 1200 K flame. The fine structure splitting of the 2P state is 0.37 cm\(^{-1}\), however, nearly 80% of the transitions terminate on the \( \text{2P}_{3/2} \) fine structure state. The contributions of Stark broadening and gain narrowing to the bandwidth are being evaluated.

To extract useful gas temperature determinations from ASE bandwidth measurements, it is necessary to know some details about the two-photon pumping and subsequent ASE emission. The ASE process is intrinsically nonlinear, and attention must be paid to pump saturation, gain narrowing, and any ac Stark shifting or broadening that may arise. To this end we conducted a series of experiments under different conditions and compared the results with theoretical calculations.

To better understand the pumping process, we recorded a number of excitation scans. Six such scans are shown in Figures 24 and 25 as a function of pump laser intensity. These spectra were recorded in a \( \text{H}_2/\text{O}_2 \) flame by using two different focal length lenses for a range of pump laser energies. Spectra taken with a short focal length lens (0.150 m) appear in Figure 24 as double-peaked. The left peak corresponds to the \( 3\text{p}^3\text{P}_2 \leftrightarrow 2\text{p}^3\text{P}_2 \) transition, while the right peak corresponds to the \( 3\text{p}^3\text{P}_1 \leftrightarrow 2\text{p}^3\text{P}_2 \) transition. These two transitions are separated by 0.0014 nm, which at 1200 K amounts to one quarter of the two-photon Doppler width. A calculation of the relative cross section of these two lines\textsuperscript{36} indicates that they should have a relative signal strength of 3.6:1, with the \( J = 2 \leftrightarrow 2 \) transition appearing as the stronger of the two. However, in the two upper curves of Figure 24, the transitions are present with very similar strengths, suggesting
Figure 22. Simultaneously acquired ASE and LIF data plotted versus height above the burner for fuel rich ($\phi = 1.42$), stoichiometric ($\phi = 1.00$), and lean ($\phi = 0.67$) 7.2 Torr H$_2$/O$_2$ flames.
Figure 23. Slice through the etalon interference pattern of ASE in rich 7.2 Torr H₂/O₂ flame.
Figure 24. ASE excitation scans taken using a 0.15 m focal length lens. Saturation of the $J=2\rightarrow 2$ transition makes the $J=1\rightarrow 2$ transition appear relatively strong.
saturation of the $J = 2 \rightarrow 2$ transition. An estimate of the saturation intensity can be made using the following expression,\textsuperscript{37}

$$W^{(2)} \tau = \frac{1}{2}$$

Here, $\tau$ indicates the pulse width of the laser and $W^{(2)}$ denotes the two-photon transition rate at saturation, which is given by\textsuperscript{38}

$$W^{(2)} = \frac{\alpha I_{\text{sat}}^2}{h \nu}$$

The two-photon absorption cross section, Planck's constant, and the frequency are denoted by $\alpha$, $h$ and $\nu$, respectively. From the above, we estimate the saturation intensity for the $J = 2 \rightarrow 2$ transition is $I_{\text{sat}} = 432 \text{ MW/cm}^2$. The upper two curves in Figure 20 were recorded with pump intensities of $\sim 2.9 \ I_{\text{sat}}$ and $\sim 1.0 \ I_{\text{sat}}$, respectively.

We used a longer focal length lens ($500 \text{ mm}$), to record the excitation scans that appear in Figure 25. For each of these scans the pump laser intensity is well below saturation and the spectra have a different overall appearance. The $J = 1 \rightarrow 2$ transition now appears relatively weak compared with the $J = 2 \rightarrow 2$ transition. When making quantitative bandwidth measurements it is prudent to operate in the low pump intensity limit to simplify the data analysis.

Figure 26 displays etalon fringes of ASE emission from oxygen atoms in a $\text{H}_2/\text{O}_2$ flame at $1200 \text{ K}$. The central spot of the diffraction pattern lies just to the left of the first fringe. These fringes were recorded by summing the emission following ten pump laser shots at an intensity of $0.31 \ I_{\text{sat}}$. The apparent noise in the fringes is due to the ASE light that passes through the etalon without any reflections. Accounting for the intrinsic bandwidth of the etalon at the emission wavelength of $845 \text{ nm}$, analysis of the fringes yields an ASE bandwidth of $0.08 \pm 0.04 \text{ cm}^{-1}$. Similar fringes were recorded in a $\text{CH}_4/\text{O}_2$ flame at $1800 \text{ K}$ with a pump intensity of $0.43 \ I_{\text{sat}}$. The corresponding bandwidth amounts to $0.15 \pm 0.04 \text{ cm}^{-1}$. These experimental values are plotted in Figures 27 and 28.

**ASE Bandwidth Calculations**

To interpret the bandwidth measurements discussed above, we performed calculations of the ASE signal. Previous theoretical treatment\textsuperscript{39} of the frequency distribution of the ASE signal did not include the finite bandwidth of the exciting pump laser, which could not be neglected in our work. The calculation should be considered as a two-step process in which the frequency dependent population of the excited state after two-photon absorption is determined first, and then
Figure 25. ASE excitation scans taken using a 0.5 m focal length lens. The J=2→2 transition is not saturated which changes the appearance from Fig. 24.
Figure 26. Etalon fringes of the ASE at 1200 K.
Figure 27. Comparison of the ASE bandwidth measurement and the calculated values for a H₂/O₂ flame.
Figure 28. Comparison of the ASE bandwidth measurement and the calculated values for a CH₄/O₂ flame.
the frequency dependent gain experienced by the ASE beam as it propagates through the excited medium.

In the first step, the frequency response of the oxygen atoms is represented by the appropriate Voigt profile while the laser is represented by a Gaussian. The laser is assumed to be fixed at exact resonance and the apparent bandwidth of the pump laser during the two-photon absorption,\(^4\) at 226 nm, is taken into account. The relative population of the excited state as a function of frequency is found from the product of the Voigt profile and the laser intensity frequency distribution. Each frequency of the excited state population corresponds to an atomic velocity that is easily determined. Then each of these velocities can be converted into an ASE frequency distributed about 845 nm (where fluorescence is produced from the \(3s^3S^0\rightarrow 3p^3P\) transition). In this way, the initial excited state population is found as a function of frequency, and then remapped as a modified function of frequency, which then experiences the gain associated with the ASE process.

In the second step, standard laser amplifier theory is used to calculate the gain coefficient for an inhomogeneously broadened system, using the excited state frequency distribution found as described above.\(^4\)\(^1\) This gain coefficient is then used in the expression for the ASE signal intensity.\(^4\)\(^1\) One of the input quantities required to calculate the gain coefficient is the total population inversion of the two energy levels that produce the ASE light. We estimated this population inversion by numerically integrating a system of rate equations modeling the three relevant energy levels of the oxygen atom. As noted earlier, the cross sections for two-photon absorption, ionization, quenching, and intermultiplet transfer are known for the oxygen system, so the rate equation analysis is tractable.

The results of our ASE bandwidth calculation are shown in Figure 27 for the \(\text{H}_2/\text{O}_2\) flame and in Figure 28 for the \(\text{CH}_4/\text{O}_2\) flame. The calculations were made using our measured pump laser bandwidth of 0.25 cm\(^{-1}\). The two solid lines in Figure 27 indicate numerical results appropriate for the ground state oxygen atom concentration (2.48 \(\times\) 10\(^{15}\) cm\(^{-3}\)) found in the \(\text{H}_2/\text{O}_2\) flame\(^2\) at 1200 K. At this temperature, the two-photon Doppler width amounts to 0.55 cm\(^{-1}\) for the 226-nm pump laser. The two lines differ only in the input value of the population difference between the excited and intermediate states. The lower line corresponds to the calculated population inversion of 1.2 \(\times\) 10\(^{11}\) cm\(^{-3}\), while the upper line corresponds to a population inversion that is a factor of 10 smaller. The lower line represents the ideal case suggested by the rate equations, while the upper line is probably closer to the truth, given that several factors (including fluctuations in the pump laser intensity and inhomogeneities in the flame environment) reduce the overall population inversion obtained. The two lines appearing in Figure 28 represent
similar calculations done for the oxygen atom concentration \(4.96 \times 10^{14} \text{ cm}^{-3}\) found in a \(\text{CH}_4/\text{O}_2\) flame\(^{24-26}\) at 1800 K. The Doppler width, at 1800 K, amounts to 0.67 cm\(^{-1}\).

As seen in Figure 27, there is good agreement between the measured and calculated ASE bandwidths for the \(\text{H}_2/\text{O}_2\) flame environment. However, as seen in Figure 28 there is poor agreement for the \(\text{CH}_4/\text{O}_2\) flame environment. At present, we do not know the reason for the disagreement. We have calculated the AC Stark broadening associated with the two-photon pumping process and find it to be insignificant under the experimental conditions used. Calculations also indicate that power broadening is not significant.

The calculations do show, as expected, a dependence on the pump laser bandwidth. In Figure 29 we show the calculated results for the ASE bandwidth as a function of the dye laser bandwidth. (The bandwidth of the doubled pump beam is simply given by the product of the dye laser bandwidth and a factor of \(2^{1/2}\).) This calculation was made for the conditions of the 7 Torr \(\text{H}_2/\text{O}_2\) flame. Notice that when the dye laser bandwidth is greater than the two-photon Doppler width, the ASE bandwidth becomes independent of this quantity.

Figure 30 compares the calculated and experimental values of simultaneous LIF and ASE signals from atomic oxygen in the 7 Torr \(\text{H}_2/\text{O}_2\) flame. The LIF signal is significantly reduced by the ASE at the largest ASE signal, yet the model fits both of the signals quite well. The success of this model is crucial to evaluate the potential of ASE as a quantitative diagnostic.

The gain from the laser excited population inversion in atomic oxygen can be directly measured by a cw probe laser. This approach overcomes the difficulty of quantitative interpretation of ASE signals in a collisional environment. For this experiment, a single-mode cw diode laser near 845 nm illuminates the focal region of the two-photon excitation beam in the low-pressure burner. The probe laser is directed through the excitation region at a small \((-5^\circ)\) angle to the pump beam and stimulates the \(3p^3P \rightarrow 3s^3S^0\) transition. When the cw probe laser is tuned to the ASE transition, gain is observed on the intensity of the probe and loss is observed on the spontaneous ASE. Figure 31 shows the depletion of the spontaneous ASE as a function of diode laser power. Although the measurements are preliminary, they are quite encouraging; the gain on the cw probe laser intensity from the laser excited atoms ranges from 0.3%-25%. The probe laser intensity sets the stimulation rate, which can be significantly faster than the spontaneous emission or collisional quenching rates. The measured gain is proportional to the number of laser excited atoms, and we can determine the number density of ground state atoms from the excitation parameters. Thus, accurate single-shot atom concentration measurements are feasible using the stimulated emission gain of a probe laser beam.
Figure 29. The dependence of the calculated ASE bandwidth on the bandwidth of the excitation dye laser for two different Doppler widths for atomic oxygen in the small gain limit.
Theoretical curves based on steady-state solutions to the rate equations.

Figure 30. Measured and calculated dependence of LIF and ASE on the excitation pulse energy for oxygen atomic in a 7 Torr H₂/O₂ flame.
Figure 31. Depletion of the spontaneous ASE as a function diode laser power.
CONCLUSIONS

TASK 1

SRI has developed a high power vuv source that produces adequate power for multiphoton excitation in the vuv. Powers up to 65 $\mu$J have been obtained at 133 nm. Krypton appears to be the best candidate for vuv generation in the range 140 to 160 nm, while mixing in hydrogen is more efficient at shorter wavelengths. We have used the resulting radiation to perform both 1+1 REMPI and two-photon-excited fluorescence in the vuv. Excitation of atomic ions will require higher powers than we have now. We are now using an off-axis lens apparatus to reduce losses, and we will explore the use of negatively dispersive gases for phase matching to enhance the vuv generation. With the resulting radiation, we should be able to perform two-photon-excited fluorescence from atomic ions and planar imaging of light atoms.

TASK 2

Simultaneous ASE and LIF measurements have been demonstrated for atomic hydrogen and oxygen in a variety of low-pressure flames. These measurements show that ASE can alter the LIF signal from atoms in reacting flow and that collisions influence the ASE intensity. Direct measurement of the gain from the laser excited population inversion provides a means for quantitative ASE measurements that avoids the complications of collisional quenching. The gain on a cw diode probe laser is measured coincident with the two-photon excitation of the atoms. A model of the ASE and LIF has been developed that predicts both intensity and bandwidth of the signal. The bandwidth of the ASE is influenced by gain narrowing, Stark and pressure broadening, the bandwidth of the excitation wavelength, and the Doppler width of the atoms. Thus, bandwidth measurements can be used to probe gas temperature, and by exploiting gain narrowing, the directed flow velocity can be measured. Preliminary measurements of ASE bandwidth and direct measurements of the gain have been demonstrated.
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PROFESSIONAL PERSONNEL

The following professional scientists participated in the research supported by this contract:

TASK 1

Gregory W. Faris, Physicist, Co-Principal Investigator; Task Leader and lead experimentalist for Task 1.

Mark J. Dyer, Physics Associate, specialist in lasers and nonlinear optics; made many of the major technical accomplishments in Task 1.

David L. Huestis, Associate Director of the Molecular Physics Laboratory, Co-Principal Investigator, project supervisor, and Task 1 technical contributor, especially on theory and spectroscopy.

TASK 2

Jay B. Jeffries, Senior Chemical Physicist, Co-Principal Investigator; Task Leader for Task 2.

Dwayne E. Heard, Postdoctoral Fellow, Laboratory Scientist for Task 2; performed measurements on atomic hydrogen.

Michael S. Brown, Postdoctoral Fellow, Laboratory Scientist for Task 2; modeled probe laser gain in atomic oxygen with ASE.

David R. Crosley, Associate Director of the Molecular Physics Laboratory, Technical advisor on spectroscopy (angular momentum algebra) and collision dynamics.

Gregory P. Smith, Senior Chemical Physicist for Task 2. Performed chemical model calculations to obtain the partial pressures of flame species.
PUBLICATIONS

TASK 1

The following publications were published or submitted for publication on research supported by this contract:


TASK 2


Manuscripts in Preparation

Although the data are collected for all three of these manuscripts, the development of a predictive model of the ASE signal allows us to significantly improve the analysis and interpretation of these data.


PRESENTATIONS

TASK 1

The following conference papers were presented on research supported by this contract.


TASK 2


TECHNICAL INTERACTIONS

We have served as informal advisors on aspects of the work supported by this contract in the following technical interactions.

TASK 1

AFOSR/ONR Contractors Meeting on Propulsion, June 11-15, 1990, Atlanta, Georgia.

Conversations with Dr. Bish Ganguli of Wright Research and Development Center on wide-ranging development of diagnostic techniques.

Conversations with Dr. H. F. Calcote of Aerochem, Princeton, NJ, on various subjects, including soot formation.

Conversations with Dr. Arthur Fontijn of Rensselaer Polytechnic Institute, Troy, NY, on Raman shifting an ArF excimer laser for detection of BF. (These discussions were followed by telephone conversations and written correspondence on the same subject from June through August 1990.)

Professor Karl Welge of the University of Bielefeld, Germany; visit to SRI International in August 1990 to discuss vuv generation from ArF lasers.

Dr. R. N. Compton of Oak Ridge National Laboratory; telephone conversation in September 1990 to discuss detection of F\textsubscript{2}, especially by laser production of H\textsubscript{2}\textsuperscript{+}.

Dr. Stefan Kroll of Lund Institute of Technology, Lund, Sweden; written correspondence in October 1990 on Raman shifting an ArF laser for excitation of doubly ionized sulfur.

Dr. Michael Smith of Arnold Air Force Base, TN; telephone conversations on October 4, 1990, and March 5, 1991, on polarization optimization for excimer lasers, frequency drift of narrowband ArF lasers.

Dr. Robert J. Gordon of the Department of Chemistry (M/C 111), University of Illinois at Chicago; written correspondence in November and December 1990 on two-photon detection of F and F\textsubscript{2}.


Conversations with Dr. Ken Baldwin of Australian National University, Canberra, Australia, on liquid nitrogen cooled Raman cells, Raman shifting of excimer lasers, two-photon-resonant four-wave difference frequency mixing.

Conversations with Dr. P. B. Corkum of the National Research Council of Canada on two-photon-resonant four-wave difference frequency mixing.
Bernd Nikolaus, Lambda Physik; conversation at SRI International in April 1991 on second anti-Stokes Raman shifting of ArF lasers for clients at Aerodyne interested in imaging at 160-170 nm.


Professor Terry Cool of Cornell University; visit to SRI International on November 4, 1991, discussed generation of high power vuv for trace analysis.

Professor Edward Eyler of the Department of Physics and Astronomy, the University of Delaware, telephone conversation on high power vuv for basic physics measurements.

Masayuki Katehara, Keio University, Japan, visit to SRI International, May 19, 1992, discussions on spectroscopy of molecular fluorine.

Michael Casassa, NIST, Gaithersburg, MD, telephone conversation on June 1, 1992 on \text{F}_2 operation using excimer laser systems.

Conference on Lasers and Electro-Optics and Quantum Electronic and Laser Science Conference, May, 1992, in Anaheim, California

Conversations with Masayuki Katehara, Keio University, Japan, on vuv lasers.

Conversations with Professor Edward Eyler of the University of Delaware on vuv generation and techniques.

Conversations with Bruce Hudson of the University of Oregon on high power vuv for electronic Raman scattering.

AFOSR Contractors Meeting in Propulsion, June, 1992, La Jolla, California

Conversation with Dr. Bish Ganguly of Wright-Patterson on AFB ion detection and interactions.

Conversation with Professor Robert Pitz of Vanderbilt University on nonlinear optical diagnostic techniques.

Conversation with Dr. H. F. Calcote of Aerochem Research Laboratories on ion interactions and soot formation.

Conversation with Professor John Daily of the University of Colorado on coherent transient diagnostic techniques.

Scott Meier, NASA Ames; visit to SRI on October 30, 1992 and several telephone conversations, discussed generation of 130 nm by Raman shifting a KrF laser with a liquid nitrogen cooled Raman cell.

Dr. Nicolo Omenetto, ISPRA, Italy; June-July 1993, written correspondence on multiphoton diagnostics.

Discussions with Art Fontjin (Rensselaer) about chemical reactions

Discussions with Tim Edwards (Wright-Patterson AFB) and Doug Talley (Edwards) about superartificial combustion and mixing diagnostics

Discussions with Bob Santoro (Pennsylvania State) about H-atom detection

**TASK 2**

The principles of ASE were discussed with numerous visitors to SRI during the past year and with many colleagues at several conferences. The most notable interactions are summarized below.

**AFOSR Contractor's Meeting, June 1990**

Presentation of new ideas for laser-excited ASE diagnostics during the workshop "Turbulent Reacting Flow," chaired by Dr. Werner Dahm.

Numerous conversations with other Air Force contractors.

**Workshop on Diagnostics for Hermes Testing Facilities, July 1990, Le Fauga, France.**

Invited presentation discussing the use of ASE as a velocity measurement.

Because the workshop was hosted by Dr. Jean-Pierre Taran of ONERA in Chatillon, France, and was held at the F4 flow facility at Le Fauga, France, there was an opportunity to inspect a large scale test facility and gain a better understanding of the practical difficulties in making optical diagnostic measurements on hypersonic flows.

Other speakers at the workshop included researchers from DLR in Stuttgart and Göttingen, Germany; Stanford University; and Sandia National Laboratory.

**Visits with Air Force Personnel**

David Weaver of Phillips Laboratory, Edwards AFB; significant discussions at 1990 Air Force Contractor's Meeting, subsequent telephone conversations, and contact at both the Fall and Spring Meetings of the Western States Section of the Combustion Institute.

Allan Garscadden, Aero Propulsion and Power Laboratory, Wright Patterson AFB; thorough discussion of ASE work during his May 1991 visit to SRI International.

W. M. Roquemore and Tim Edwards, Aero Propulsion and Power Laboratory, Wright Patterson AFB; discussions at both the 1990 and 1991 Air Force Contractors Meetings.

Ingrid Wysong, Dayton Research Contractor, Phillips Laboratory, Edwards AFB; significant discussions on ASE and energy transfer work completed when Dr. Wysong was a postdoctoral fellow in the SRI group.
Numerous discussions with other Air Force contractors, including substantive discussions and/or laboratory visits with Hanson and Bowman at Stanford, Winter at UTRC, Branch at Colorado, and Long at Yale.

Laboratory visits on the subject of supersonic fluid flow with McKenzie at NASA Ames; Taran, Pealat, and Attal-Tretout at ONERA at Le Fauca and Chatillon, France; and Cattolica, Sandia National Laboratory.

Gordon Conference, July 1991

A lengthy discussion was conducted on the problems for quantitative ASE with Dr. Marcus Alden and Dr. Ulf Westblom from Lund Institute of Technology, Dr. John Goldsmith of Sandia National Laboratory, and Dr. Katharina Kohse-Höinghaus of DLR. All these scientists have ongoing research on various aspects of ASE.

International Laser Science Conference, September 1991

ASE was again the subject of lengthy discussions with Dr. Ingrid Wysong from Phillips Laboratory, Dr. Andrew Sappey from Los Alamos, Dr. Mark Crofton from Aerospace, and Dr. Robert Lucht from Sandia National Laboratory.

Annual Meeting of the Optical Society of America, November 1991

Discussions on ASE with Dr. Terry Cool of Cornell, Dr. Rosario Sausa and Dr. Andrzej Miziolek of the U.S. Army Ballistics Research Laboratory.

OSA topical meeting on laser applications to chemical analysis, January 1992

ASE was again discussed with Dr. Alan Eckbreth of UTRC, Dr. Westblom of Lund, and Dr. Miziolek of BRL.

CLEO, May 1992

New results with ASE on atomic oxygen were discussed at length with Dr. Robert Lucht and Dr. John Goldsmith of Sandia National Laboratory.

AFOSR Contractors Meeting, June 1992

Numerous conversations concerning ASE were held with fellow contractors, especially Ingrid Wysong and David Weaver of Phillips Laboratory.

Wright-Patterson AFB, October 1992, panel member for the workshop on plume signatures

Conversations about ASE were held with Dr. Bish Ganguli, Dr. Richard Miller of ONR, and Dr. David Mann of ARO.

AFOSR Contractors Meeting, June 1993

Numerous conversations on optical diagnostics were conducted with fellow contractors.
INVENTIONS

TASK 1

The following invention disclosure was prepared on an invention developed under this contract:


TASK 2

The following discoveries were made:

- We discovered that, even with substantial ASE signals, the ASE bandwidth is not significantly gain narrowed if a short gain length is used. This feature makes ASE gas temperature measurements feasible.

- The ASE bandwidth measurement shows that ASE Doppler shift measurements of subsonic/hypersonic gas velocities are possible.

Both these discoveries must be reduced to practice before filing for a patent. This research is a significant part of our renewal proposal.
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MULTIPHOTON SPECTROSCOPY USING TUNABLE VUV RADIATION FROM A RAMAN-SHIFTED EXCIMER LASER
Multiphoton Spectroscopy Using Tunable VUV Radiation from a Raman-Shifted Excimer Laser

Gregory W. Faris and Mark I. Dyer

Molecular Physics Laboratory, SRI International, 333 Ravenswood Avenue, Menlo Park, California 94025

Abstract

Raman shifting an ArF excimer laser in \( \text{D}_2 \) and \( \text{HD} \), and applications to two-photon spectroscopy in the vuv and near-vuv are described. Preliminary results on generation of vuv by two-photon-resonant difference-frequency mixing of an ArF laser and frequency-doubled dye laser are reported.

Multiphoton spectroscopy has proved to be a valuable technique at visible and uv wavelengths, allowing access to high-lying states and the excitation of transitions not allowed for one photon excitation. Using vuv radiation for multiphoton excitation allows probing even higher states, but high powers are required to obtain reasonable signals. Two-photon excitation with vuv radiation has been performed using tunable excimer laser radiation and by Raman-shifting a frequency-doubled dye laser.

We are using the technique of Raman-shifting a tunable ArF excimer laser for the production of high power in the vuv. Raman-shifting can provide relatively high efficiency for frequency conversion compared to non-resonant four-wave-mixing techniques. By Raman shifting an ArF laser, which provides high energy radiation tunable around 193.4 nm, anti-Stokes orders in the vuv can be obtained with low order Raman shifts. This allows high powers and lower power fluctuations than when using higher order Raman shifting. Raman shifting an ArF laser in \( \text{H}_2 \) for production of vuv radiation has been reported previously. We have investigated Raman shifting in \( \text{D}_2 \) and \( \text{HD} \). The use of different isotopes of hydrogen for Raman shifting allows greater spectral coverage, compensating in part for the limited tuning range of the ArF laser.

The apparatus used for our experiments is shown in Figure 1. The laser is a Lambda Physik EMG 150 dual discharge laser. Because the laser mode quality is very important for multi-wave mixing, we have made a number of modifications to the laser. The laser is operated as an oscillator triple-pass amplifier instead of an injection-locked amplifier. The output from the oscillator is passed through a spatial filter, which also magnifies the beam. The beam is then passed through the amplifier discharge in a vertical zigzag path, saturating the amplifier on the last pass. Optimum energies of over 60 mJ have been obtained through pressure optimization of the oscillator and amplifier discharge timing. We have found that depolarization of the beam can be reduced by careful alignment of the excimer laser's MgF\(_2\)
windows. This is performed by passing polarized light at 193 nm through the windows and rotating and tightening them to minimize the depolarization. Polarization of 200:1 has been obtained and the pulse-to-pulse amplitude stability is improved.

The laser is focused into a cell containing HD or D₂. To minimize absorption from the oxygen Schumann Runge bands, almost the entire beam path up to the cell is either evacuated or purged with argon. Because of the low Raman gain coefficient in HD, the Raman cell is cooled to liquid nitrogen temperature. This cooling increases the gain through redistribution of the HD ground state population, reduction of the Raman linewidth, and reduction of losses as impurities are frozen out. The Raman cell and surrounding liquid nitrogen jacket are contained in a vacuum for insulation and to avoid condensation on the cell windows. The different Raman orders exiting the Raman cell are separated using a MgF₂ prism.

Raman shifting in D₂ at room temperature, we have observed at least eight anti-Stokes orders (to 132 nm) and five Stokes orders. Up to 60% conversion into the first Stokes has
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been obtained. In HD at room temperature, 10% conversion into the first Stokes, and low order anti-Stokes were seen. At liquid nitrogen temperature, four anti-Stokes and four Stokes orders have been observed using HD. Competition from rotational Raman scattering and phase matching effects lead to a well defined maximum density for anti-Stokes conversion. By optimizing the second anti-Stokes radiation in HD, we have obtained 1 mJ at 170 nm at a density of 3 amagat.

We have applied the Raman-shifted source to two-photon-resonant excitation of a number of states. Detection is through ions produced by absorption of a third photon. Using the first Stokes radiation in D$_2$ at about 205 nm, we have excited the $^1\Pi_g$ ($v' = 3$) state of F$_2$ from the ground $X^1\Sigma_g^+$ state. This is the central spectrum shown in Figure 2. The band heads correspond to the O and P branches. The top profile in the figure is the power of the first Stokes radiation. The dips in the power are due to Schumann Runge absorption of the fundamental ArF beam in the small length of beam path that is not purged. The bottom trace in the figure is a calibration spectrum for the fundamental ArF beam. It is obtained in a cell containing a mixture of H$_2$, HD, and krypton, all of which have two-photon resonances within the ArF tuning range. The accuracy of the calibration is limited by the ac Stark effect. We have also observed single lines for two-photon excitation of F atoms and H$_2$. Using radiation at about 169.67 nm produced as the second anti-Stokes line of ArF in HD we have excited the $^2\Pi_h^2$ state in atomic fluorine from the $^2\Sigma^+_g$ ground state. A single rotational level of the H$_2$ $^1\Sigma^+_g$ has been excited using two photons at about 173.53 nm produced as second anti-Stokes radiation using D$_2$.

Through understanding of the Raman process and optimization of the laser beam quality, Raman shifting an ArF excimer laser can provide large energies in the vuv even when shifting in D$_2$ and HD. The generated vuv power is more than adequate for two-photon spectroscopy.

To produce continuously tunable vuv radiation, we have begun to examine the capabilities of the ArF laser for two-photon-resonant difference frequency generation in krypton. By combining two ArF photons at $\omega_1$ with a photon from a tunable laser at $\omega_T$, vuv photons may be generated through the difference-frequency process

$$\omega_{\text{vuv}} = 2\omega_1 - \omega_T.$$  

When the two photons at $\omega_1$ lie near a resonance, this process is efficient, as has been shown for the 5p$[5/2,2] \leftarrow 4p^61S_0$ (Ref 4) and 5p$[1/2,0] \leftarrow 4p^61S_0$ (Ref 5) resonances. Two-photon resonances for the 6p $\leftarrow 4p^61S_0$ transitions in krypton lie within the tuning

A=3
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range of the ArF laser. The high peak powers and good mode quality of the ArF make vuv generation using this technique attractive.

The apparatus for these experiments is also shown in Figure 1. A Nd:YAG-pumped frequency-doubled dye laser is used as the tunable laser. The pulse timing of two lasers is synchronized and they are overlapped using a dichroic mirror. A 1 m lens focuses the two beams into a cell containing krypton.

The generated vuv is filtered with a vuv monochromator and detected with a solar blind photomultiplier. Light at 147 nm has been generated. The pressure dependence of the vuv radiation is shown in Figure 3. The optimum pressure is about 60 torr. By varying the input intensities, it is determined that both beams are saturating at the input energies of 6 mJ and 20 mJ for the ArF and frequency-doubled dye lasers, respectively. Experiments to measure the linewidth and energy of the vuv are in progress.

This work was supported by the AFOSR under contracts F49620-88-K-0003 and F49620-90-C-0044.

Figure 3. Pressure dependence of vuv radiation.
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TWO-PHOTON SPECTROSCOPY OF THE F $^1\Pi_g$ AND F $^3\Pi_g$ STATES OF MOLECULAR FLUORINE
Two-photon spectroscopy of the \( F^1\Pi_g \) and \( f^3\Pi_g \) states of molecular fluorine

Gregory W. Faris, Mark J. Dyer, David L. Huestis, and William K. Bischel

Molecular Physics Laboratory, SRI International, Menlo Park, California 94025

(Received 12 May 1992; accepted 21 July 1992)

We report what is to our knowledge the first two-photon excitation spectroscopy of molecular fluorine. The \( F^1\Pi_g \) and \( f^3\Pi_g \) states are excited with two photons in the range of 206–212 nm. Detection is through vacuum ultraviolet (VUV) fluorescence or ionization. Measurement of the fluorescence spectrum with a VUV spectrometer indicates that the VUV fluorescence occurs on the 157 nm \( F \) laser transition frequency. Using our spectra and the data of Porter [J. Chem. Phys. 48, 2071 (1968)] we report improved spectroscopic constants for vibrational levels in the \( F, f, \) and \( I^1\Sigma_u^+ \) states.

INTRODUCTION

The spectroscopy of molecular fluorine is not well known, partly because of the high ionization potential of this molecule. The lowest known bound state that can be reached in a spin-allowed transition from the ground state is the \( F^1\Pi_g \) state at \( \sim 94 \ 000 \ cm^{-1} \) above the \( X^1\Sigma_u^+ \) ground state. Thus, much of the spectroscopy of the bound excited states of \( F_2 \) has been performed using vacuum ultraviolet (VUV) absorption spectroscopy or emission spectroscopy. The \( F^1\Pi_g \) state is not accessible in an electric-dipole-allowed transition from the ground state. This state and the nearby \( f^3\Pi_g \) states have been observed in emission spectroscopy from the \( f^1\Sigma_u^+ \) state, as well as by electron impact spectroscopy. The \( F^1\Pi_g \) state can, however, be reached in a two-photon excitation from the ground state. Multiphoton excitation allows laser spectroscopy of the high-lying states in \( F_2 \), as was reported in a study of the 3+1 resonantly enhanced multiphoton ionization (REMPI) excitation of the \( H^1\Sigma_u \) and \( h^1\Sigma_u \) states of \( F_2 \). In our studies of \( F_2 \), the vibrational levels \( v'=0,1,2 \) of the \( F^1\Pi_g \) state and \( v'=3 \) of the \( f^3\Pi_g \) state are excited from the ground \( X^1\Sigma_u^+ \) state by two photons and detected by VUV fluorescence or by ionization through a third photon.

Some calculated potential energy curves for \( F_2 \) are given in Fig. 1. The ground state is taken from Colbourn, the two lower excited states are taken from Cartwright and Hay, and the two upper states are taken from Sakai et al. The upper states have been lowered from the position given by Sakai et al. by 5000 cm\(^{-1}\) to give the proper energy spacing for the \( F^1\Pi_g \) and \( f^3\Pi_g \) transitions. The line approaching the \( f \) state potential is the Coulomb attraction arising from the \( F^+(1P) + F^- (1S) \) ion pair limit, which the \( f \) state should approach for large internuclear separation. The 157 nm \( F \) laser transition is believed to arise from a transition from the outer well of the \( f^3\Pi_g \) state to a weakly bound \( 3\Pi_g \) state, and some experimental evidence supports this. When the potential curve of Sakai et al. for the \( f^3\Pi_g \) state is shifted down to give the proper energy spacing relative to the inner well, the outer well is still too high compared to the 157 nm transition to the lower state, shown in Fig. 1. It is not clear whether the assignment of the laser transition or the relationship between the inner and outer wells is incorrect.

EXPERIMENT

The experimental arrangement for two-photon excitation of \( F_2 \) is shown in Fig. 2. For most of the experiments, an excimer-pumped dye laser (Lambda Physik EMG102 and FL3002) is used with 2-(4-biphenyl)-6-phenylbenzoazotol-1,3 (PBBO) as the dye, producing \( \sim 6 \) mJ at 414 nm. This light is frequency doubled in a \( \beta \)-BaB\(_4\)O\(_7\) (BBO) crystal to give \( \sim 200 \) \( \mu \)J at 207 nm. For some of the early measurements, including excitation of \( \nu'=0 \) and 1 of the \( F^1\Pi_g \) state, light was produced by Raman-shifting the frequency-doubled output from a Nd:YAG-pumped dye laser in \( H_2 \) and using the third anti-Stokes radiation. The laser light is focused with a lens of focal length from 5 to 35 cm into a stainless steel cell containing a mixture of either 5% or 10% fluorine in helium. The fluorine–helium mixture is flowed slowly through the cell to maintain passivation. Ions are detected with a single electrode biased at 100 V relative to the cell. The ion signals are amplified with an Ortec model 142 PC charge-integrating preamplifier.

Fluorescence is collected with a 5 cm MgF\(_2\) lens and focused with a 25 cm MgF\(_2\) lens onto the slits of a vacuum monochromator (SPEX 1500SP). The fluorescence is detected with a CsI solar blind photomultiplier (EMI model 542G-08-18). The positions of the lenses are set to image the focal volume of the laser onto the slits, which enhances the contrast between the fluorescence and the scattered laser light in the cell and matches the solid angle of the fluorescence to the \( f \) number of the spectrometer. For the measurement of excitation spectra, the vacuum monochromator was not used. One set of slits (removed from the vacuum monochromator) was placed at the image of the second lens, and the photomultiplier was placed directly behind the slits. In all cases, it was necessary to evacuate the entire fluorescence optical path to detect the fluorescence. The linewidths of the \( F \) spectra are 1.5 cm\(^{-1}\) when using direct frequency doubling to the excitation wavelength and 2.5 cm\(^{-1}\) when Raman-shifting.
The 207 nm light that passes through the cell passes either through a calibration cell containing NO or onto a pyroelectric energy meter. The 1+1 REMPI signal from the \( B^1\Pi - X^1\Pi \) (3,0) \( \beta \) band in NO is used as a wavelength calibration. The line positions of this band have been measured\(^{17}\) to an accuracy of 0.05 cm\(^{-1}\) relative to known iodine line positions,\(^{18}\) and provide a wavelength calibration for the present measurements over the entire range for spectra of the \( F^1\Pi_g (v' = 2) \) and \( f^1\Pi_g (v' = 3) \) levels.

Because of the high intensities required for two-photon spectroscopy, the ac Stark effect can perturb the level positions significantly. By comparing data on the \( F (v' = 2) \) state using a 35 and 5 cm lens, in both cases calibrated against the NO (3,0) \( \beta \) band, the discrepancy in line positions is found to be <0.1 cm\(^{-1}\). Based on these measurements we can set an upper bound for the ac Stark effect for that state of ~1 GHz/(GW/cm\(^2\)). Our measurements of the energy spacing between the \( F (v' = 2) \) and \( f (v' = 3) \) levels agree with the previous measurements of Porter\(^{9}\) to 0.01 cm\(^{-1}\) (this close agreement is happenstance; our absolute accuracy, as discussed below, is 0.2 cm\(^{-1}\)), indicating that ac Stark shifts for our measurements on the \( f \) state are not significant either.

Based upon the vibrational band head energies for the \( F^1\Pi_g \) state given by Colbourn,\(^{3}\) we initially attempted two-photon excitation of the \( v' = 0 \) level. An ion spectrum at poor signal to noise ratio resulted. It was anticipated that the Franck–Condon factor would improve for the higher vibrational levels of the \( F^1\Pi_g \) state. Excitation of the \( v' = 1 \) level yielded somewhat better signal to noise ratio, but it was still not sufficient for rotational analysis. Excitation of \( v' = 2 \) gave spectra of sufficient quality for rotational analysis. Based upon the previous demonstration of singlet to triplet multiphoton excitation in \( F_2 \) of the \( h^3\Sigma_{1u} \) state,\(^{14}\) we successfully attempted two-photon excitation of the \( v' = 3 \) vibrational level of the \( f^1\Pi_g \) state.

**RESULTS AND DISCUSSION**

Ionization and fluorescence excitation spectra of the \( F^1\Pi_g (v' = 2) \) state are shown in Fig. 3. The ion spectra in Figs. 3 and 5 were taken with Raman-shifted radiation while the fluorescence spectra were taken with light generated by direct frequency doubling. This accounts for the difference in linewidth for the ion and fluorescence spectra. The bandwidth for fluorescence detection is determined by the transmission of the optics and the photomultiplier response, corresponding to between ~120–180 nm. The vibrational assignments for the \( F^1\Pi_g \) state used throughout this paper are those of Wang et al.,\(^{11}\) based on electron energy loss spectroscopy. Five rotational branches (\( \Delta J = 0, \pm 1, \pm 2 \)) are expected for this two-photon transition. The
O and P branches form heads, while the other three branches are degraded to the blue, indicating that the rotational constant of the upper state is greater than that of the ground state. Also shown in Fig. 3 is a spectral simulation. The line intensities are calculated from the two-photon Hönl–London factors given by Halpern et al., while the rotational energies for the \( \chi^1 \Sigma_g^+ \) ground state are calculated from the constants in Huber and Herzberg. A room-temperature Boltzmann population is assumed. Line shapes are produced by convolving the line intensity spectrum with a Gaussian profile. The linewidth, vibrational band origin, and rotational constants for the upper \( \chi^1 \Pi_u \) state are used as fitting parameters to reproduce the observed band profile. Fitting has been performed using a nonlinear, least-squares, curve-fitting routine. The agreement in structure between the theoretical and fluorescence spectra is good, but the intensities for the ion spectra do not match as well. The ion signal intensities depart dramatically from the theoretical intensities at higher pressures. This is shown in Fig. 4 where spectra are shown as a function of total pressure. The change in relative line intensities may be due to saturation of the detection efficiency due to space charge effects.

Figure 5 shows ionization and fluorescence excitation spectra for the transition \( \chi^3 \Pi_d (v' = 3) \rightarrow \chi^1 \Sigma_g^+ (v'' = 0) \). The vibrational assignment used in this paper is that of Hoshiba et al., which they characterize as tentative. This assignment is supported by the energy spacing between the \( F \) and \( f \) states calculated by Sakai et al. A simulation spectrum calculated in the same manner as for the \( F \) state is also shown in Fig. 5. The calculation does not take into account spin–orbit fine structure of the \( \chi^3 \Pi_d \) state. The agreement between the experimental and simulated spectra is not as good as for the singlet state, but the qualitative agreement suggests that the main source of transition probability is spin–orbit mixing of the \( \chi^3 \Pi_d (\Omega = 1) \) spin component with the \( \chi^1 \Pi_d (\Omega = 1) \) state.

The spectroscopic constants of the \( F \) and \( f \) states have been measured previously. The rotational constants \( B \) for vibrational levels 2–6 of the \( F \) state and level 3 of the \( f \) state have been determined by Porter based on emission from the \( \chi^1 \Sigma_g^+ \) state in 15 vibrational bands interconnecting \( I(v' = 0, 1) \) with \( F(v' = 0–7) \) and \( f(v'' = 3) \). Using the positions of the \( \chi^1 \Sigma_g^+ \) state determined by extreme ultraviolet (XUV) absorption spectroscopy, together with band head positions given by Porter and Colbourn, have given approximate energies for the \( F \) and \( f \) states relative to the ground state. However, Porter does not report the centrifugal distortion constant, \( D \), or vibrational band origins. For this reason, we have reexamined the spectroscopic constants for the \( F \) and \( f \) states based on our data and Porter’s data.

For the determination of rotational constants, Porter’s data are better than our two-photon data because of the larger number of rotational lines, narrower linewidths, and higher accuracy (0.05 cm\(^{-1}\)) for the sharper band lines. We have used a line fitting program to fit the line positions in each of the nine vibrational bands listed by Porter, using his assignments for the lines. Porter does not give line positions for \( F \rightarrow F \) emission to \( v'' = 0, 1, \) and 7 as the spectra were too broad, although he gives band head positions for \( v'' = 0 \) and \( v'' = 1 \). Note that these vibrational assignments for the \( F \) state differ from those of Porter due to the renumbering of Wang. (Wang assigns the lowest observed vibrational level of the \( F \) state to \( v = 0 \), which Porter had labeled \( v = 1 \).) We have excluded a number of lines from the fit which appear to be perturbed. When calculated line positions differed from measured line positions by 1 cm\(^{-1}\) or more in a manner consistent with perturbation of a single rotational level for all listed branches and bands coupling that level, lines connecting that level were excluded from the fit. The perturbed levels and the bands in which the perturbations were observed are listed in Table I. The results of the individual band fits are shown in Table II, which gives values of the relative energy spacing, \( v_0 \), rotational constants for the upper and lower \( \chi^1 \Sigma_g^+ \) levels, and the standard deviation of the residuals between the fit and the data, \( \sigma \). Note that in some cases the uncer-
TABLE I. Perturbed levels for fits to data of Porter (Ref. 9).

<table>
<thead>
<tr>
<th>State</th>
<th>Perturbed rotational levels</th>
<th>Bands where perturbations were observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>F 2</td>
<td>none</td>
<td>I−F (0.5), (1.5)</td>
</tr>
<tr>
<td>F 3</td>
<td>none</td>
<td>I−F (0.6), (1.6)</td>
</tr>
<tr>
<td>F 4</td>
<td>none</td>
<td>I−F (0.3)</td>
</tr>
<tr>
<td>F 5</td>
<td>13.14, 21</td>
<td>I−F (0.2), (0.3), (0.4), (0.5), (0.6);</td>
</tr>
<tr>
<td>F 6</td>
<td>14.20, 21, 25</td>
<td>I−F (0.3)</td>
</tr>
<tr>
<td>f 3</td>
<td>4.5, 8, 9, 39</td>
<td>I−F (0.3)</td>
</tr>
<tr>
<td>I 0</td>
<td>4.5, 10, 19, 21, 29</td>
<td>I−F (0.2), (0.3), (0.4), (0.5), (0.6);</td>
</tr>
<tr>
<td>I 1</td>
<td>2.9, 15</td>
<td>I−F (1.2), (1.3), (1.4), (1.6)</td>
</tr>
</tbody>
</table>

constant in the values is quite large. We do not recommend using the constants from the fits to individual bands, but rather the result from merging the results from all of the bands to obtain a minimum-variance, linear, unbiased estimate of the relative energies and rotational constants in the F, f, and I states. The rotational constants B and D from the merge are listed in Table III. The merged results of the fit have an estimated variance of the residuals (σ_y in Ref. 23) of 0.914 for 22 degrees of freedom, indicating little or no systematic error in Porter's band measurements. The constants B differ slightly from those Porter listed in some cases. The values for the levels F(ν=2) and F(ν'=3) are comparable to what we find for our data determined either by least-squares fits of simulations to the experimental spectra or by measuring individual line positions and performing a conventional fit of the line positions. Note that for the I state, B_I > B_F. This unusual situation and the irregular vibrational spacing in the I state are ascribed by Colbourn et al. to perturbation by a nearby state. To find the energies of the F, f, and I levels relative to X^1Σ^+ (ν=0, J=0) we have fitted theoretical spectra to our experimental data with the rotational constants B and D fixed to the values given in Table III. Five fluorescence-excitation spectra and four ion-excitation spectra were fitted to data for the F (ν=2) and F (ν'=3) states, respectively. The fluorescence excitation spectra tended to give better matches to the line intensities, but no absolute wavelength calibration of the excitation spectra was performed for the f(ν'=3)−X transition. The values found from these fits are given in Table III.

TABLE II. Constants from individual band fits to data of Porter (Ref. 9).

<table>
<thead>
<tr>
<th>State</th>
<th>ν_0 (cm^-1)</th>
<th>B' (cm^-1)</th>
<th>D'×10^6 (cm^-1)</th>
<th>B'' (cm^-1)</th>
<th>D''×10^6 (cm^-1)</th>
<th>σ (cm^-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I−F(0.2)</td>
<td>17 438.09(06)*</td>
<td>0.8004(16)</td>
<td>1.81(67)</td>
<td>1.0096(16)</td>
<td>3.54(66)</td>
<td>0.244</td>
</tr>
<tr>
<td>I−F(0.3)</td>
<td>16 376.53(08)</td>
<td>0.7955(20)</td>
<td>1.34(82)</td>
<td>0.9666(20)</td>
<td>3.12(82)</td>
<td>0.302</td>
</tr>
<tr>
<td>I−F(0.4)</td>
<td>15 334.81(21)</td>
<td>0.8035(49)</td>
<td>2.72(207)</td>
<td>0.9833(49)</td>
<td>4.43(202)</td>
<td>0.445</td>
</tr>
<tr>
<td>I−F(0.5)</td>
<td>14 312.06(14)</td>
<td>0.7979(47)</td>
<td>−0.22(290)</td>
<td>0.9702(47)</td>
<td>1.14(290)</td>
<td>0.434</td>
</tr>
<tr>
<td>I−F(0.6)</td>
<td>13 307.15(26)</td>
<td>0.7985(107)</td>
<td>0.07(1460)</td>
<td>0.9586(116)</td>
<td>2.30(1715)</td>
<td>0.530</td>
</tr>
<tr>
<td>I−F(0.7)</td>
<td>12 347.45(05)</td>
<td>0.8155(18)</td>
<td>4.40(141)</td>
<td>1.0121(18)</td>
<td>5.18(137)</td>
<td>0.172</td>
</tr>
<tr>
<td>I−F(0.8)</td>
<td>11 547.45(05)</td>
<td>0.8130(56)</td>
<td>0.38(945)</td>
<td>0.9730(50)</td>
<td>2.68(850)</td>
<td>0.262</td>
</tr>
<tr>
<td>I−F(0.9)</td>
<td>10 647.45(05)</td>
<td>0.8090(44)</td>
<td>1.80(344)</td>
<td>0.9579(45)</td>
<td>1.81(353)</td>
<td>0.363</td>
</tr>
<tr>
<td>I−F(0.10)</td>
<td>9 747.45(05)</td>
<td>0.8007(22)</td>
<td>1.74(94)</td>
<td>1.0026(20)</td>
<td>4.33(94)</td>
<td>0.312</td>
</tr>
</tbody>
</table>

*Single standard deviation errors in the least significant digits are given in parentheses.

TABLE III. Vibrational energy levels and rotational constants for several levels of the F, F, and I states.

<table>
<thead>
<tr>
<th>State</th>
<th>ν</th>
<th>ν_0 (cm^-1)</th>
<th>B (cm^-1)</th>
<th>D×10^6 (cm^-1)</th>
<th>σ (cm^-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F 2</td>
<td>94 501.51(20)*</td>
<td>1.0102(07)</td>
<td>3.67(33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F 3</td>
<td>97.563(11)(22)</td>
<td>0.9981(07)</td>
<td>3.72(35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F 4</td>
<td>98 604.84(29)</td>
<td>0.9858(09)</td>
<td>3.67(44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F 5</td>
<td>99 627.67(22)</td>
<td>0.9734(08)</td>
<td>3.33(45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F 6</td>
<td>100 632.70(23)</td>
<td>0.9603(10)</td>
<td>2.81(79)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f 3</td>
<td>96 864.58(23)</td>
<td>1.0029(07)</td>
<td>4.53(36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I 0</td>
<td>113 939.64(21)</td>
<td>0.8010(07)</td>
<td>1.93(33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I 1</td>
<td>115 048.94(21)</td>
<td>0.8117(08)</td>
<td>2.89(44)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Single standard deviation errors in the last two digits of each value are given in parentheses. The errors in the band origins are the square root of the sum of the squared errors of the band positions relative to the F(ν=2) state from the merged fit and the error in the position of the F(ν=2) state (0.2 cm^-1).

We place an absolute accuracy of 0.20 cm^-1 on our determination of the vibrational energy of the F (ν=2) state. This is a relatively small fraction of the linewidth for the spectra, which is 1.5 cm^-1, but comparison of fits to different data sets and fits to each half of each spectrum give results consistent to better than the 0.2 cm^-1 accuracy. When the theoretical simulation follows the experimental data well, fitting the entire spectrum gives significantly better accuracy than fitting a single line. As mentioned above, the energy spacing between the F (ν=2) and F (ν'=3) levels from the fits to the two-photon spectra agree with Porter's data to 0.01 cm^-1.

Vibrational energy differences found from fitting Porter's data are used together with our determination of the absolute energy of the F (ν=2) state to find absolute vibrational energies for the ν=0 and 1 levels of the I state, given in Table III. These values for the vibrational band origins of ν=0 and 1 levels are 0.2 and 0.6 cm^-1 lower, respectively, than those of Colbourn et al. and 0.3 cm^-1 lower than those of Di Lonardo and Douglas. Colbourn et al. give an upper bound on the absolute accuracy of their measurements of 0.5 cm^-1. Di Lonardo and Douglas do not give estimated errors. Our measurements, with an accuracy of 0.2 cm^-1, are consistent with these other measurements.

The emission spectra obtained through excitation of...
We have compared relative signal strengths for the singlet $F$ and triplet $f$ states. When ion and fluorescence spectra for both states are normalized for the expected third-order laser power dependence for $2 + 1$ multiphoton ionization, the triplet excitation signal is a factor of $\sim 2$ smaller for fluorescence detection, and $\sim 10$ times smaller for ion detection. This corresponds to a surprisingly large transition probability for the singlet to triplet transition. As mentioned, the fluorescence intensity from the $F^1\Pi_g$ state follows the third power of the laser intensity. While we have not investigated the intensity dependence of the triplet fluorescence, the relative-intensity comparison suggests that a significant part of the fluorescence signal is always delayed with respect to the laser pulse, the delay increasing as the total pressure in the cell decreases (for a fixed $F_2$/He ratio). This might be interpreted as being due to slowing of the possible excitation processes
\[
\begin{align*}
F_2 + 3h\nu &\rightarrow F^+_g + e, \\
e + F_2 &\rightarrow F^- + F, \\
F^- + F^+_g &\rightarrow F^*_g + F, \\
or \\
F_2 + 3h\nu &\rightarrow F^* + F, \\
F^* + F_2 &\rightarrow F^+_g + F, \\
or \\
F_2 + 3h\nu &\rightarrow F^+ + F^-, \\
F^+ + F^- &\rightarrow M + F^*_g + M.
\end{align*}
\]
for $\nu' = 2$ of the $F^1\Pi_g$ state and $\nu' = 3$ of the $f^3\Pi_g$ state and detection through the vacuum spectrometer are shown in Fig. 6. These spectra agree very well with those observed in electron-excited $F_2$-rare gas mixtures.\textsuperscript{24,25} The fluorescence for the $F^1\Pi_g$ state follows a third power of the laser power, indicating that population of the upper level for the fluorescence transition is probably occurring through ionization of $F_2$. This conclusion is supported by an increase in the fluorescence signal as the He partial pressure is increased, and by the time dependence of the fluorescence signal, which is shown in Fig. 7 for the $F^1\Pi_g(\nu' = 2)$ and $f^3\Pi_g(\nu' = 3)$ states for various total pressures. The peak fluorescence signal is always delayed with respect to the laser pulse, the delay increasing as the total pressure in the cell decreases (for a fixed $F_2$/He ratio). This might be interpreted as being due to slowing of the possible excitation processes.

Two-photon excitation of $F_2$ opens new opportunities for study of the spectroscopy and kinetics of $F_2$. There is still much to be learned about the $F$ and $f$ states. Only a single vibrational level of the $f$ state has been observed optically ($v = 3$). A frequency-tripled Nd:YAG-pumped narrow band dye laser would provide both high power and high resolution for further study of the $F$ and $f$ states. The two-photon excitation scheme also allows detection of...
ground state F₂. We have recently performed two-photon excitation of the F (υ′ = 3) state by using the first Stokes radiation produced by Raman shifting a tunable ArF excimer in D₂.²⁶ Tens of millijoules can be produced through R.-G. Wang, Z.-W. Wang, M. A. Dillon, and D. Spence, I. Chem. Phys. 1984), making possible detailed spectroscopy as well as lifetime, quenching, and other kinetic measurements of these states. Only limited information on collisional kinetics of the excited states of F₂ is so far available,²⁵,²⁷ partly because of the lack of a convenient excitation scheme. Such studies should provide valuable information about various kinetic processes in the F₂ laser at 157 nm, the spectrally brightest source in the VUV today.²⁸

ACKNOWLEDGMENTS

We are grateful for helpful discussions with Dr. P. C. Cosby, especially those concerning the spectral fitting. This research was supported by the AFOSR under Contract Nos. F49620-85-K-0005, F49620-88-K-0003, and F49620-90-C-0044.

Appendix C

OBSERVATION OF NO $B \, ^2\Pi(v=3) \leftarrow X \, ^2\Pi(v=0)$ ABSORPTIONS WITH 1+1 MULTIPHOTON IONIZATION: PRECISION LINE POSITION MEASUREMENTS AND PARITY ASSIGNMENT OF THE $B \, ^2\Pi$ STATE
Observation of NO $B^2\Pi(v=3)-X^2\Pi(v=0)$ absorptions with 1+1 multiphoton ionization: Precision line position measurements and parity assignment of the $B^2\Pi$ state

G. W. Faris and P. C. Cosby
Molecular Physics Laboratory, SRI International, Menlo Park, California 94025
(Received 25 June 1992; accepted 6 August 1992)

Absorptions are observed in the $B(3,0)$ band of NO, $B^2\Pi(v=3)-X^2\Pi(v=0)$ using 1+1 multiphoton ionization at photon energies in the range 47 801–48 542 cm$^{-1}$. Line positions are reported in 10 of the 12 possible branches with an accuracy of 0.05 cm$^{-1}$, directly traceable to the visible $I_1$ absorption spectrum. A doubling in the $B(3,0)$ band is explicitly resolved, allowing a definitive parity assignment of the $B^2\Pi(v=3)$ rotational levels. Accurate term energies and molecular constants are presented for $B^2\Pi(v=3)$. Comparison with previous measurements reveals significant discrepancies. Line positions are also reported in the $\gamma(2,0)$ band, $A^2\Sigma^+(v=2)-X^2\Pi(v=0)$, of the $^{14}\text{N}^{16}\text{O}$ and $^{13}\text{N}^{18}\text{O}$ isotopes.

I. INTRODUCTION

The $B$ bands of NO, transitions between the $B^2\Pi$ and $X^2\Pi$ states, are prominent in the emission spectrum of air,\(^1\) in chemiluminescence,\(^2,3\) and in discharges explicitly containing the NO molecule.\(^4\) The upper state in these bands, $B^2\Pi$, is the lowest excited valence $^3\Pi$ state of the molecule and has received considerable experimental\(^5\)-\(^9\) and theoretical\(^10\)-\(^16\) attention due to the profound perturbation of its levels $v>7$ by the valence $L^2\Pi$ and the $np\pi$ Rydberg ($C,K,Q,W$) $^3\Pi$ states. Information on the lower vibrational levels of the $B$ state is relatively sparse, yet it is these lower levels that are populated in $N(3S)+O(3P)$ recombination through the intermediary of the $\alpha^3\Pi$ state.\(^3,17\) This information is based largely on the 1927 emission band measurements of Jenkins, Barton, and Mullicken\(^1\) which terminate in high vibrational levels of the $X^2\Pi$ ground electronic state. More recent observations have been made in absorption at moderate resolution from $X^2\Pi(v=0)$ by Callear and Smith\(^18\) and by absorption at high resolution from $X^2\Pi(v>5)$ by Engleman and Rouse.\(^19\) The latter work estimated a rather high line position accuracy of $\pm 0.01$ cm$^{-1}$, but the $X$ state vibrational energies derived in it deviate well beyond this range from those accurately known\(^20\) from infrared measurements, thus rendering it of questionable value. In all of this work, observations have been restricted only to a few or fewer of the twelve branches expected for a $^3\Pi-^3\Pi$ transition.

We report here the observation of the $B^2\Pi(v=3)-X^2\Pi(v=0)$ $B(3,0)$ band using 1+1 multiphoton ionization (MPI) of room temperature NO gas. The motivation for the present work was the lack of practical wavelength standards required for observations on other molecules (viz. $F_2$) at wavelengths near 207 nm. Consequently, considerable attention has been given to wavelength calibration of the present observations. As a by-product of the very wide dynamic range of absorption that can be viewed with the MPI technique, the present observations include extended ranges of rotational lines in 10 of the 12 rotational branches and explicit observation of the $\Delta$-doublet splittings in many of these branches. This has allowed a unique determination of the rotational level parity of the $B^2\Pi$ state from that which has recently been established\(^21\) for $X^2\Pi(v=0)$. Absolute term energies for $B(3)$, $0.5<J<32.5$ are derived from these measurements together with molecular constants for $B(3)$. These, in combination with the well defined rotational energies of the ground state, permit evaluation of the accuracy in past $\beta$ band measurements.

In addition to the $B(3,0)$, the present observations include lines in the $\gamma(2,0)$ band ($A^2\Sigma^+(v=2)-X^2\Pi(v=0)$) of $^{14}\text{N}^{16}\text{O}$ and $^{13}\text{N}^{18}\text{O}$ as well as lines associated with the $b^2\Sigma^--(v=2)-X^2\Pi(v=0)$ intercombination band in the normal isotope. The latter is reported in a separate work.\(^22\)

II. EXPERIMENT

A. Apparatus and measurements

The experimental arrangement for the measurements is shown in Fig. 1. A Lambda Physik EMG 102 excimer laser operating on XeCl is used to pump a Lambda Physik FL3002 dye laser with etalon using Rhodamine B dye. The excimer laser is run at a 50 Hz repetition rate. The dye radiation is frequency doubled in a KDP (potassium dihydrogen phosphate) crystal, and the doubled and fundamental frequencies are sum frequency mixed in a $\beta$-BaB$_2$O$_4$ (BBO) crystal to produce the third harmonic of the dye laser frequency. To provide the proper polarizations for the sum frequency mixing, the polarization of the dye beam is rotated 90° with a half wave plate before the KDP crystal. In addition, between the frequency doubling and sum frequency mixing crystals, the fundamental and second harmonic beams are separated using a dichroic mirror, the polarization of the fundamental dye beam is rotated 90° with a Fresnel rhomb, and the beams are combined again on another dichroic mirror. Servo-tracking units (Inrad Autotracker I and Autotracker II for the doubling and sum frequency mixing, respectively) were used to maintain frequency conversion while scanning the dye laser frequency. Approximately 5 $\mu$J is obtained in the third har-
monic near 208 nm. The third harmonic radiation is separated from the other frequencies with a Pellin-Broca prism, and passed unfocused into an aluminum cell containing 99% pure NO. The gas mixture is flowed slowly through the cell to maintain passivation. Ion signals from 1+1 MPI are detected by an electrode biased at -10 V relative to ground. A second electrode opposite the signal electrode is grounded. If the signal electrode is not biased relative to the cell, space charge effects lead to irreproducible and unstable ion signals. The ion signal is amplified with an EG&G Ortec 142PC charge integrating amplifier. The energy of the 208 nm radiation that passes through the cell is measured with a Laser Precision Rj-7200 pyroelectric energy meter.

A portion of the fundamental dye beam near 625 nm that passes through the second dichroic mirror is attenuated with a polarizer and by reflection off a glass window and passed through a cell containing iodine vapor at room temperature. Fluorescence in the cell is detected by a photodiode through a Schott RG 645 long pass filter and amplified using a second EG&G Ortec 142PC amplifier. Signals from the ion cell amplifier, energy meter, and photodiode amplifier are accumulated using Stanford Research Systems SR250 boxcar averagers with ten shot averaging. The outputs from the boxcars are digitized at 10 Hz (about 0.0018 cm$^{-1}$ per point at the fundamental wavelength, 0.0054 cm$^{-1}$ per point at the third harmonic) with a 12 bit Data Translation DT2814 asynchronous digitizer in an AST 286 PC-compatible computer. A single spectrum covered typically about 40 cm$^{-1}$. The experimental linewidths are $\sim 0.06$ cm$^{-1}$ for the iodine lines and $\sim 0.2$ cm$^{-1}$ for the NO lines. The room temperature Doppler width of the NO at 48 000 cm$^{-1}$ is 0.11 cm$^{-1}$.

B. Peak fitting

Performing at least two complete scans of the entire (3,0) $\beta$ band produced a large amount of data, abor megabytes when stored as binary. The data was transferred to a VAX 750 computer for peak fitting and calibration. Because of the large number of lines in the iodine and NO spectra, we have written a routine to find accurate line positions and heights for isolated lines. The routine performs analytical least squares quadratic fits to that portion of a line with negative second derivative. When the fits are limited to the region with negative second derivative, quadratic curves fit most line shapes quite well. To find the regions of negative second derivative for fitting a line, a spectrum is differentiated two times. This accentuates the high frequencies in the spectrum, causing noise spikes to appear quite large. To reduce the noise, the second derivative spectrum is filtered by performing a fast Fourier transform (FFT), multiplying the Fourier transform by a Gaussian with width chosen to limit frequencies above those expected from a typical linewidth in the original spectrum, and then performing an inverse FFT. This is equivalent to convolving the second derivative data with a Gaussian profile. For the iodine data the Gaussian profile has a full width at half maximum (FWHM) of 12.5 data points ($\sim 0.02$ cm$^{-1}$), the FWHM is 30 for the NO data ($\sim 0.16$ cm$^{-1}$). The differentiation and filtering could also be performed in a single step by use of the appropriate filter in frequency space. Regions for line fitting are found by finding the most negative point in the filtered second derivative spectrum (ideally, for identical line shapes, this would be the strongest line) and determining the first zero crossings on either side of this line. A quadratic fit is then performed on the data points in the original spectrum within this range defined by the zero crossings and the line position and height are placed in a list of lines. This fitting region is removed from the filtered second derivative spectrum by setting the points between the zero crossings to zero. The next most negative point in the second derivative spectrum is found, and the same procedure is used to find what is approximately the next strongest line. The search and fitting procedure is repeated until a desired number of lines is found or until no second derivative points lie below a given threshold. We typically chose to find a number of lines that was greater than the number of lines apparent in the original spectrum to ensure finding all lines. Extraneous lines appeared in the line list due to noise in the spectrum. The noise lines were found by overlaying the fitted lines and the original spectrum, and visually inspecting each line. Lines that are clearly extraneous are removed from the list and lines that were clearly blended were noted.

This technique was applied to both the I$_2$ and NO spectra. The fitting approach as we have implemented does not accurately determine line positions for partially overlapping lines. The iodine lines are used as calibration, and it is not necessary to use all of them. For this reason, and because the iodine lines are typically fairly dense ($\sim 4$ lines per cm$^{-1}$ over the region that we have investigated: 47 800-48 620 cm$^{-1}$), it was not necessary to use blended I$_2$ lines in the calibration.

For the NO spectra, positions of overlapping lines were determined using a nonlinear fit to a Gaussian line profile.
a form which was appropriate for the features except far into their absorption wings. Nonzero and sloping base lines were incorporated into the Gaussian fits when necessary. The full width at half maximum of the Gaussians lay in the range of 0.16–0.20 cm\(^{-1}\). Blended features with apparent widths in excess of 0.20 cm\(^{-1}\) were fit to two equal width Gaussians. Line positions are taken as the centroid of the Gaussian in the fit.

C. Calibration

Calibration of the iodine spectra is performed against the data of Gerstenkorn and Luc for iodine positions.\(^\text{23}\) Diskettes containing data on their line positions were obtained from the Laboratoire Aime' Cotton, Centre National de la Recherche Scientifique (CNRS). This data were corrected by \(-0.0056\) cm\(^{-1}\) as recommended.\(^\text{24}\) The same calibration found for the iodine spectra is applied to the NO spectra, although the wave numbers are multiplied by three because of the frequency tripling.

Calibration of the iodine spectrum requires pairing the relative iodine line positions (vs data point number) to the known iodine line frequencies. As this involves matching a large number of lines, we partially automated the matching procedure. Approximate line positions for the iodine lines are determined by scaling our measured spectra (converting from data point number to approximate frequency in cm\(^{-1}\) such that our line positions align with those of Gerstenkorn and Luc when both are plotted on an absolute frequency scale). A single file is created containing pairs of points from the two iodine spectra: for our data the pairs consist of data point number and approximate frequency position for each line, and for the Gerstenkorn and Luc data the pairs consist of two identical points giving the absolute line position in cm\(^{-1}\). The file is sorted by the second column to create a file which has adjacent points from our data and the measured values. This file is edited to remove the second column and produce a file containing pairs of measured data point number and absolute frequency. In this process, we refer to a graphic overlay of the two spectra to check that the proper pairing is being made.

On fitting a straight line to the frequency calibration between our line positions and the absolute positions, we find that the iodine line positions deviate on average by \(-0.02\) cm\(^{-1}\), root mean square, from the straight line. We believe this is due to slight variation of the dye laser scan from a true linear scan in frequency. To incorporate this variation into the frequency calibration, we filtered the data points using a Gaussian filter; in frequency space as was performed for the second derivative in the line finding routine. However, as the FFT forces periodic boundary conditions at the ends of the data, the large difference in ordinate values for the end points leads to perturbations on the filtered data. A simple correction of subtracting the line fit from the points prior to the FFT filtering was not sufficient to avoid perturbations. Instead, we added points to the ends of the calibration to produce a boundary that is sufficiently far from the true end points to avoid the boundary effects. These extra points are removed after the filtering. The form of the added points is obtained by extrapolating the data through inversion about the end points. Ordinate values to serve as the origins for this inversion were determined by performing linear least square fits to a few points near each end point. This procedure was found to give very good smoothed fits to the calibration points as judged by visual inspection. The Gaussian used to smooth the calibration curves has a 3.2 cm\(^{-1}\) FWHM. One calibration curve is produced for each spectrum. The average of the root mean squared deviation between the resulting smoothly varying calibration curve and the calibration points for all of the spectra is 0.005 cm\(^{-1}\).

The NO MPI spectral scans, determined as a function of data point numbers are converted to absolute frequencies through interpolation using the smoothed \(I_2\) calibration curves for each spectra. Each region of the \(\beta(3, 0)\) absorption spectrum was covered in at least two, and typically, three or more independent, calibrated spectral scans. Multiple determinations of a line position from the various spectral scans were averaged to obtain the line positions reported here. The average of the standard deviation of these mean line positions for all of the lines is 0.04 cm\(^{-1}\). A conservative estimate for the absolute line position accuracy is 0.05 cm\(^{-1}\).

D. NO absorption spectrum

The great advantage of MPI detection is the sensitive detection of weak absorptions with a wide dynamic range, approaching \(10^5\) in the present study. This dynamic range is illustrated in Fig. 2 which shows one spectral scan of the region 48 380–48 400 cm\(^{-1}\). Sensitivity is important here because of the very small absorption coefficient\(^\text{25}\) of the \(\beta(3)\)-\(X(0)\) transition. The observed intensities of the strongest lines of the \(\beta(3, 0)\) system are comparable to lines
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in the $\gamma(2,0)$ band of $^{15}$N$^{16}$O or $^{14}$N$^{18}$O isotopomers, present in the NO gas at natural abundance (0.37% and 0.20%, respectively). The MPI dynamic range further allowed line position measurements over a wide range of rotational levels ($0.5<\epsilon<31.5$) and in (previously unobserved) weak branches of the $\beta(3,0)$ system, which permit definitive assignment of all relevant quantum numbers in the transitions. As the price for this sensitivity, however, extreme care must be taken to avoid impurities in the gas sample. In the present work, this was achieved by repeated passivation of the ionization cell and the continuous flow of NO gas in the cell during the measurements. However, even with these precautions, broad features, presumably due to ionization of diffusion pump oil or other trace impurities, underlie portions of the spectral region examined in the present work. These were of particular concern in the reddest portion of the spectrum where the $\beta(3,0)$ absorptions, though appreciably sharper than those of the impurities, probe high rotational levels of the X state and are quite weak. A second disadvantage of the $1+1$ MPI detection scheme is that the ionization signal depends on the square of the laser intensity, although this is a vast improvement over higher order absorption schemes. Because power normalization is made on the basis of a ten shot average power, the effect of shot to shot fluctuations cannot always be quantitatively corrected, but its effect is random in the different scans of a given spectral region. Furthermore, the photoionization cross section is not necessarily independent of wavelength due to the possibility of autoionization, producing a systematic distortion of the apparent absorption intensities. This effect was presumably responsible for the two components in some of the $\Lambda$ doublets persistently appearing in different scans with unequal relative intensities, as much as a factor of 2 in some cases.

III. RESULTS

The $^2\Pi-^2\Pi$ structure of the $\beta$ bands has been described in detail by a number of authors. The $\beta(3,0)$ band is red degraded with weak heads involving only the first several rotational quanta forming in each of the branches. Twelve branches are possible for electric dipole transitions between $^2\Pi$ states with angular momentum coupling intermediate between Hund’s case (a) and (b), as is appropriate for both the NO $X$ and $B$ states. We adopt here the usual branch notation $\Delta J_{P=Q}$($J''=J''',J''',J'')$, where $\Delta J=+1,0,1$ with $P,Q,R$ denotes the change in total rotational angular momentum $J$, excluding spin, and $J''$ denotes the absorbing $X$ state rotational level, when such specificity is appropriate. The first and second subscripts label the spin–orbit component $F=I_s,I_s'=1,2$ of the upper ($B$) and lower ($X$) states, respectively. Both the $X$ and $B$ states are regular, with $F_\perp$ denoting levels in the $^2\Pi_{\Omega=1/2}$ substate, which lies energetically below the $^2\Pi_{\Omega=3/2}$ substate, whose levels are labeled $F_\parallel$. Only four of these branches are intense, $P_{11},R_{11},P_{22},R_{22}$, with absorption maxima near $J''=7.5$ for a 300 K rotational distribution. Previous observations of the $\beta$ bands have almost exclusively been restricted to the observation of transitions in these branches. Transitions in the $Q_{11}$ and $Q_{22}$ branches are roughly a factor of 5 weaker, with absorption intensity maximizing at the very lowest $J''$. Four satellite branches, $P_{13},R_{13},P_{23},R_{23}$, are observed in the present work for the first time. These have expected intensities of order 2% that in the intense main branches, with absorptions maximizing near $J''=11.5$. The remaining two satellite branches, $Q_{12}$ and $Q_{21}$, are predicted to be extremely weak, with intensities of $1 \times 10^{-5}$ and $6 \times 10^{-5}$, respectively, relative to that in the $R_{11}$ branch. These are too weak to be observed, either here or in previous work. The rotational levels in both the $B$ and $X$ states have two nearly degenerate parity components; absorption lines in each of the 12 branches are doublets ($\Lambda$ doublets) whose separation is dependent on $F, J$, and $\Delta J$.

A. Transition energies

Initial identification of the NO $\beta(3,0)$ absorption lines in the main branches was easily made from the positions and intensities calculated by diagonalization of the $^2\Pi$ Hamiltonians using the $B(\varepsilon=3)$ constants of Hallin et al. and the $X(u=0)$ constants of Amiot et al. Transitions in the main branches ($P_{11},R_{11},P_{22},R_{22}$) were within 1 cm$^{-1}$ of the calculated positions. With small, iterative adjustments of these initial constants, transitions in 10 of the 12 possible rotational branches could be tentatively identified. Due to $\Lambda$ doubling in the $^2\Pi$ states, each transition should consist of two closely spaced lines connecting the appropriate parity levels in the upper and lower states. Where the separation of these doublets roughly equaled or exceeded the mean experimental linewidth (~0.18 cm$^{-1}$), the peaks appear as two distinct features in the absorption spectrum. This occurs for $J''>13.5$ in the $P_{11},R_{11},P_{22},R_{22}$ branches and at $J>20.5$ in the $P_{13},R_{13}$ branches. At lower $J$, and throughout the $P_{22},R_{22}$ branches, the doublets are manifested only by a broadening of the absorption lines beyond the nominal range of 0.16–0.20 cm$^{-1}$. Depending on the proximity of the individual transitions to others, the broadened peaks could be fit by two equal width Gaussians to recover doublet splittings below this range. In the $Q_{11}$ and $Q_{22}$ branches, no definitive evidence of doublets could be detected from the linewidths.

In all, 119 pairs of $\Lambda$ doublets could be measured and an additional 97 lines, where the splittings are too small for confident measurement, are reported as single lines. The measured line positions are listed in Table I. Assignment of the specific parity for the doublet transitions is discussed in the following section. Confirmation of the appropriate assignment for the lines in Table I was made by term value analysis (combination differences) of the line positions using the accurate term values for the $X$ state given by Amiot et al. as constants in the fit. For this analysis, the line positions of the doublet lines are used directly as listed. For those lines where explicit doubling could not be measured, the reported position was assigned to each of the two parity components of the $\Lambda$ doublet. Because the magnitude of an undetected splitting is quite large in comparison to both the accuracy and precision of the line center measurements, and the fact that some line positions by virtue of their intensity or proximity to other features
<table>
<thead>
<tr>
<th>(J)</th>
<th>(P_{11})</th>
<th>(Q_{11})</th>
<th>(R_{11})</th>
<th>(P_{12})</th>
<th>(P_{21})</th>
<th>(P_{12})</th>
<th>(Q_{22})</th>
<th>(R_{22})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5+</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
<tr>
<td>0.5-</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
<tr>
<td>1.5+</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
<tr>
<td>1.5-</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
<tr>
<td>2.5+</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
<tr>
<td>2.5-</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
<tr>
<td>3.5+</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
<tr>
<td>3.5-</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
<td>48 508.115</td>
</tr>
</tbody>
</table>

*Line weighted by the reciprocal square of two standard errors in the fits.*
*Line weighted by the reciprocal square of three standard errors in the fits.*
*Line weighted by the reciprocal square of four standard errors in the fits.*
*Line is not part of the multiply connected set.*
*Line obscured by a broad impurity band in the high power spectrum.*

**Table I.** Observed lines of the NO \(B^1 \Pi - X^1 \Pi (3.0)\) band as a function of X state rotational quantum number \((J^I)\) and parity \((+/-)\). All units are cm\(^{-1}\). When an entry is given for only a single parity component, the entry refers to the centroid of the transition with the \(A\) doubling unresolved. Where a transition is obscured by a stronger line, the identification of the overlapping line is given.
These energies are relative to the energy of the X state term energies of Amiot should correspond to the average energy of the state, \( X(v=0, J=0.5(e)) \), the zero of energy is the \( X^{-1/2}(x=0, J=0.5(e)) \) level. The absolute accuracy of the energies is 0.05 cm\(^{-1}\).

<table>
<thead>
<tr>
<th>( J )</th>
<th>( ^3\Pi_{1/2} ) (e)</th>
<th>( ^3\Pi_{1/2} ) (t)</th>
<th>( ^3\Pi_{1/2} ) (e)</th>
<th>( ^3\Pi_{1/2} ) (t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>48 504.963 0.031</td>
<td>48 504.909 0.031</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1.5</td>
<td>48 508.102 0.017</td>
<td>48 508.121 0.017</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>2.5</td>
<td>48 513.316 0.017</td>
<td>48 513.351 0.017</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>3.5</td>
<td>48 520.659 0.018</td>
<td>48 520.643 0.018</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>4.5</td>
<td>48 530.062 0.016</td>
<td>48 530.052 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>5.5</td>
<td>48 541.603 0.017</td>
<td>48 541.542 0.017</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>6.5</td>
<td>48 555.180 0.017</td>
<td>48 555.125 0.017</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>7.5</td>
<td>48 570.889 0.016</td>
<td>48 570.835 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>8.5</td>
<td>48 588.702 0.016</td>
<td>48 588.653 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9.5</td>
<td>48 608.612 0.016</td>
<td>48 608.566 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>10.5</td>
<td>48 630.635 0.016</td>
<td>48 630.585 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>11.5</td>
<td>48 654.771 0.016</td>
<td>48 654.712 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>12.5</td>
<td>48 681.031 0.016</td>
<td>48 680.995 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>13.5</td>
<td>48 709.430 0.016</td>
<td>48 709.369 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>14.5</td>
<td>48 739.920 0.016</td>
<td>48 739.864 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>15.5</td>
<td>48 772.545 0.016</td>
<td>48 772.474 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>16.5</td>
<td>48 807.281 0.016</td>
<td>48 807.199 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>17.5</td>
<td>48 844.157 0.016</td>
<td>48 844.043 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>18.5</td>
<td>48 883.120 0.015</td>
<td>48 883.016 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>19.5</td>
<td>48 924.216 0.015</td>
<td>48 924.099 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>20.5</td>
<td>48 967.434 0.015</td>
<td>48 967.319 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>21.5</td>
<td>48 012.763 0.015</td>
<td>48 012.640 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>22.5</td>
<td>48 060.219 0.015</td>
<td>48 060.093 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>23.5</td>
<td>48 109.786 0.015</td>
<td>48 109.643 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>24.5</td>
<td>48 161.437 0.015</td>
<td>48 161.309 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>25.5</td>
<td>48 215.240 0.015</td>
<td>48 215.093 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>26.5</td>
<td>48 270.131 0.015</td>
<td>48 270.072 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>27.5</td>
<td>48 329.145 0.015</td>
<td>48 329.030 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>28.5</td>
<td>48 399.225 0.015</td>
<td>48 399.080 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>29.5</td>
<td>48 451.452 0.015</td>
<td>48 451.272 0.015</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>30.5</td>
<td>48 515.739 0.016</td>
<td>48 515.553 0.016</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>31.5</td>
<td>48 582.136 0.018</td>
<td>48 581.957 0.018</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>32.5</td>
<td>48 729.129 0.087</td>
<td>48 729.133 0.087</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

*Term energies based on nonmultiply connected transitions.

could be measured less accurately than others, the lines were weighted in the fit. This weighting is explicitly defined in Table I. The 430 nominal transition frequencies were fit to 128 term values in \( B(v=3) \) with a standard deviation of 0.0138 cm\(^{-1}\). With the exception of the eleven lines denoted in Table I, each of these transitions accesses a multiply connected \( B \) state level; hence its transition assignment is confirmed independent of any model of electronic structure in the \( B \) state. A minimum variance, linear unbiased estimate of the term energies of \( B(v=3) \) is a by-product of this fit. These term energies, together with their (random) statistical uncertainties are given in Table II. These energies are relative to the energy of \( X(v=0, J=0.5(+e), \Omega=0.5) \). The energy of any arbitrary transition for the \( B(3,0) \) band can be generated from the combination of these term energies and the \( X \) state term energies of Amiot et al.\(^{29}\)

The line positions in Table I can be compared directly to those reported by Callear and Smith.\(^{18}\) These workers observed the \( B(3,0) \) band in absorption with a 3 m spectrometer and report line positions in the range 1.5<\( J<26.5 \), but only in the four strong branches, \( P_{11}(R_{1}^{-1}P_{22}, R_{1}^{-1}) \), and with no evidence of \( \Lambda \) doubling. No indication is given as to the probable accuracy of their measurements; line positions are listed with a least significant digit of 0.1 cm\(^{-1}\). Comparing the \( P_{11}, R_{1}^{-1} \) lines with the mean line positions of the \( \Lambda \) doublets when appropriate, the Callear and Smith lines in these branches generally lie to lower energy with a mean deviation of 0.39 cm\(^{-1}\) and a range of \(+0.9-0.2 \) cm\(^{-1}\) on specific lines. In the \( P_{22}, R_{2}^{-1} \) branches, the mean deviation is 0.52 cm\(^{-1}\) with a range of \(+1.0-+0.1 \) cm\(^{-1}\).

Comparison can also be made between the term values of Table II and the energies reported for these levels in the literature. Barrow and Miescher\(^{32,33}\) quote values for the \( Q_{11}(0.5) \) lines for most of the vibrational levels in the \( B ^{2} \Pi \) state, thus specifying their energy relative to \( X ^{2} \Pi(v=0, J=0.5) \). For \( B(v=3) \), their line position (48 509.6 cm\(^{-1}\)) should correspond to the average energy of the \( e \) and \( f \) components in \( P_{11}, J=0.5 \) of Table II, 48 504.977 cm\(^{-1}\), but actually lies 4.623 cm\(^{-1}\) too high in energy. Callear and Smith\(^{13}\) noted this large discrepancy, but the use of the Barrow and Miescher values has continued to propagate into current literature.

Both Gallusser and Dressler\(^{12}\) and Raoult\(^{11}\) unfortunately use the Barrow and Miescher values for the term energies of \( B(0<v<4) \) in their analysis of \( ^{2} \Pi \) Rydberg-valence interactions.
The doublet structure of the rotational levels in the $B^2\Pi$ and $X^2\Pi$ states is shown schematically in Fig. 3. Each $^2\Pi$ state is split by spin-orbit coupling into two components $\Omega = 1/2$ and $\Omega = 3/2$ which are labeled $F_L$ and $F_P$, respectively. In addition to this splitting, each rotational level $J$ of the $^2\Pi$ consists of two parity components labeled $+$ and $-$, denoting their inversion symmetry. Since the symmetry of the rotational wave function alternates with $J$, the overall inversion symmetry of the parity wave function is labeled $e$ or $f$, defined by the convention\(^3\) that $e$ levels transform as parity $(-1)^{J+\Omega}$ while $f$ levels transform as $(-1)^{J+\Omega+1}$. For electric dipole transitions, the selection rules are $e\leftrightarrow e$ and $f\leftrightarrow f$ for $\Delta J = \pm 1$ ($R,P$ branches) and $e\leftrightarrow f$ for $\Delta J = 0$ ($Q$ branches). In an isolated $^2\Pi$ state, these two components are degenerate. However, spin-orbit and Coriolis couplings in the molecule produce a rotationally dependent mixing of $^2\Pi$ and $^2\Sigma$ states that is manifested in a perturbation of the $e$ terms relative to the $f$ terms in the $^2\Pi$, which removes the degeneracy ($\Lambda$ doubling).

The $\Lambda$ doubling in the lowest vibrational levels of the $X^2\Pi$ state is now well understood. High resolution Fourier-transform infrared (FTIR) measurements of Amiot et al.\(^{29}\) have established the term energies of the $e$ and $f$ levels to high accuracy in $v = 0$ over the range $0.5 < J < 39.5$. The recent experimental investigation of Geuzebroek et al.\(^{30}\) has uniquely assigned the parity of these levels $W_L > W_H$ in the $F_L$ substate. Their assignment, which also extends to the $F_P$ substate following the work of Amiot et al. is predicated only on the assumption that the lowest excited $\Sigma$ state in NO (the $A$ state) is $^2\Sigma^+$, which is unequivocal in view of the high quality \emph{ab initio} molecular structure calculations\(^4\),\(^{31}\) that have been made for NO. This parity assignment for the $\Lambda$ doublets is further supported by the quantitative \emph{ab initio} calculations of de Vivie and Peyerimhoff,\(^{32}\) which match not only the assigned order of the levels, but also the magnitude of the observed splittings.

The $\Lambda$ doubling in the $B^2\Pi$ state is less well founded. Huber\(^3\) observed a $J$-dependent splitting of the rotational transitions in the $B^2\Delta - B^2\Pi$ $\beta (1.0)$ band, where the entirety of the line doubling could reasonably be attributed to $\Lambda$ doubling in the $B(v = 1)$. By comparing the magnitude of this splitting with the magnitude of the line doubling observed by Jenkins, Barton, and Mulliken\(^1\) reported for the $\beta (0,10)$ and $\beta (0,11)$ bands, he concluded that the parity order in the $B$ state is opposite to that in the $X$ state, viz. $W_L > W_H$. This is predicated on the assumption that the $\Lambda$ doubling in both the $B$ and $X$ states does not change appreciably with vibration, and the $\Lambda$ doubling in the $^2\Delta$ state is negligibly small. Engleman and Rouse\(^9\) observed splittings in the $F^v,F^e = 1$ components in a variety of emission bands in the $\beta$ system. Their assignments are consistent with an opposite parity order in the $B$ and $X$ states, though they offer little explanation as to how this parity order was established.

The splittings observed in an electronic absorption or emission spectrum reflect the energetic difference of the $\Lambda$ doublets in the upper and lower electronic states. If we acknowledge these energy differences and the dipole selection rules explicitly, the transition splittings in the six branches of the $^2\Pi - ^2\Pi$ transition that access a single rotational level $J,F^v_m$ of the upper state ($B$) can be written as

\[
\Delta v_{ij}^{mn}(J) = v_{ij}^{mn}(J) - v_{ij}^{mn}(J) = W'_j(J,F^v_m) - W''_j(J,F^e_n) - W''_j(J,F^e_n) - W'_j(J,F^e_n),
\]

\[
\Delta v_{ij}^{mn}(J+1) = v_{ij}^{mn}(J+1) - v_{ij}^{mn}(J+1) = W'_j(J,F^v_m) - W''_j(J+1,F^e_n),
\]

\[
\Delta v_{ij}^{mn}(J-1) = v_{ij}^{mn}(J-1) - v_{ij}^{mn}(J-1) = W''_j(J,F^e_n) - W'_j(J-1,F^v_m).
\]

where $m$ and $n$ denote the label (1 or 2) for the spin-orbit component in the $B$ and $X$ states, respectively, and $i$ and $j$ denote a mutually exclusive ($i \neq j$) level parity ($e$ or $f$). From Eqs. (1)-(3), if the order of parity is the same in both the $B$ and $X$ states, then the splitting in the $Q$-branch transitions, reflecting the sum of each state's contributions, will equal or exceed that in the $P$ and $R$ branches, which reflect the difference. Conversely, an opposite parity order in the two states will produce the larger splitting in the $P$ and $R$ branches. This opposite parity order is clearly consistent with the lack of $Q$-branch splitting observed here. However, this does not lead to a confident assignment of parity order since it is not known \emph{a priori}; that the two parity components in the $Q$ branch produce comparable photoionization signals, for example.

Since the energy separation of the $\Lambda$ doublets in the $X$ state, $\Delta W''_j$, are known explicitly. Eqs. (1)-(3) can then be written as

\[\text{(1)}\]
\[\text{(2)}\]
\[\text{(3)}\]
This conclusion is made particularly compelling when cussed in some detail the properties of this Hamiltonian for branches only when the sign in settings on J in each substate, is possible for all of the tonian successfully reproduces the term values of Amiot and Rouset for B(v=3) for all but the very lowest rotational levels, where the order is indeterminate with the accuracy of the present transition energies. This conclusion is opposite to that reached by both Huber for B(v=1), and by Engleman and Rouse for B(v=0-5), due to their assumed parity order in the X state, which was opposite to that presently accepted.

The A-doublet splittings determined from the B(v=3) term values given in Table II are plotted in Fig. 5 as a function of B state rotational quantum number in both the F1 and F2 substates. The error bars in this figure reflect the relative errors of the term value differences. The discontinuities that appear in the F1 splittings near J=5.5 and in the F2 splittings near J=22.5 reflect the transition between unobserved (presumed zero) and explicitly measured doublet separations in the lines accessing these two substates. While the weighting of the unsplit lines (Table I) was chosen to minimize these effects, the weighting in itself cannot eliminate them.

C. Molecular constants of B(v=3)

The term energies of B 2Π(v=3), given in Table II were fitted to the effective 2Π Hamiltonian of Zare et al. This Hamiltonian has the advantage of separating the vibrational and rotational properties of the molecule and has been used to describe 2Π states in O2, HCl, and HF. Applied to the NO X 2Π (v=0-2), this Hamiltonian successfully reproduces the term values of Amiot et al. to within 3 x 10^-6 cm^-1. Brown et al. have discussed in some detail the properties of this Hamiltonian for
TABLE III. Molecular constants of NO $B^2\Pi$ ($v=3$). Constants for the $X^2\Pi(v=0)$ state are included for reference. All units are cm$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>$v_0$</th>
<th>$A$</th>
<th>$A_D(10^{-4})$</th>
<th>$B$</th>
<th>$B(10^{-4})$</th>
<th>$q(10^{-1})$</th>
<th>$p(10^{-1})$</th>
<th>$a(10^{-2})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>48 461.7680(20)$^b$</td>
<td>35.6764(38)</td>
<td>10.33(13)</td>
<td>1.079 436(12)</td>
<td>5.347(12)</td>
<td>-2.74(13)</td>
<td>6.48(12)</td>
<td>2.678 85</td>
</tr>
<tr>
<td>Hallin et al.$^c$</td>
<td>48 462.073(22)</td>
<td>35.582(17)</td>
<td>26.83(70)</td>
<td>1.079 477(78)</td>
<td>5.760(70)</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Transformed$^d$</td>
<td>48 462.073</td>
<td>35.610</td>
<td>24.73</td>
<td>1.079 491</td>
<td>5.760</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$E&amp;R$ B(1.7)$^e$</td>
<td>35 918.90</td>
<td>35.76</td>
<td>102</td>
<td>1.079 50</td>
<td>5.0</td>
<td>9.0</td>
<td>-5.5</td>
<td>...</td>
</tr>
<tr>
<td>Transformed</td>
<td>48 461.69</td>
<td>35.78</td>
<td>102</td>
<td>1.079 51</td>
<td>5.0</td>
<td>-9.0</td>
<td>5.5</td>
<td>2.28</td>
</tr>
<tr>
<td>$E&amp;R$ B(3.8)$^e$</td>
<td>34 238.84</td>
<td>35.82</td>
<td>24</td>
<td>1.079 55</td>
<td>4.4</td>
<td>34</td>
<td>-2.9</td>
<td>...</td>
</tr>
<tr>
<td>Transformed</td>
<td>48 461.78</td>
<td>35.85</td>
<td>24</td>
<td>1.079 56</td>
<td>4.4</td>
<td>-34</td>
<td>2.9</td>
<td>1.20</td>
</tr>
<tr>
<td>$X^2\Pi(v=0)^f$</td>
<td>0.0</td>
<td>123.028 35</td>
<td>3.4386</td>
<td>1.696 1438 5</td>
<td>5.467 30</td>
<td>-9.466$^h$</td>
<td>-1.166$^h$</td>
<td>-10.580$^h$</td>
</tr>
</tbody>
</table>

$^a$Calculated $a=(A/B)p/8$.
$^b$Number in parentheses is one standard deviation expressed in units of the least-significant digits.
$^c$Reference 28.
$^d$Expressed in a form consistent with the present measurement.
$^e$Reference 19.
$^f$Constants of the $^2\Pi$ Hamiltonian reproducing the $X^2\Pi(v=0)$ term values of Ref. 29.
$^g$Calculated $q=-(1/8)(A/B)p$. The assigned parity of from a direct fit of the splittings alone to the Mulliken and Christy formula, following the association of level parity with label $c$ and $d$ specified by Mulliken. Compari
$^h$son can be made with the $A$ doublings observed by Huber $^39$ in the $B^2\Delta(1)-B^2\Pi(0)$ band. Following a parity assignment opposite to that determined here, Huber determined a value of $p=-6.24\times10^{-3}$ cm$^{-1}$ from a linear fit to the $J+1/2$ dependence of the $F_1$ splittings. Applying the full Mulliken and Christy formula to Huber's measurements and the revised parity assignment yields $q=-6.63(75)$ $\times10^{-3}$ cm$^{-1}$ and $p=-6.74(30)\times10^{-3}$ cm$^{-1}$. This value of $p$ is very close to that determined for $v=3$, suggesting little, if any, vibrational dependence in the $B^2\Pi$ $A$ doubling over the range 0$v<3$. The value of $q$ determined from Huber's data is significantly different from that in $v=3$, but since its magnitude is greatly influenced by the splittings in the $F_3$ component of the $^2\Pi$ state, which are completely latent in huber's measurements, a true vibrational dependence of $q$ is not necessarily indicated by this difference. De Vivie-Riedle $^39$ have recently calculated the $A$ doubling in the Rydberg $C^2\Pi$ state, which adiabatically correlates to the valence $B^2\Pi$ at larger internuclear separations. Unfortunately their calculations did not extend to sufficiently large internuclear separations to be of use in identifying the

$^1$II states and its relationship to other representations.

Apart from the vibrational origin $v_0$, this Hamiltonian includes terms $A$ and $A_D$ for spin-orbit coupling and its centrifugal correction, $B$ and $D$ for rotation and its centrifugal correction, and $q$, $p$, and $o$ for the $A$ doubling. The value of the spin-rotation constant $\gamma$ is not separable from the equivalent effect of $A_D$ on the $^2\Pi$ energy levels. Hence $\gamma$ is constrained to a value of zero in the fit, with its effects incorporated in the value of $A_D$ obtained from the fit. $A$ doubling is treated in the unique perturber approximation, i.e., it is attributed to perturbation by a single, effective $2\Sigma^-$ state, and the parameter $o$ is constrained in the fit to the value $o=1/8(A/B)p$. The assigned parity of the levels in $B(v=3)$ can be attributed to either a $2\Sigma^-$ state lying energetically above the $B$ state or to a $2\Sigma^+$ lying below the $B$ state. (The signs of the two constants $q$ and $p$ are opposite in the two cases.) The case of a $2\Sigma^-$ was empirically chosen here because its choice produced smaller (0.5%) residuals in the fit. It is also the more reasonable choice, since the $3\sigma A-2\Sigma^+$ state is the only $2\Sigma^+$ state lying energetically below the $B$ state, and the $B-A$ interaction is very weak, as evidenced by the very small contribution of the $B$ state to the spin-rotation constant of the $A$ state. The $2\Sigma^-$ perturber is also chosen for $A$ doubling in the $X^2\Pi$, a choice well supported by the calculations of de Vivie and Peyerimhoff. The molecular constants obtained for $B(v=3)$ are given in Table III, where the stated uncertainties represent one standard error of statistical uncertainty. Also given for reference are the constants for $X(v=0)$ in this same representation. The calculated values of the constant $o$ are included for each of these states. The vibrational origin is the energetic difference between the origin of $B(v=3)$ and the origin of $X(v=0)$. These respective origins lie 16.733 cm$^{-1}$ above $B^2\Pi_{1/2}(v=3, J=0.5f)$ and 59.935 cm$^{-1}$ above $X^2\Pi_{1/2}(v=0, J=0.5e)$, the lowest energy levels in each of these states. The estimated absolute error of the present line measurements (0.05 cm$^{-1}$) is not explicitly included in the statistical uncertainty of the origins given in the table. The standard deviation of the fit was 0.0175 cm$^{-1}$, slightly higher than that obtained in the model-free term value fit. This probably reflects the effect of the latent line doublings in the Hamiltonian fit rather than an obvious deficiency in the $^2\Pi$ Hamiltonian itself.

The splitting of the $e/f$ levels calculated from the model Hamiltonian using the molecular constants of Table III is shown by the dashed and solid lines in Fig. 5. Essentially identical splittings and constants, viz. $q=-3.15(86)\times10^{-5}$ cm$^{-1}$ and $p=6.37(29)\times10^{-3}$ cm$^{-1}$, are obtained from a direct fit of the splittings alone to the Mulliken and Christy formula, following the association of level parity with label $c$ and $d$ specified by Mulliken. Comparison can be made with the $A$ doublings observed by Huber in the $B^2\Delta(1)-B^2\Pi(0)$ band. Following a parity assignment opposite to that determined here, Huber determined a value of $p=-6.4\times10^{-3}$ cm$^{-1}$ from a linear fit to the $J+1/2$ dependence of the $F_1$ splittings. Applying the full Mulliken and Christy formula to Huber's measurements and the revised parity assignment yields $q=-6.63(75) \times10^{-3}$ cm$^{-1}$ and $p=-6.74(30)\times10^{-3}$ cm$^{-1}$. This value of $p$ is very close to that determined for $v=3$, suggesting little, if any, vibrational dependence in the $B^2\Pi$ $A$ doubling over the range 0$v<3$. The value of $q$ determined from Huber's data is significantly different from that in $v=3$, but since its magnitude is greatly influenced by the splittings in the $F_3$ component of the $^2\Pi$ state, which are completely latent in Huber's measurements, a true vibrational dependence of $q$ is not necessarily indicated by this difference. De Vivie-Riedle et al. have recently calculated the $A$ doubling in the Rydberg $C^2\Pi$ state, which adiabatically correlates to the valence $B^2\Pi$ at larger internuclear separations. Unfortunately their calculations did not extend to sufficiently large internuclear separations to be of use in identifying the
contributions to the A doubling observed here in the lower vibrational levels of the B state.

Molecular constants for B(v=3) have been reported by Hallin et al.\textsuperscript{29} and by Engleman and Rouse.\textsuperscript{15} Each of these studies derives from the constants from B bands that terminate in relatively high vibrational levels of the X state. Hallin et al. refit the emission lines reported by Jenkins, Barton, and Mulliken\textsuperscript{1} and merged these results with their infrared measurements to obtain the molecular constants given in Table III. A-doublet splittings were available only in the (0,10) and (0,11) bands of Jenkins et al. and were not resolved in the infrared bands; hence the constants of Hallin et al. do not include the constants associated with this effect. Transformations\textsuperscript{29} must be made to the constants B, A, and D\textsubscript{0} of Hallin et al. for comparison with the present values, viz. A\textsubscript{trans} = A\textsubscript{Hallin} + o\textsubscript{B}, B\textsubscript{trans} = B\textsubscript{Hallin} - 0.5g, and D\textsubscript{0,trans} = D\textsubscript{0, Hallin} - p[B/(A-2B)], where the unsubscripted constants are those values given in the present work. Hallin et al. do not report vibrational origins for the B state, but give origins for each of the B bands and infrared bands used in their analysis. Only two bands, B(3,8) and B(3,16) access B(3) and the energy of B(3) derives only from the B(3,8). We can calculate the vibrational origin of B(3) from the band origin combination B(3,8) \(-B(0,8) + B(0,5) + (5.3) + (3,0),\) where the result and the sum of the individual uncertainties in this combination is given in the Table. It can be seen in Table III that there is good agreement between the two determinations of A and B, but significant discrepancies exist for the centrifugal distortion corrections A\textsubscript{D} and D, and in the band origin. The band origin discrepancy was to be expected; Hallin et al. noted the impossibility of merging the band origins obtained from the B bands into consistent set of energy levels and attributed this to systematic wavelength calibration errors in the Jenkins et al. data. Judging from the magnitude of the discrepancy here, these wavelength calibration errors are quite large in comparison with the accuracy of \(-0.05\ cm^{-1}\) estimated by Jenkins et al. Comparison of the Hallin et al. constants for X(v=8) with those of Amiot and Verges,\textsuperscript{20} which are based on a more extensive set of infrared measurements, reveals discrepancies in the values of A\textsubscript{D} and D\textsubscript{0} of 15.78 \times 10^{-4} cm\textsuperscript{-1} and \(-0.29 \times 10^{-6} \text{cm}^{-1}\), respectively, which are comparable to the discrepancies in the B(3) constants. As noted by Amiot and Verges,\textsuperscript{20} the Hallin et al. values for A\textsubscript{D} change sign for those vibrational levels (v\textsuperscript{0} > 6) where all information derives from the B-band data.

Bands in the B system have been observed at high resolution by Engleman and Rouse\textsuperscript{19} in the absorption spectrum of the photolysis products of NOCl. Two of their eleven bands access B(3): B(3,7) and B(3,8). The constants for B(3) they obtained by fitting these bands to the \(^2\Pi\) energy expressions of Almy and Horsfall\textsuperscript{50} are given in Table III. Note that they have adopted a parity convention for \(A\) doubling in the X state (\(g^\prime > 0, p^\prime > 0\)) which is opposite to that of Amiot et al.\textsuperscript{29} and to that used in the present work. For comparison with the present results, the following transformations must be applied to the Engleman and Rouse constants: \(T^\text{fi} \rightarrow T^\text{fi}, B^\text{trans} \rightarrow B^\text{trans} + B^\text{trn} + \frac{g_{\text{trn}}}{2}, A^\text{trans} \rightarrow A^\text{trans} - \rho^\text{trans} + \frac{g^\prime_{\text{trn}}}{2}, \rho^\text{trans} \rightarrow -\rho^\text{trans}, D^\text{trans} \rightarrow D^\text{trans} - C^\text{trn}, \) where \(v = (A/B)p/8\) and \(T^\text{fi}\) specifies the vibrational origin of the \(\text{I}\) state. To transform the band origin to a useful difference of upper and lower state vibrational energies (Ref. 51), \(T^\text{fi}\) must be evaluated for both the B state and the X state levels: \(v_{\text{trans}} \rightarrow v_{\text{trans}} + (B'_{\text{trn}} - B''_{\text{trn}}) + 0.5(o'_{\text{trn}} - o''_{\text{trn}}).\) To reference the band origin to the vibrational origin of X(0) for comparison with the present measurements, the vibrational energy of the relevant ground state vibrational level [relative to that of X(0)] given by Amiot and Verges\textsuperscript{20} is added to the transformed origin. These transformed values are reported in Table III. The band origins compare quite favorably with that determined in the present measurement, with deviations of \(-0.08\) and \(+0.01\ cm^{-1}\) for B(3,7) and B(3,8), respectively. Nevertheless, the deviation associated with the B(3,0) origin is quite large compared to the estimated accuracy of 0.01 \cm\textsuperscript{-1}\ attributed by Engleman and Rouse to the positions of strong unblended lines. Amiot and Verges\textsuperscript{22} have estimated that the actual line position accuracy of Engleman and Rouse is 0.05 \cm\textsuperscript{-1}, which appears to also be supported here (see below). In most of the constants, the fluctuation in values for the various vibrational bands are comparable to their difference from the constants in the present determination. An exception is the spin-orbit coupling constant \(A\), which is consistently larger than that of the present measurement. It appears that the magnitude of \(A\) has been affected by the very large, but poorly defined, centrifugal correction to this constant in the work of Engleman and Rouse. This is supported by a direct comparison of the Engleman and Rouse line positions for B(3,8) with those computed from the present set of constants for B(3) and the X(8) constants (transformed, with the exception of the vibrational origin) of Amiot and Verges, assuming \(g^\prime_{\text{trn}} = -9 \times 10^{-5}\) and \(g^\prime_{\text{trn}} = -1.162 \times 10^{-7}\text{cm}^{-1}\). Excluding five lines in their data with deviations in excess of 0.1 \cm\textsuperscript{-1}\, the calculated and measured line positions agreed with a mean deviation of \(-0.018\ cm^{-1}\) and a standard deviation about this mean of 0.037 \cm\textsuperscript{-1}. The average deviation (calc-obs) of the \(F_1\) lines was \(-0.019\ cm^{-1}\) while that for \(F_2\) was \(-0.018\ cm^{-1}.\) A similar comparison of the B(3,7) line positions produces an average deviation of \(-0.039\ cm^{-1}\) and a standard deviation of 0.0365 \cm\textsuperscript{-1}. The average deviation in the spin-orbit component branches is \(-0.0370\ cm^{-1}\) in \(F_1\) and \(-0.0412\ cm^{-1}\) in \(F_2\). Certainly no systematic error exists in the Engleman and Rouse data that would affect the spin-orbit coupling constant for the B state.

Since a reasonable degree of accuracy is demonstrated by the Engleman and Rouse\textsuperscript{19} measurements, it is interesting to compare their B(3,8) line positions with those reported by Jenkins, Barton, and Mulliken,\textsuperscript{1} in view of the large band origin error noted in the Hallin et al.\textsuperscript{29} fit. Excluding the five lines noted above and all marked blends, the deviations [Engleman and Rouse-Jenkins et al.] observed in the \(P_{11}\) branch ranged from \(-0.189-0.013\ cm^{-1}\) with a mean deviation of \(-0.094\ cm^{-1}\). In the \(R_{11}\) branch, the deviations ranged from \(-0.156-0.100\ cm^{-1}\) with an average of \(-0.062\ cm^{-1}.\) In \(P_{22}\), range = \(-0.299/-0.118\)
section of these levels would occur at $J \approx 48.5$, but as noted above (Sec. III C), the B–A interaction is expected to be weak.45
Despite the lack of local perturbations in the $B(3)$ levels, a strong vibronic perturbation\textsuperscript{10} of the $B$ state by other NO valence $(L^2 \Pi)$ and np$\pi$ Rydberg (C,K,Q,W $^2 \Pi$) states is known to occur. This has been treated in detail by Gallusser and Dressier\textsuperscript{12} and more recently by Raoult.13 Profound perturbations occur in levels $B(\nu=7)$, where the perturbing states are near degenerate, but lower vibrational levels of the $B$ state are also affected by the couplings. Gallusser and Dressier\textsuperscript{12} estimate energy shifts ranging from $-3 \text{ cm}^{-1}$ for $B(0)$ to $-23 \text{ cm}^{-1}$ in $B(3)$ as a result of this perturbation, which will certainly affect the interpretation of the molecular constants given in Table III. An additional effect of the perturbation may arise in the relative branch intensities of the $B(3) - X(0)$ absorption spectrum observed here. For the reasons discussed above (Sec. II D), quantitative intensity measurements are difficult with the technique employed here. Nevertheless, qualitative comparison can be made between the present observations and the branch intensities predicted by the Honl–London factors\textsuperscript{26,35} or equivalently, by the eigenvectors of the $B$ and $X^2 \Pi$ Hamiltonians.52 By summing the observed intensities over ranges of unblended lines at both low $J$ and high $J$, two observations are clear (1) the observed intensities in the $Q$ branches relative to the $P$ and $R$ branches are approximately a factor of 2 higher than predicted for unperturbed states and (2) the lines in branches terminating in $F_2$ are approximately a factor of 2 stronger than predicted when compared with the intensity of branches terminating in $F_1$.

D. Perturbations
There is no indication in the fit to molecular constants of any localized perturbations in $B(3)$ at the level of $>0.03 \text{ cm}^{-1}$ over the complete range of rotational levels probed here. This is significant in that the $a^4 \Pi (\nu=12)$ state intersect $B(3)$ within the observed levels.4 Using the term energies of the $a^4 \Pi$ state\textsuperscript{17} and the present term energies for $B(3)$, we find that $B^2 \Pi_{1/2} (\nu=3, J=17.5)$ lies 7.7 $\text{ cm}^{-1}$ below and $(\nu=3, J=18.5)$ lies 0.96 $\text{ cm}^{-1}$ above the same rotational levels in $a^4 \Pi_{3/2} (\nu=12)$. A similar intersection between the $\Omega=1/2$ components should also occur near $J>31.5$, but this high $J$ represents a significant extrapolation with the $a^4 \Pi$ rotational constants.53 Field, Gottsch, and Miescher\textsuperscript{54} have presented explicit matrix elements for the $B-a$ perturbation in a Hund's case (a) basis

$\langle \nu_a \nu \{a^4 \Pi_{3/2} | H_{aa} | B^2 \Pi_{\nu_b} \nu \rangle \rangle = -0.322a_1 + 0.149a_2 \langle \nu | \nu \rangle$ \hspace{1cm} (5)

using their estimates $a_1 = 107 \text{ cm}^{-1}$, $a_2 = 124 \text{ cm}^{-1}$ for the one electron orbital integrals. The identical matrix element describes the interaction of the $\Omega=1/2$ components. As seen in Eq. (5), the matrix element of the $a-B$ interaction is potentially quite large, but is modified by a vibrational overlap integral $\langle \nu | \nu \rangle$, which is quite small for the vibrational levels considered here: $(12|3) = -1.61 \times 10^{-4}$, evaluated from the (rotationless) Rydberg–Klein–Rees (RKR) potential energy curves for the two states. This suggests that the level shift to be expected at either the $\Omega=1/2$ $(J \approx 17.5)$ or $\Omega=3/2$ $(J \approx 31.5)$ crossings is $< 9 \times 10^{-3} \text{ cm}^{-1}$, which is just below the precision of the present measurements.
Much larger spin–orbit matrix elements $(-3 \text{ cm}^{-1})$ are estimated for the $B^2 \Pi (\nu=3) - a^4 \Sigma^+ \pi$ perturbation due to the better vibrational overlap of these two states. However, the origin\textsuperscript{53} of the nearest $b$ state level $(\nu=2)$ lies 87 $\text{ cm}^{-1}$ above that of $B(3)$. Since $b(2)$ has the larger rotational constant, the intersection of its levels with either component of $B(3)$ is not possible. Nevertheless, Huber and Vervloet\textsuperscript{53} have observed large perturbations in the rotational structure associated with the $b(2) - a(0)$ band. The lack of any significant perturbation in the $B(3)$ rotational levels supports their suggestion that the $b(2)$ perturbation is due to $a(12)$.

The only other state in the region of $B(3)$ is $\chi 2 \Sigma^+(\nu = 1)$, with an origin 1981 $\text{ cm}^{-1}$ below that of $B(3)$. Inter-
TABLE IV. Line positions in the \( A^2\Sigma^+(v=2) - X^2\Pi_{1/2}(v=0) \) band of \(^{14}\text{N}_2\text{O}\) and \(^{15}\text{N}_2\text{O}\) in units of \( \text{cm}^{-1} \). Column headings denote branch and lower state parity label. The absolute accuracy of the line positions is \( \pm 0.05 \text{ cm}^{-1} \).

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>( P_{11}(\nu) )</th>
<th>( Q_{10}P_{21}(\nu) )</th>
<th>( Q_{21}(\nu) )</th>
<th>( P_{11}(\nu) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>48599.337</td>
<td>48610.415</td>
<td>48610.415</td>
<td>48610.415</td>
</tr>
<tr>
<td>2.5</td>
<td>48594.893</td>
<td>48613.366</td>
<td>48613.366</td>
<td>48613.366</td>
</tr>
<tr>
<td>3.5</td>
<td>48590.871</td>
<td>48616.731</td>
<td>48616.731</td>
<td>48616.731</td>
</tr>
<tr>
<td>4.5</td>
<td>48587.299</td>
<td>48619.211</td>
<td>48619.211</td>
<td>48619.211</td>
</tr>
<tr>
<td>5.5</td>
<td>48584.182</td>
<td>48621.732</td>
<td>48621.732</td>
<td>48621.732</td>
</tr>
<tr>
<td>6.5</td>
<td>48581.494</td>
<td>48624.253</td>
<td>48624.253</td>
<td>48624.253</td>
</tr>
<tr>
<td>7.5</td>
<td>48579.221</td>
<td>48626.774</td>
<td>48626.774</td>
<td>48626.774</td>
</tr>
<tr>
<td>8.5</td>
<td>48577.398</td>
<td>48629.295</td>
<td>48629.295</td>
<td>48629.295</td>
</tr>
<tr>
<td>9.5</td>
<td>48575.991</td>
<td>48631.816</td>
<td>48631.816</td>
<td>48631.816</td>
</tr>
<tr>
<td>10.5</td>
<td>48575.060⁶</td>
<td>48634.337</td>
<td>48634.337</td>
<td>48634.337</td>
</tr>
<tr>
<td>11.5</td>
<td>48574.611⁶</td>
<td>48636.858</td>
<td>48636.858</td>
<td>48636.858</td>
</tr>
<tr>
<td>12.5</td>
<td>48574.611⁶</td>
<td>48639.379</td>
<td>48639.379</td>
<td>48639.379</td>
</tr>
<tr>
<td>13.5</td>
<td>( P_{11}(10.5) )</td>
<td>48641.916⁶</td>
<td>48641.916⁶</td>
<td>48641.916⁶</td>
</tr>
<tr>
<td>14.5</td>
<td>( P_{11}(9.5) )</td>
<td>48644.447</td>
<td>48644.447</td>
<td>48644.447</td>
</tr>
<tr>
<td>15.5</td>
<td>( P_{11}(8.5) )</td>
<td>48647.053</td>
<td>48647.053</td>
<td>48647.053</td>
</tr>
<tr>
<td>16.5</td>
<td>48579.891⁶</td>
<td>48649.659</td>
<td>48649.659</td>
<td>48649.659</td>
</tr>
<tr>
<td>17.5</td>
<td>48581.081⁶</td>
<td>48652.265</td>
<td>48652.265</td>
<td>48652.265</td>
</tr>
<tr>
<td>18.5</td>
<td>48583.747⁶</td>
<td>48654.871</td>
<td>48654.871</td>
<td>48654.871</td>
</tr>
<tr>
<td>19.5</td>
<td>48586.851⁶</td>
<td>48657.477</td>
<td>48657.477</td>
<td>48657.477</td>
</tr>
<tr>
<td>20.5</td>
<td>48590.382⁶</td>
<td>48659.983</td>
<td>48659.983</td>
<td>48659.983</td>
</tr>
<tr>
<td>21.5</td>
<td>48594.459⁶</td>
<td>48662.499</td>
<td>48662.499</td>
<td>48662.499</td>
</tr>
</tbody>
</table>

*Lines in these branches are persistently blended with a separation <0.03 cm\(^{-1}\) over the observed range of \( \nu \).*

*Where a line is overlapped by a stronger transition, identification of the stronger transition is given.

*Line weighted by the reciprocal square of two standard deviations in the fits.

*Line weighted by the reciprocal square of three standard deviations in the fits.

...yields a band origin of \( \nu_0 = 48704.588(41) \text{ cm}^{-1} \) and a rotational constant \( B = 1.88042(31) \text{ cm}^{-1} \). Although these constants are poorly determined due to the paucity of lines, they nevertheless allow for verification in the calculation of isotope shifts. The ratio of the observed intensities of \(^{15}\text{N}_2\text{O}\) lines to \(^{14}\text{N}_2\text{O}\) lines is in accord with the natural abundance ratio of the \(^{14}\text{N}\) and \(^{15}\text{N}\) isotopes (1.8).

It should also be noted that the line profiles of the \( \gamma \)-band transitions are observed to be appreciably wider (FWHM=0.32 cm\(^{-1}\)) than those of the \( \beta \) bands and more poorly described by a Gaussian peak shape, having rather broad Lorentzian-like bases. This probably reflects the effects of saturation arising from the \(-150 \text{ times larger absorption coefficient}\) of the \( \gamma (2,0) \) band relative to that of \( \beta (3,0) \). A substantial difference also in photoionization rates is reflected by the intensities of the bands observed here. The ratio of the relative MPI intensity in the \( \beta (3,0) \) \( R_{11} \) branch (observed peak area divided by calculated line strength) to that in the \( \gamma (2,0) \) \( P_{12} \) branch of \(^{14}\text{N}_2\text{O}\) is 0.19. In contrast, the ratio of the integrated absorption coefficients of the \( \beta (3,0)/\gamma (2,0) \) normal isotope is 6.8 \times 10^{-2}. Considering the fractional abundance of \(^{15}\text{O}\) (0.00204) applied to the \( \gamma (2,0) \) band, the expected absorption ratio would be \( \beta (3,0)/\gamma (2,0) \sim 3.4 \). This implies that the photoionization cross section of \( A^2\Sigma^+ (v=2) \) is \( >18 \text{ times larger than that of } B^2\Pi (v=3) \). This is commensurate with the relative ease for photoionization of the 3s Rydberg electron of \( A^2\Sigma^+ (...3s^2 1\pi^2 ...3s 1\sigma^2) \) to produce \( \text{NO}^+ X^2\Sigma^-(...3s^2 1\sigma^2 1\pi) \), in comparison with the two electron process required from the \( B^2\Pi (...3s^2 1\pi 1\sigma^2) \) valence configuration.¹⁴

Apart from lines associated with the \( \gamma (2,0) \) bands of the isotopes, an additional 80 features were detected using the criteria discussed in Sec. II B within the covered wavelength region. Most of these features were extremely weak; only 25 of the features could be detected in more than one spectral scan with the remainder appearing only in those scans offering the widest dynamic range in intensity. Three of these features appear in Fig. 2, where they are indicated by asterisks, and others appear interspersed with the \( \beta (3,0) R_{21} \) branch lines in Fig. 6, where they are unmarked. A plot of the positions and intensities of these lines is given in Fig. 7. Note that the strongest lines in this figure are only 5% the intensity of the strong lines in the \( \beta (3,0) \) band; hence many other lines are likely obscured by \( \beta (3,0) \) features. The strong lines in the region of 48 460-48 490 cm\(^{-1}\) are almost certainly associated with \( b^2\Sigma^- (v=2) - X^2\Pi_{1/2}(v=0) \) transitions, comparing the line positions and intensities recently observed for this band using laser-induced fluorescence.²² However, as mentioned above, \( b(2) \) is strongly perturbed by a \( A^4\Pi (v=12) \) and a specific rotational assignment of the lines observed here is not yet possible.

IV. CONCLUSIONS

Using the technique of 1+1 MPI, lines in ten of the branches of the \( B^2\Pi (v=3) - X^2\Pi (v=0) \) system have been observed with an absolute accuracy of 0.05 cm\(^{-1}\) and a relative accuracy of 0.036 cm\(^{-1}\). These measurements...
have allowed for the first time a definitive specification of rotational level parity in the $B(v=3)$ state and provide accurate level energies in $B(3)$ over the range $0.5 < J < 32.5$. A rather large error (4.6 cm$^{-1}$) in the presumed energy of the lowest rotational levels of $B(3)$ is found to be propagated in the literature from ca. 1927 to the present time, despite the fact that most of this error was identified by Callear and Smith$^{18}$ in 1965. It is anticipated that similar errors apply for all $B(v<4)$ levels. Molecular constants for $B(3)$ are determined utilizing the unique perturber approximation. It appears that interaction with the $G^2\Sigma^-$ accounts for much of the observed $A$ doubling in $B(3)$. It would be useful if $ab\text{ initio}$ calculations of this doubling, which have thus far been performed for the $X^2\Pi$ and $C^2\Pi$ states,$^{15,18}$ were also extended to the $B$ state. The line positions of $B(3,7)$ and $B(3,8)$ bands of Engleman and Rouse$^{19}$ have been verified to be free of systematic errors $>0.05$ cm$^{-1}$ by comparison to those calculated from the present $B(3)$ molecular constants and the $X(8)$ constants of Amiot and Verges,$^2$ with the implication that line positions in their other nine $B$ bands exhibit a similar degree of accuracy. Unfortunately, the rotational development in the Engleman and Rouse bands is not extensive ($J_{\text{max}}<22.5$), which limits their utility in establishing the $A$ doubling in the $X^2\Pi$ state, the experimental knowledge$^{29,30}$ of which is limited to $0<v<2$ at the present time. In this regard, extension of the ground state $A$-doubling calculations$^{18}$ to $v>2$ would be quite useful.

It should be noted that there have been a great many observations of the NO band systems, in particular the $A^2\Sigma^+ \rightarrow X^2\Pi \gamma$ system, some$^{26}$ with sub-Doppler resolution. Yet only two of these measurements,$^{57,58}$ excluding the present, have reported calibrated line positions. As a result, the absolute energies for most of the levels in the $^2\Sigma$ and $^2\Pi$ states, while in some cases known with high relative precision, remain uncertain by $>0.1$ cm$^{-1}$.
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18 The numerical equivalent of this result is manifested by an eightfold increase in the standard deviation of the term value fit when the parity labels are reversed.

19 Equivalent results are obtained by fitting the $\beta(3,0)$ transitions in Table I, using the relative line weighting given in that table and holding the values of the $X^2appa(v=0)$ constants fixed to those values that reproduce the $X$ state term energies given by Ref. 29.


26 The transformation between the labels $c/f$ and $c/d$ defined by Brown et al. (Ref. 35) for $S=1/2, \Lambda=1$ appears to be opposite to that specified by Mulliken (Ref. 49) for a regular $^2\Pi$ state.


29 Removing the implicit rotational and magnetic contributions to the $^2\Pi$ origin is particularly crucial when interpreting the band origins of the $\gamma$ system of Engleman and Rouse (Ref. 19), where the correction is large and varies by 0.15 cm$^{-1}$ over the range of $X^2\Pi$ levels probed in their measurements. For the $\beta$ system, the correction varies by only 0.022 cm$^{-1}$.
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High VUV powers, up to 2.5 kW at 133 nm, are obtained from two-photon-resonant, difference-frequency generation in hydrogen by using an ArF excimer laser and a frequency-doubled Nd:YAG-pumped dye laser. This radiation is used to perform two-photon excitation of neon at greater than 150 000 cm⁻¹, the shortest two-photon transition yet accessed to our knowledge.

Two-photon spectroscopy using VUV radiation allows access of very-high-lying states, in the range of 100 000 to 200 000 cm⁻¹. By using a relatively simple two-laser system, we have demonstrated two-photon-excited fluorescence using radiation at 133 nm, the shortest two-photon spectroscopy yet demonstrated to our knowledge. The excitation scheme is shown in Fig. 1.

The ability to perform two-photon spectroscopy with VUV radiation opens several new opportunities for spectroscopy and optical diagnostics, including the excitation of transitions in the extreme-ultraviolet (XUV) range that are not single-photon-allowed transitions and the possibility of performing spatially resolved diagnostic measurements through windows at XUV energies. Thus, for example, light atomic ions may be detected for diagnostics of plasma processing, fusion reactors, or plasma propulsion.

There have been numerous demonstrations of two-photon spectroscopy at two-photon energies of less than 118 000 cm⁻¹ by the use of various techniques. Raman shifting has been used to produce VUV for two-photon spectroscopy in atomic fluorine and H₂ at energies of ~115 000 to 118 000 cm⁻¹ by use of a frequency-doubled dye laser⁶ or an ArF excimer laser as primary sources.⁷ With light at 193 nm from an ArF excimer laser, two-photon experiments at ~103 000 cm⁻¹ have been performed in H₂ and Kr.⁵,⁶ By the use of different wavelengths for the two photons (i.e., mixing one photon in the visible or near-infrared region with another from synchrotron radiation⁸ or the ninth harmonic of a Nd:YAG laser⁹), excitation of two-photon transitions in the range of 70 000 to 109 000 cm⁻¹ has been achieved. Further progress toward shorter wavelengths by using these approaches is limited by low conversion efficiencies and large intensity fluctuations for Raman shifting to wavelengths below ~170 nm and by the extremely short wavelengths required for the shorter wavelength in two-color mixing techniques.

To perform short VUV wavelength two-photon spectroscopy, we have adopted the two-photon-resonant, difference-frequency generation technique.⁹ This technique has been used for two-photon excitation of Ar at 187 nm.¹⁰ In this four-wave-mixing approach, one laser at frequency ν₁ is tuned to a two-photon resonance and mixed with a second laser at ν₂. Tuning the second laser provides tunable radiation at frequency 2ν₁ - ν₂. We use a dual-discharge tunable ArF excimer laser (Lambda Physik EMG150) as the two-photon-resonant laser and a frequency-doubled dye laser as the second laser. A tunable ArF excimer laser can reach two-photon resonances in H₂, HD, and Kr. The ArF laser has been used for two-photon-resonant sum-frequency mixing for some time,¹¹,¹² but two-photon-resonant difference-frequency mixing by using the ArF laser was not demonstrated until last year by the authors¹³ and by Strauss and Funk.¹⁴ Previous research using two-photon-resonant difference-frequency mixing has applied a frequency-doubled dye laser as the two-photon-resonant laser.¹⁰,¹⁴,¹⁵ The use of an ArF excimer laser instead of a dye laser offers the advantages of higher laser powers, the production of shorter wavelengths (tuning from 110 to 180 nm is possible), and smaller phase mismatch.

Our experimental apparatus is shown in Fig. 2. A dual-discharge excimer laser (Lambda Physik Model 150) has been modified to improve the beam quality.¹⁶ The laser is operated as an oscillator/triple-pass amplifier. A lens, pinhole, and concave mirror between the oscillator and the amplifier are used to filter the beam spatially. The normal-incidence mirrors at either end of the amplifier are masked with apertures.
To minimize parasitic oscillations. The beam path of the ArF beam is purged with argon to minimize absorption caused by the oxygen Schumann–Runge bands. The second laser is a Nd:YAG-pumped tunable dye laser (QuantaRay DCR II and PDL). Both lasers are focused through the mixing cell with fused silica lenses 1 m in focal length and combined on a dielectric ArF 45-deg mirror, which serves as a dichroic mirror. The timing of the two laser pulses is synchronized to ~1 ns. A feedback circuit corrects for drift in the timing of the excimer laser pulse. After passing through the mixing cell, the VUV radiation is collimated with a 50-cm MgF$_2$ lens and separated from the input beams with a MgF$_2$ Pellin–Broca prism. The VUV radiation is focused into a cell containing ~100 Torr of neon with a 5-cm focal-length MgF$_2$ lens. Fluorescence is collected at a right angle to the VUV beam with an f/1.5 lens, filtered with a 610-nm interference filter, and focused through slits onto an RCA 31034 photomultiplier tube; VUV energies are measured after the neon cell by use of a pyroelectric energy probe.

We have used both Kr and H$_2$ as nonlinear media for mixing. At 133 nm, H$_2$ is more efficient than Kr. However, mixing in H$_2$ is complicated by the presence of strong VUV-amplified spontaneous emission (ASE) caused by two-photon excitation of the $E, F$ state. The pressure dependencies of the energies from the four-wave mixing (two-photon-resonant difference-frequency mixing) at 133 nm and ASE near 145 nm with the ArF laser tuned to the $E, F \, ^1\Sigma_g^+(\nu' = 6) \rightarrow X \, ^1\Sigma_g^-(\nu' = 0) \, Q(1)$ transition in H$_2$ are shown in Fig. 3. While the two processes have their peak energies at different pressures, it is not possible to obtain useful four-wave-mixing energies without simultaneously generating significant energy through the ASE. The MgF$_2$ prism provides enough dispersion to separate the 133-nm VUV from the four-wave-mixing process. Because the VUV beam has passed through ~5 cm of MgF$_2$, in the lenses and prism, energy generated in the mixing cell is actually significantly higher—perhaps well over 100 $\mu$J—on the basis of measurements of the VUV transmission of our optics. The VUV energy decreases exponentially over approximately 15 min because of what appears to be color-center formation or other optical damage processes in the MgF$_2$ optics. The transmission of the optics is recovered by heating them in a vacuum and polishing the surfaces.

Neon, with the first two-photon resonance corresponding to ~133 nm, is the second most difficult neutral atom to excite optically after helium. We have succeeded in obtaining two-photon-excited fluorescence of the $2p^53p[3/2,2]$ state of neon, which lies 150 858.5 cm$^{-1}$ above the ground state. Fluorescence at 610 nm to the $2p^53s[3/2,1]$ state is detected. An excitation spectrum for this transition is shown in Fig. 4. The VUV linewidth at 133 nm is 1.8 cm$^{-1}$. This width is due almost entirely to the linewidths of the lasers, approximately 1 and 1.5 cm$^{-1}$ for the ArF laser and the frequency-doubled dye radiation, respectively. The Doppler width is 0.2 cm$^{-1}$ at 133 nm.

The transition energy agrees with the expected excitation energy to within 2 cm$^{-1}$ at the VUV wavelength (132.6 nm). The estimated VUV wavelength is calculated assuming that the ArF wavelength coincides exactly with the H$_2$ two-photon energy. The
interesting experiments in nonlinear optics, laser-based
diagnostics, trace element detection, and other fields
to be possible through the use of high-power VUV
radiation.

We acknowledge helpful conversations with David
L. Huestis. This research was supported by the U.S.
Air Force Office of Scientific Research under
contract F49620-90-C-0044.

References

2. G. W. Faris and M. J. Dyer, in Proceedings on Short
Wavelength Coherent Radiation, P. H. Bucksbaum and
N. M. Ceglio, eds. (Optical Society of America, Wash-
3. W. K. Bischel, J. Bokor, D. J. Kligler, and C. K.
(1979).
4. H. Pummer, H. Egger, T. S. Luk, T. Srinivasan, and
5. U. Czarnetzki and H. F. Dobele, Phys. Rev. A 44, 7530
6. W. Lempert, G. Diskin, V. Kumar, I. Glesk, and R.
9. R. Hilbig, G. Hilber, A. Lago, B. Wolff, and R. Wallen-
10. R. Hilbig and R. Wallenstein, IEEE J. Quantum Elec-
11. H. Egger, T. Srinivasan, K. Beyer, H. Pummer, and
C. K. Rhodes, in Laser Techniques for Extreme Ultra-
violet Spectroscopy, Vol. 99 of AIP Conference Proceed-
ings, T. J. McLrath and R. R. Freeman, eds. (American
12. Y. Hirakawa, T. Okada, M. Maeda, and K. Murakas,
15. J. P. Marangos, N. Shen, H. Ma, M. H. R. Hutchinson,
16. A. Apinov, N. E. Budina, V. M. Retterov, and L. P.
17. L. P. Shishatskaya, P. A. Tsiryul’nik, V. M. Reytarov,
(1972).
92 (1972).
Appendix E

RAMAN SHIFTING ArF EXCIMER LASER RADIATION
FOR MULTIPHOTON SPECTROSCOPY
We present the results of Raman-shifting the radiation from an ArF laser in HD and D$_2$ to produce tunable high power vacuum ultraviolet (vuv) radiation. Calculations of the Raman gain for H$_2$, D$_2$, and HD at 193 nm are presented. Modifications to the ArF laser to improve beam quality are described. Wavelengths as short as 132 nm are achieved by Raman shifting in D$_2$. The gas must be cooled below room temperature to Raman shift efficiently in HD. We obtain up to 1 mJ at 170 nm by Raman shifting in HD at liquid nitrogen temperature. The Raman-shifted radiation is used to perform two-photon spectroscopy in atomic and molecular fluorine and molecular hydrogen.
I. INTRODUCTION

Nonlinear optical techniques in the VUV wavelength region are useful both for extending laser techniques to shorter wavelengths through nonlinear frequency conversion and for exciting very high-lying electronic states of atoms and molecules through multiphoton excitation. If the generated VUV is intense enough, multiphoton spectroscopy can be used with this radiation to probe states well over 100,000 cm\(^{-1}\) above the ground state. For two-photon excitation, transitions may be excited that are not allowed for single-photon excitation. VUV two-photon spectroscopy also allows detection of species with transitions in the extreme ultraviolet (xuv) such as atomic ions while using window materials transparent to VUV radiation.

Tunable VUV generation is possible through four-wave-mixing processes such as frequency tripling or Raman shifting. The most effective frequency conversion method for VUV production depends on the particular application. Frequency tripling in gases can be performed with only a single laser, but the generated powers are low. To produce adequate powers for multiphoton spectroscopy, resonant four-wave mixing processes are required, such as multi-order Raman shifting or two-photon-resonant four-wave mixing.

The Raman-shifting process is simpler to implement and requires only a single laser, while two lasers are required for the resonant mixing schemes. By Raman-shifting of a dye laser or a frequency-doubled dye laser, higher order anti-Stokes lines are produced that may be tuned continuously over the VUV region down to 120-130 nm.\(^1\)-\(^9\) However, for the high order anti-Stokes Raman orders required to reach the VUV, the powers produced are low, and the intensity fluctuations are large. These problems can be reduced by Raman-shifting an excimer laser. Excimer lasers provide high powers at short wavelengths. A high pump power allows generation of higher powers in the Raman orders. A shorter starting wavelength allows reaching VUV
wavelengths through a smaller number of anti-Stokes shifts, yielding better conversion efficiency and smaller intensity fluctuations.

Numerous studies have been reported of high power VUV generation through Raman shifting excimer lasers in $\text{H}_2$, particularly the ArF laser. The tuning range of the excimer lasers is small however, typically ~ 1 nm, such that the probability of accessing a particular VUV transition using a Raman-shifted excimer laser is relatively small. The portion of the VUV region covered by Raman shifting an excimer laser can be increased by using different hydrogen isotopes with different Raman shifts. Previous work on Raman shifting excimer lasers has focused almost entirely on $\text{H}_2$. Raman shifting an ArF laser in $\text{D}_2$ has been reported, but this work was performed with a broadband ArF laser, and only a single anti-Stokes order was observed. 

We report on Raman shifting of the ArF excimer laser in $\text{D}_2$ and $\text{HD}$. $\text{H}_2$ is omitted in this study because of the large amount of research reported on this isotope.

The Raman gain at room temperature for $\text{HD}$ is small, ~30 times smaller than for $\text{H}_2$. For this reason, Raman-shifting in $\text{HD}$ has only recently been reported. However, cooling the $\text{HD}$ gas to liquid nitrogen temperatures increases the Raman gain coefficient for $\text{HD}$ by a factor of ~8, due to changes in the population distribution in the rotational levels of the lowest vibrational level, and a large reduction in the pressure broadening coefficient. We use liquid nitrogen cooling for the Raman shifting in $\text{HD}$ and for some of the $\text{D}_2$ Raman shifting as well.

Two-photon spectroscopy in the VUV has been reported previously using ArF radiation directly, Raman-shifting a frequency-doubled dye laser, by two-color techniques using the ninth harmonic of a Nd:YAG laser, or synchrotron radiation and using radiation from two-photon-resonant difference-frequency mixing. We apply the Raman-shifted ArF excimer radiation to two-photon spectroscopy in F, F$_2$ and H$_2$.

This paper is organized as follows. To provide a basis for comparison of Raman shifting in $\text{H}_2$, $\text{D}_2$, and $\text{HD}$, we present calculations of the vibrational and pure rotational Raman gain.
coefficients at 193 nm for these three isotopes at room temperature and at liquid nitrogen temperature. We describe our experimental apparatus, including modifications to the ArF excimer laser to improve the mode quality, and the liquid nitrogen-cooled Raman cell. A method for wavelength calibration and investigations of the Raman shifting in D₂ and HD are reported. VUV multiphoton spectra are presented using two-photon-resonant excitation followed by ionization by a third photon.

II. THEORY

For a Gaussian beam, the steady-state integrated gain \( G \) for stimulated Raman scattering with a focused beam is\(^3\)

\[
G = \int_{-\ell/2}^{\ell/2} I_p \ g \ dL = \frac{4 \ g \ P_p \ \tan^{-1} \frac{\ell}{b}}{\frac{\lambda_p}{n_p} + \frac{\lambda_s}{n_s}}
\]

where \( I_p \) and \( P_p \) are the intensity and power of the pump laser, respectively, \( g \) is the steady state Raman gain coefficient for a plane wave, \( \ell \) is the length of the gain medium, \( \lambda_p, \lambda_s \) and \( n_p, n_s \) are the vacuum wavelengths and indices of refraction for the pump and Stokes waves, respectively, and \( b \) is the confocal parameter of the pump beam. The threshold condition for stimulated Raman scattering for our experiments is \( G = 25 \) (based on Eq. 4 of reference 35 using reasonable values of the parameters in that equation). The minimum laser power required to reach threshold is then approximately

\[
P_{th} = \frac{25 \ \lambda_p}{\pi \ g}
\]
This is the minimum threshold power for a gain medium of infinite length (much greater than the confocal parameter) and a diffraction-limited Gaussian beam. The power required for non-ideal Raman conversion will be typically greater than this value.

The peak plane-wave steady-state Raman gain coefficient may be written as

\[
g = \frac{2 \lambda^2 \Delta N}{h \nu_s n_s^2 \pi \Delta \nu} \frac{d\sigma}{d\Omega}
\]

(3)

where \(\nu_s\) is the frequency of the Stokes wave, \(\Delta \nu\) is the Raman full width half maximum (FWHM) linewidth, \(d\sigma/d\Omega\) is the differential Raman cross section in units of power scattered per unit solid angle per molecule for the desired Raman transition and proper polarization and scattering directions, and \(\Delta N = N(\nu,J) - [(2J + 1)/(2J' + 1)]N(\nu',J')\) is the population difference between the initial \((\nu,J)\) and final \((\nu',J')\) levels. The number density in a given rotational level \(J\) is

\[
N(J) = \frac{(2J + 1) g_J \exp\left(-E(J)/kT\right)}{\sum_J (2J + 1) g_J \exp\left(-E(J)/kT\right)} \cdot N_0
\]

(4)

where \(N_0\) is the total number of molecules per unit volume, \(E(J)\) is the energy of rotational level \(J\), and \(g_J\) is the nuclear spin degeneracy. The ratio of the nuclear spin degeneracy for odd \(J\) to even \(J\) is 3:1 for \(H_2\), 1:2 for \(D_2\), and 1:1 for \(HD\).

The wavelength dependence of the Raman gain coefficient is primarily through variation in the cross section, while the temperature dependence and pressure dependence are due mainly to variation in the population and linewidth. For vibrational Raman scattering from a diatomic molecule with parallel \(k\) vectors (copropagating) and linear and parallel polarizations for the incident and scattered waves, the cross section is given by

\[
E=5
\]
\[
\frac{d\sigma}{d\Omega} = \left(\frac{2\pi v_s}{c}\right)^4 \left\{ \alpha^2_{vJ,v+1J} + \frac{4}{45} \frac{J(J+1)}{(2J-1)(2J+3)} \gamma^2_{vJ,v+1J} \right\}
\]

where \(\alpha_{vJ,v'}\) and \(\gamma_{vJ,v'}\) are the off-diagonal matrix elements of the isotropic and anisotropic polarizability between states \(v,J\) and \(v',J'\). For pure rotational Raman scattering from a diatomic molecule with parallel \(k\) vectors (copropagating) and linear and parallel polarization for the incident and scattered waves, the cross section is

\[
\frac{d\sigma}{d\Omega} = \frac{2}{15} \left(\frac{2\pi v_s}{c}\right)^4 \frac{(J+1)(J+2)}{(2J+1)(2J+3)} \gamma^2_{vJ,vJ+2}
\]

Several authors have reported calculations of the off-diagonal matrix elements of the isotropic polarizability \(\alpha_{vJ,v'}\) and polarizability anisotropy \(\gamma_{vJ,v'}\) for isotopes of hydrogen. Rychlewski has provided the off-diagonal matrix elements necessary for calculating the \(Q(0)\) vibrational Raman cross section and the \(S(0), S(1),\) and \(S(2)\) rotational Raman cross sections in \(H_2\) and the \(Q(0)\) vibrational cross sections in \(D_2\) and \(HD\) at many wavelengths, including 193.6 nm. Wavelength-dependent off-diagonal matrix elements for vibrational Raman scattering in \(H_2\) have also been reported by others. Schwartz and LeRoy give all the off-diagonal polarizabilities required for calculating pure vibrational and rotational Raman scattering at a single wavelength (488 nm) for \(H_2, D_2,\) and \(HD\) for many initial \(J\) levels. Unfortunately, no values for the off-diagonal matrix elements of \(\gamma\) for pure rotational Raman scattering in \(D_2\) and \(HD\) are available at 193 nm. To obtain approximate values for these parameters, we have extrapolated the values of Schwartz and LeRoy to 193 nm using a single resonance variation \(\alpha \text{ or } \gamma \propto \frac{1}{(v_o^2 - v_p^2)}\), where \(v_o\) is a resonance frequency and \(v_p\) is the pump frequency. We find that a single resonance model describes quite well the wavelength dependence of the off-diagonal matrix elements of the polarizability anisotropy \(\gamma_{00J+2}\) for \(H_2, D_2\) for many initial \(J\) levels. In addition, the diagonal matrix elements of \(\alpha\) and \(\gamma\) also fit a single resonance model with almost the same resonance energy.
We have found single resonance fits to the diagonal matrix elements of $\gamma$ for $D_2$ and HD$^{42}$ and used this wavelength dependence to extrapolate the off-diagonal values for $\gamma$ of Schwartz and LeRoy to 193 nm. The values we find are given in Table I, along with the cross sections calculated from them. All the vibrational cross sections are calculated from polarizabilities for $J = 0$ regardless of what the actual initial rotational level is. The Raman cross sections for vibrational Raman scattering in $H_2$ and $D_2$ from the experimental measurements of Bischel and Black$^{49}$ agree with these results to less than 15%.

Values for the density-dependent line broadening coefficients, $\Delta v/N_0$, for the vibrational and pure rotational Raman lines in $H_2$, $D_2$, and HD are known at room temperature and near liquid nitrogen temperature. These values are given in Table I for specific initial rotational levels. In the high pressure regime, the linewidth is entirely determined by the collisional broadening and is proportional to the density. Because the population difference $\Delta N$ is also proportional to the density, Eq. (3) shows that the Raman gain is independent of density in the high pressure regime.

Density-normalized population differences, $\Delta N/N_0$, calculated from Eq. (4) are also shown in Table I. The energy levels for these calculations are determined from literature values of spectroscopic constants for $H_2$$^{51}$, $D_2$$^{52}$ and HD$^{53}$

Using these values for the various parameters, we can use Eq. (3) to calculate the high density Raman gain coefficient for vibrational and rotational Raman scattering at room temperature and liquid nitrogen temperature. These gain coefficients are listed in Table I. The Raman gain at each temperature is given for the strongest Raman line as determined by the rotational population in the lowest vibrational level. Thus, the Raman shift listed is different at liquid nitrogen temperature than at room temperature. For $H_2$ at liquid nitrogen temperature, the populations in $J = 0$ and 1 are virtually the same, and both levels are listed in Table I. The gain values for vibrational Raman scattering in $H_2$ differ by 15% from those based on experimentally measured cross sections.$^{38,54}$

At room temperature, the difference in vibrational Raman gain coefficient between $H_2$ and HD is a factor of ~30. The small Raman gain coefficient for HD relative to $H_2$ and $D_2$ is primarily
due to the large collisional line broadening, which results from the higher probability of rotationally inelastic collisions for the heteronuclear molecule HD. At liquid nitrogen temperature, reduction in the Raman linewidth $\Delta v$ and an increase in the population factor $\Delta N$ lead to an increase in the Raman gain by a factor of 8.5. For $D_2$ and $H_2$, the change in the collisional line broadening is smaller, and the Raman gain increases by factors of 4.9 and 1.4, respectively. The increase in Raman gain coefficient for pure rotational Raman scattering between room temperature and liquid nitrogen temperature is about the same as the increase for vibrational Raman scattering for each isotope.

III. EXPERIMENT

A. ArF LASER

For nonlinear processes, particularly higher order frequency conversion such as multi-order anti-Stokes Raman shifting, the laser transverse mode quality is very important. For this reason, we modified the excimer laser we use for these experiments (Lambda Physik model 150 MSC dual discharge excimer laser). A prism beam expander and grating on the oscillator discharge provide wavelength tuning over the excimer gain profile of nominally 1 nm, with an energy of $-1.3 \text{ mJ}$ and a linewidth of $-1 \text{ cm}^{-1}$.

Ordinarily, unstable resonator optics are used on the amplifier cavity, and the oscillator output radiation is fed into the amplifier cavity to “injection-lock” the amplifier output, providing tunable radiation of relatively low divergence. We have found that a better compromise between power and divergence is obtained by operating the amplifier in a triple-pass configuration as shown in Figure 1. Before amplification, the oscillator output was filtered spatially by focusing with a fused silica lens (~46-cm focal length at 193 nm) through a 50- or 75-$\mu$m pinhole. The light was recollimated with a 25-cm focal length dielectric mirror. The beam then passes through the
amplifier three times in a vertical zigzag pattern, since the discharge is longer vertically than horizontally.

The total gas pressure for the amplifier was adjusted to provide maximum gain at a later time to compensate for the longer path length in this configuration. We obtain up to 100 mJ with the triple pass configuration, which is roughly the same as obtained with the standard configuration. However, the beam quality is improved considerably. When the output of the new configuration was focused with a 50-cm lens, the intensity was sufficient to break down air on every pulse, while the “injection-locked” configuration resulted in intermittent air break down using the same lens. Operation as a triple-pass amplifier also results in less broadband emission and a wider tuning range than with the “injection-locked” unstable resonator.

We measured the spot size of the triple-pass-amplified beam by scanning a razor blade through the beam while monitoring the transmitted energy and found that the focused spot is five times over the diffraction limit (assuming a Gaussian beam profile).

We measured the beam profile for the ArF laser with a ccd camera. The window on the ccd was removed to allow sensitivity to the ArF radiation. The results are shown in Figures 2(a) and 2(b) for the beams exiting the oscillator and amplifier, respectively. The size of the amplified beam has been reduced optically by a factor of two so that it will fit on the ccd camera. Note that there is significant loss of spatial mode quality when the beam passes through the amplifier.

Because the Raman-shifting process is polarization-sensitive, we prefer to have all the laser energy in a single polarization. Although the prism beam expander acts as a polarizing element, the windows on the laser discharge cavities are made of MgF₂, which is a birefringent material. This can lead to depolarization of the beams if the windows are not formed of a single crystal or are under stress. In the oscillator, depolarization leads to lower output power and high shot-to-shot instabilities by elevating the threshold for oscillation.

To minimize this depolarization, we carefully mounted the windows while monitoring the depolarization. Polarized light at 193 nm was produced by Raman-shifting a frequency-doubled
To minimize this depolarization, we carefully mounted the windows while monitoring the depolarization. Polarized light at 193 nm was produced by Raman-shifting a frequency-doubled Nd:YAG-pumped dye laser. This light was passed through each discharge in turn as the windows were aligned. The amount of depolarization was observed by passing the light through a birefringent crystalline quartz prism after passing through the discharge cavity. By rotating the windows in their mounts, we oriented the windows to produce the minimum depolarization. Then the mounts holding the windows were gradually tightened while we monitored the depolarization to maintain a low amount of depolarization. After this alignment, the depolarized (vertically polarized) component of the triple-pass-amplified beam was less than 1/200th of the horizontally polarized component.

This alignment might also be performed by using light from the second discharge for alignment, using a birefringent prism to produce a well-polarized beam.

B. RAMAN CELL

Because D₂ and HD have lower Raman gain coefficients than H₂, we use a liquid-nitrogen-cooled Raman cell to enhance the Raman conversion efficiency. Liquid nitrogen cooling has been applied previously to shifting in H₂,²⁻⁵,⁷ and HD.²³,²⁴ The efficiency enhancement is due to the increase in gain coefficient described in section II and to removal of impurities. At 77 K, many vapor impurities that may be present in the Raman cell will condense, leading to lower losses.

The liquid nitrogen temperature Raman cell is shown in Figure 3. HD or D₂ is contained in the central gas cell, with a fused silica window on the input and a MgF₂ window on the output. Both windows are sealed with indium seals to allow operation at liquid nitrogen temperatures. The gas cell is surrounded along its length with a jacket for liquid nitrogen. The entire cell and liquid nitrogen jacket are enclosed in vacuum which serves several functions: provides insulation for the liquid nitrogen, eliminates condensation on the end windows of the inner cell, avoids convection due to temperature gradients from uneven cooling over the length of the cell, and provides direct coupling to the evacuated downstream beam path for the generated vuv light. To minimize
conduction between the liquid nitrogen jacket and the outer cell, the inner cell and jacket are supported only by the two tubes used to introduce liquid nitrogen into the center of the cell.

IV. RESULTS AND DISCUSSION

A. TWO-PHOTON CALIBRATION

Although the excimer laser provides tunability through tilting the grating, there is no provision for wavelength determination. Wavelength can be determined using 1+1 resonantly enhanced multiphoton ionization (REMPI) or laser-induced fluorescence in NO, as described by Robie et al. and Versluis et al., respectively. Versluis et al. provide accurate line positions for the NO lines within the tuning range of the ArF excimer laser, which they have calibrated against known iodine positions.

However, the NO spectrum is dense and is not very convenient for rapidly determining the ArF wavelength. For this purpose, we use two-photon resonances in H₂, HD, and krypton. By focusing the light transmitted through one of the dielectric turning mirrors into a small cell with electrodes, we easily obtain strong ion signals from these gases through 2+1 REMPI. By mixing the three gases at partial pressures of about 2 parts H₂, 2.5 parts HD, and 1.5 parts krypton, we obtain ~15 lines of comparable intensity covering the laser energy range from 51538 cm⁻¹ to 51881 cm⁻¹. The distribution and intensities of these lines are shown in Figure 4. Line positions of the two-photon resonances are given in Table II. The two-photon krypton energies are from Moore. The two-photon energies in H₂ are determined from energy levels for the ground X 1Σ⁺ state and the EF 1Σ⁺ state given by Dabrowski and Herzberg, respectively. The energies for the two-photon transitions to \( v' = 7 \) in the EF state in HD are based on observed energies for the P and R branches for EF \( \leftrightarrow X \) together with energies of the rotational levels in the ground state, both from Dabrowski and Herzberg. The energies for two-photon transitions to \( v' = 6 \) in the EF state are calculated from energies for B \( \leftrightarrow X \) transitions given by Dabrowski and Herzberg.
and EF → B transition energies of Dieke. The line positions in Table II are given to two decimal places as in the original references. However, the absolute accuracy is typically only a single decimal place.

The small number of lines and irregular pattern of the two-photon resonances allows straightforward determination of the approximate wavelength of the ArF laser. Because the high intensities required to produce the 2+1 REMPI signal can cause ac Stark shifts, this calibration is best suited for rough wavelength calibration, and the NO spectrum should be used when high accuracy is required.

Also shown in Figure 4 are two curves showing the relative ArF laser power as a function of wavelength; the lower curve shows the laser power for a new gas fill and with a sufficient purge to remove much of the oxygen absorptions due to the Schumann Runge bands. The upper curve shows the power for a gas fill after many laser shots and after passing through several meters of air. The aging of a laser fill results in a reduced tuning range of the laser. At the top of Figure 4, the positions of the (4,0) and (7,1) Schumann Runge bands are shown, based on the positions given by Yoshino et al. With a high purge flow, the Schumann Runge absorptions may be eliminated almost entirely (see tuning curve in Fig. 14).

Several absorptions do not correspond to the (4,0) and (7,1) Schumann Runge bands. A single strong and narrow absorption marked with a “C” in Figure 4 occurs at ~51789 cm⁻¹. This absorption has recently been attributed to C atom absorption on the 3₁P ← 2₁D transition, possibly due to dissociation of carbon-containing impurities in the laser cavity. Unlike the measurements reported in reference 79, our laser is not completely extinguished at the peak of the C atom absorption. This difference may be due to a smaller quantity of impurities in the gases used in our laser.

Several pairs of absorption lines also do not correspond to the (4,0) or (7,1) Schumann Runge bands. They are marked with asterisks in Figure 4. Note that the relative strengths of the lines do not correlate well with the strengths of the (7,1) and (4,0) Schumann Runge bands when
comparing the upper and lower tuning curves in Figure 4. This lack of correlation may indicate that these lines are due to absorption within the laser cavity rather than the air path. The positions do not correspond to previous measurements of line positions in CO\textsuperscript{80} and NO\textsuperscript{70}.

It was thought that the lines might be due to Schumann Runge bands from vibrationally excited levels, which become the dominant absorptions at higher temperatures\textsuperscript{81,82}. To examine this possibility, line positions and intensities for Schumann Runge bands in this wavelength region, the (5,0), (6,1), (10,2), (11,2), (14,3), (15,3), and (16,3) bands, were obtained from a direct diagonalization of the effective Hamiltonians of the $X^3\Sigma_g^-$ and $B^3\Sigma_g^+$ states\textsuperscript{83}. Literature values for the molecular constants for the B state\textsuperscript{84} and $v = 0$\textsuperscript{85} and $v = 1$\textsuperscript{86} of the X state are used. Only approximate values are known for the constants of the next higher vibrational levels in the X state, i.e., for $v = 2, 3, 4$. The basic rotational structure in these levels was determined in the work of Creek and Nichols\textsuperscript{87}. Using their values and the more accurate measurements in lower\textsuperscript{86,87} and higher\textsuperscript{88} vibrational levels, we constructed an RKR potential energy curve\textsuperscript{89} that defined the vibrational energies and the rotational constants B and D for the intermediate levels. Effective values for the fine structure constants $\Lambda$ and $\gamma$ describing the spin-spin and spin-rotational splittings of the ground state were interpolated for these levels using the empirical formula of Cosby et al\textsuperscript{88}. When we compared these calculated line positions with the unidentified lines, we found no matches. The band that most resembles the unidentified lines is the (10,2) band, but the discrepancy is too large for the expected accuracy of the wavelength calibration (\textpm1 cm\textsuperscript{-1}) and the line position calculation (\textpm0.2 cm\textsuperscript{-1}). We have not identified these lines to date.

B. RAMAN MEASUREMENTS

We have studied the Raman conversion of the ArF laser in D\textsubscript{2} and HD using the apparatus shown in Figure 1. The ArF laser is focused into the Raman cell with a fused silica lens. For the anti-Stokes measurements, we used a 38-cm focal length lens, and for optimization of the first Stokes, we used a 50-cm focal length lens. Both focal lengths are for 250-nm light. Absolute energy measurements were performed by separating a desired Raman order from the pump laser.
and other orders with a MgF$_2$ Pellin Broca prism. MgF$_2$ is less susceptible to color center formation than LiF or CaF$_2$. The energy is measured with a Laser Precision model RJP-735 pyroelectric energy meter under vacuum. The calibration of this energy meter has been verified through comparison with a Scientech model 365 calorimeter energy meter. The two were found to agree to within 10% accuracy. Relative Raman intensities are measured with a vacuum monochromator (SPEX model 1500SP) and a photomultiplier tube with CsI photocathode (EMR model 542G-08-18). A MgF$_2$ scattering plate is placed in front of the monochromator to reduce the directional dependence of the high order Raman intensities.

The spectral response of the vuv spectrometer and photomultiplier tube must be calibrated to determine the relative strengths of the different Raman lines. We have measured the spectral response for longer wavelengths directly using a fused silica envelop deuterium lamp in air. The absolute intensity of this lamp has been calibrated for wavelengths longer than 200 nm. Using published values for the vuv relative spectral response of a D$_2$ lamp, we have extrapolated an approximate spectral response of our D$_2$ lamp to 190 nm. If the absorption of the fused silica envelop of our lamp is small over this region, then this is a fairly good extrapolation because there is no line structure for D$_2$ lamps above 165 nm, and the relative spectral responses for the two lamps are very similar above 200 nm. By correcting for oxygen absorption in the air, we have determined the spectral response down to ~ 190 nm. For shorter wavelengths of 140 nm < $\lambda$ < 195 nm, we use the typical spectral response of the photomultiplier tube, and assume that the spectral response of the spectrometer is flat.

The relative spectral response determined by the two techniques agrees fairly well between 190 and 195 nm, but they diverge for $\lambda$ > 195 nm where the typical photomultiplier response drops rapidly. We have made a single spectral response curve for 140 < $\lambda$ < 260 nm by joining the two curves at 195 nm. We believe that this calibration curve is accurate to better than a factor of 2.
In optimizing the Raman intensity, we discovered an interesting effect due to the orientation of the focusing lens. As the focusing lens is tilted around a vertical axis, the maximum intensity of the first Stokes order does not occur with the lens normal to the laser beam, but instead at a small tilt relative to normal. This behavior is illustrated in Figure 5. The cause for this behavior is not fully understood. The lens is more than 2 meters from the ArF amplifier, so the round trip time for reflections from the lens into the laser is at least 12 ns, or close to the pulse length. Thus the effects are not due to feedback into the laser. Tilting the lens causes additional aberration and different focal lengths for rays in the horizontal and vertical planes, conditions one might expect to lead to lower conversion efficiency. The low value for the normal incidence lens position may be due to a reduction in gain suppression, changes in phase matching, or reduced AC stark broadening for the distorted wave fronts when the lens is tilted. For optimal conditions, we have obtained up to 60% energy conversion from the pump laser to the first Stokes order in D₂.

Although many Stokes and anti-Stokes orders are obtained readily for Raman-shifting the ArF laser in D₂ at room temperature, we were not able to produce even the first Stokes order when Raman shifting in HD at room temperature. By monitoring the first Stokes wavelength with the monochromator as the Raman cell was cooled, we found that the threshold for first Stokes production in HD is about 220 K at a pressure of 4200 Torr. Note that the power of our laser is ~1 MW, while the threshold for Raman scattering in HD at room temperature in Table I is only 200 kW. The numbers in Table I are for diffraction-limited Gaussian beams in an infinite medium in the high density and steady state limits. The primary cause for the higher threshold is believed to be the mode quality of the laser beam. All the Raman shifting measurements presented here for HD are performed at liquid nitrogen temperature (~77 K), while the measurements in D₂ have been performed at room temperature, except as noted.

We have observed eight anti-Stokes orders (to 132 nm) and five Stokes orders for Raman shifting in D₂. Four anti-Stokes and four Stokes orders were observed for shifting in HD. The higher order anti-Stokes orders were observed only without the scattering plate in front of the monochromator. The anti-Stokes and Stokes orders observed with the scattering plate in place are
shown in Figures 6 and 7. Figure 6 shows lines generated in D2 at room temperature and a density of 5.4 amagat. (One amagat is the density of an ideal gas at standard temperature and pressure, 0°C and 1 atm). Figure 7 shows Raman orders generated in HD at 77 K and a density of 6 amagat. The intensities in Figures 6 through 8 have been corrected for the approximate wavelength response of the photomultiplier and spectrometer as described above. The baseline between the Raman orders does not represent a true light intensity level, but is rather the sensitivity limit for the dynamic range of the measurements. This level varies due to the varying sensitivity of the photomultiplier and spectrometer.

A few rotational lines appear on the lines generated in HD. These become accentuated at lower densities as shown in Figure 8, which shows the Raman orders in HD for a density of 3 amagat at liquid nitrogen temperature. The tendency toward more rotational lines at low temperatures is also evident in Figure 9, which shows the Raman orders in D2 at 77 K. The intensities in Figure 9 have not been corrected for the wavelength response of the photomultiplier and spectrometer. The uncorrected intensities allow the pressure dependence of the intensities to be seen more readily.

The increase in rotational Raman scattering at liquid nitrogen temperatures is believed to be due primarily to the increase in the absolute Raman gain, allowing threshold to be reached for rotational Raman scattering. Increased circular polarization of the laser due to stress-induced birefringence of the fused silica window with the liquid nitrogen cooling may also play a role. Once the first rotational Stokes order is generated, then the other rotational lines shown in Figure 9 may be produced through mixing with the pump and primary vibrational Raman orders. The magnitude of the various Raman orders is determined by competition between the various orders for gain and population.

The density dependence of the Raman orders in Figure 9 is due to departure from the high density limit and phase matching considerations. As the density drops to zero, the Raman line-width does not drop to zero, but is ultimately limited by the Doppler width [subject to the effects of
Dicke (collisional) narrowing. Thus the Raman gain drops to zero as the density goes to zero [see Eq. (3)]. This behavior is shown in Figure 10 for vibrational and rotational Raman scattering in D₂ at room temperature [Q(2) and S(2)] and near liquid nitrogen temperature [Q(0) and S(0)]. The variations of the Raman linewidths are determined using the density dependence relation and self-diffusion coefficient at room temperature given by Smyth et al. Estimates for the diffusion constant at liquid nitrogen temperature were based on values for H₂ using the scaling for the self-diffusion coefficient \( D_0 \propto m^{-1/2} \).

The range of values for the self-diffusion constant from these estimates results in the range of Raman gain values for liquid nitrogen temperatures shown in Figure 10. Note that the Raman gain for rotational Raman scattering remains constant to lower densities than the gain for vibrational Raman scattering because the narrower Doppler width for rotational Raman scattering allows the linewidth to be proportional to the density at lower densities than for vibrational Raman scattering. The increased rotational Raman scattering at low densities is quite evident in Figure 9.

The contribution of rotational-vibrational Raman scattering to the rotational lines observed here has not been considered. The cross section for rotational-vibrational Raman scattering is significantly smaller than for pure rotational Raman scattering. In addition, because of the large Doppler broadening of vibrational-rotational scattering compared with pure rotational scattering, there is no basis for vibrational-rotational scattering to increase relative to pure vibrational scattering at lower pressures.

At higher densities, the phase matching process necessary for generating higher order Raman lines is hampered by the increase in the index of refraction and the increasing importance of dispersion. The combined effects of decreased gain and competition with rotational scattering at lower densities and phase matching at higher densities lead to an optimal density for Raman conversion for a given Raman order. Using the pyroelectric energy meter, we measured the absolute power generated in the second anti-Stokes order in HD at liquid nitrogen temperature as a function of density. The result is shown in Figure 11. The energy peaks at a density of about
3 amagat, where an energy of about 1 mJ is produced. One difficulty was encountered with this measurement. The birefringence of MgF₂ causes the second anti-Stokes order in HD to be refracted at the same angle as the depolarized fundamental ArF wavelength. The effect of the depolarized ArF radiation was eliminated through the careful control of the polarization of the ArF laser, as described above, and the use of Brewster-angle fused silica plates in the ArF beam before the Raman cell to reject depolarized light.

We also measured the relative Raman intensity produced for different Raman orders in D₂ at room temperature. These results are shown in Figures 12 and 13. The anti-Stokes Raman orders follow the general pattern of optimizing at successively lower densities up to the sixth order. The optimal densities for the seventh and eighth orders, however, are higher than that for the sixth order. This may be due to resonant enhancements of the Raman scattering, to better phase matching below resonant transitions, or to some peculiarity with phase matching for the high order anti-Stokes processes.

Note that the depletion of the pump radiation in Figure 12 corresponds to significantly less than the 60% or more we achieved for the optimized first Stokes conversion described above. We attribute this discrepancy to the different focal length lens used for the two measurements, the fact that the lens is not tilted for the anti-Stokes measurements, and that spatial sampling bias of the laser beam on the scattering plate may make the depletion of the pump beam appear less than that experienced by the entire beam. We expect the first Stokes measurement, which is based on absolute energy measurement on the entire beam, to be more accurate than the results using the scattering plate.

C. MULTIPHOTON EXCITATION IN THE VUV

We have applied the vuv radiation produced by Raman shifting in D₂ and HD to two-photon spectroscopy of F, F₂, and H₂. The desired Raman order for each measurement was separated from the laser and other Raman orders using a MgF₂ Pellin Broca prism. The light is focused into a stainless steel cell. Ions are collected with a position-sensitive electrode. This
electrode consists of seven segments at 5-mm spacing in a line parallel to the vuv beam. The cell is
grounded, and a negative voltage is applied to all segments, producing a potential of 2 to 15 V/cm
between the electrodes and a facing ground plane. Under these conditions, the multi-photon ion
(MPI) signal from the laser focus is directed to a single electrode segment. Collecting the signal
from the electrode closest to the focus provides good discrimination against background signals
from single photon ionization of contaminants.

For measurements on F and F₂, a mixture of 5% F₂ in He is used. The F atoms are
prepared by flowing the gas mixture through a microwave discharge. For the measurements on
F₂, the fluorine is flowed to maintain passivation. All measurements were performed at between 5
and 10 Torr total pressure. Wavelength calibrations are based on the 2+1 REMPI lines of Figure 4
together with known values for the Raman shifts. This calibration is found to be accurate to ±1.5
cm⁻¹ at the photon frequency. It is difficult to know the accurate value of the Raman shift due to
density and temperature dependent line shifts⁵⁶ and the ac Stark effect.¹⁰⁰,¹⁰¹ For accurate
wavelength measurements, calibration of the Raman-shifted radiation is required.

The first Stokes radiation from Raman shifting the ArF laser in D₂ may be used to perform
two-photon-resonant excitation of F₂ followed by ionization by a third photon (2+1 REMPI).
Excitation is from (ν = 0) in the ground X ¹Σ⁺ to (ν = 3) in the F ¹Π₈ state. The excitation
spectrum for this transition is shown as the lower curve in Figure 14. The upper curve shows the
Raman-shifted energy. The excitation spectrum has not been normalized to the laser power. The
appearance of the band is quite similar to that previously observed for two-photon excitation of
lower vibrational levels in the F state.¹⁰² The band has two heads and is blue degraded.
However, there are additional lines at energies below the lower energy band head that are not part
of this transition. The peak 97500 cm⁻¹, which is shown magnified by a factor of 3 in an inset in
Figure 14, is seen to consist of several lines (with reproducible shape), while the other peak, at
-97340 cm⁻¹, appears to be a single line. These peaks appear only with the introduction of
fluorine into the cell. We have not identified these lines but believe that they correspond to two-
photon resonances in F₂.
Using the second anti-Stokes radiation from Raman shifting the ArF laser in D<sub>2</sub>, we performed 2+1 REMPI on a single rotational line in the H<sub>H</sub>H state in H<sub>2</sub>. The excitation spectrum for this measurement is shown in Figure 15(a). The strong peak that lies well off scale in Figure 15 is the ion signal due to 2+1 REMPI on the E,F (v' = 7, ' = 3) ← X (v'' = 0, J'' = 3) transition excited by scattered light from the ArF excimer laser fundamental at 103289.7 cm<sup>-1</sup>. The smaller peak that lies at -115248.4 cm<sup>-1</sup> is due to the second anti-Stokes and corresponds to the H<sub>H</sub> 1Σ<sup>+</sup> (v' = 1, J' = 0) ← X (v'' = 0, J'' = 0) transition in H<sub>2</sub>. This transition is expected to lie at 115251.52 cm<sup>-1</sup>.<sup>103</sup>

Using the second anti-Stokes radiation from Raman-shifting the ArF excimer laser in HD at liquid nitrogen temperature, we excited a single fine structure line in atomic fluorine through 2+1 REMPI. The two-photon-excited fluorescence of atomic fluorine has been reported previously using ≈10 μJ generated as the sixth anti-Stokes order from a frequency-doubled dye laser.<sup>8</sup> With ≈1 mJ in the second anti-Stokes line of the ArF excimer laser, we can obtain good signal to noise as is shown in the 2+1 REMPI excitation spectrum of the 2D<sup>0</sup>3/2 ← 2P<sup>0</sup>3/2 transition shown in Figure 15b. The expected peak frequency is 117872.9 cm<sup>-1</sup>.<sup>104</sup> The ripple in the baseline is due to the microwave discharge.

The Raman-shifted excimer laser may be used for two-photon-resonant ionization or fluorescence detection of atomic or molecular fluorine. For these applications, purging the beam path between the laser and the Raman cell will not be necessary because the wavelengths for excitation of the strongest features (the two bands heads for Figure 14 and the line in Figure 15b) lie in a region free of strong Schumann Runge absorption.
V. SUMMARY AND CONCLUSIONS

We have described Raman shifting an ArF excimer laser in D$_2$ and HD to produce high order anti-Stokes orders in the vuv. The mode quality of the excimer laser has been improved to enhance the Raman shifting. However, actual threshold powers are well above those required under ideal conditions, and liquid nitrogen cooling is required for Raman shifting in HD. At liquid nitrogen temperatures, there is increased rotational Raman scattering, especially at lower densities. Ample energies for multi-photon spectroscopy are obtained. One mJ is achieved for second anti-Stokes Raman shifting in HD. The Raman shifted radiation is used for 2+1 REMPI in F, F$_2$, and H$_2$.

The ability to Raman shift an ArF laser in isotopes of hydrogen other than H$_2$ significantly increases the portion of the vuv region for which high power vuv can be obtained from a single laser system. When feasible, this is an attractive approach for high power vuv generation for experiments such as multiphoton spectroscopy and for other nonlinear optical experiments.
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### Table 1

**Vibrational Raman Gain**

<table>
<thead>
<tr>
<th>Room temperature (296 K)</th>
<th>$v_R$ (cm$^{-1}$)</th>
<th>$\Delta v/N_O$ (MHz/amagat)</th>
<th>$N/O_O$ (a.u.)</th>
<th>$\alpha$ (a.u.)</th>
<th>$\gamma$ (a.u.)</th>
<th>$d\alpha/d\Omega$ (10$^{-28}$cm$^2$/ster)</th>
<th>$g$ (cm/GW)</th>
<th>$P_{th}$ (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$</td>
<td>4155.3$^a$</td>
<td>1</td>
<td>52$^b$</td>
<td>0.660</td>
<td>1.179</td>
<td>1.096</td>
<td>2.51</td>
<td>25.4</td>
</tr>
<tr>
<td>D$_2$</td>
<td>2987.3$^c$</td>
<td>2</td>
<td>124$^d$</td>
<td>0.385</td>
<td>0.968</td>
<td>0.877</td>
<td>1.85</td>
<td>4.28</td>
</tr>
<tr>
<td>HD</td>
<td>3628.3$^e$</td>
<td>1</td>
<td>816$^f$</td>
<td>0.390</td>
<td>1.085</td>
<td>0.997</td>
<td>2.22</td>
<td>0.82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Liquid nitrogen temperature (77 K)</th>
<th>$v_R$ (cm$^{-1}$)</th>
<th>$\Delta v/N_O$ (MHz/amagat)</th>
<th>$N/O_O$ (a.u.)</th>
<th>$\alpha$ (a.u.)</th>
<th>$\gamma$ (a.u.)</th>
<th>$d\alpha/d\Omega$ (10$^{-28}$cm$^2$/ster)</th>
<th>$g$ (cm/GW)</th>
<th>$P_{th}$ (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$</td>
<td>4181.2$^a$</td>
<td>0</td>
<td>29$^b$</td>
<td>0.502</td>
<td>1.179</td>
<td>1.096</td>
<td>2.43</td>
<td>33.7</td>
</tr>
<tr>
<td>H$_2$</td>
<td>4155.3$^a$</td>
<td>1</td>
<td>42$^b$</td>
<td>0.494</td>
<td>1.179</td>
<td>1.096</td>
<td>2.51</td>
<td>23.9</td>
</tr>
<tr>
<td>D$_2$</td>
<td>2993.6$^c$</td>
<td>0</td>
<td>39$^d$</td>
<td>0.598</td>
<td>0.968</td>
<td>0.877</td>
<td>1.81</td>
<td>20.5</td>
</tr>
<tr>
<td>HD</td>
<td>3632.2$^e$</td>
<td>0</td>
<td>153$^h$</td>
<td>0.625</td>
<td>1.085</td>
<td>0.997</td>
<td>2.15</td>
<td>6.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rotational Raman Gain (Linear Polarization)</th>
<th>$v_R$ (cm$^{-1}$)</th>
<th>$\Delta v/N_O$ (MHz/amagat)</th>
<th>$N/O_O$ (a.u.)</th>
<th>$\alpha$ (a.u.)</th>
<th>$\gamma$ (a.u.)</th>
<th>$d\alpha/d\Omega$ (10$^{-28}$cm$^2$/ster)</th>
<th>$g$ (cm/GW)</th>
<th>$P_{th}$ (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$</td>
<td>587.0$^i$</td>
<td>1</td>
<td>114$^k$</td>
<td>0.622</td>
<td>3.01</td>
<td>1.13</td>
<td>3.98</td>
<td>40</td>
</tr>
<tr>
<td>D$_2$</td>
<td>414.6$^c$</td>
<td>2</td>
<td>124$^l$</td>
<td>0.333</td>
<td>2.85</td>
<td>0.88</td>
<td>1.51</td>
<td>100</td>
</tr>
<tr>
<td>HD</td>
<td>443.1$^m$</td>
<td>1</td>
<td>780$^n$</td>
<td>0.345</td>
<td>2.91</td>
<td>1.07</td>
<td>0.30</td>
<td>500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Liquid Nitrogen Temperature (77 K)</th>
<th>$v_R$ (cm$^{-1}$)</th>
<th>$\Delta v/N_O$ (MHz/amagat)</th>
<th>$N/O_O$ (a.u.)</th>
<th>$\alpha$ (a.u.)</th>
<th>$\gamma$ (a.u.)</th>
<th>$d\alpha/d\Omega$ (10$^{-28}$cm$^2$/ster)</th>
<th>$g$ (cm/GW)</th>
<th>$P_{th}$ (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$</td>
<td>354.4$^i$</td>
<td>0</td>
<td>67$^k$</td>
<td>0.502</td>
<td>2.99</td>
<td>1.89</td>
<td>8.99</td>
<td>20</td>
</tr>
<tr>
<td>H$_2$</td>
<td>587.0$^i$</td>
<td>1</td>
<td>110$^k$</td>
<td>0.494</td>
<td>3.01</td>
<td>1.13</td>
<td>3.28</td>
<td>50</td>
</tr>
<tr>
<td>D$_2$</td>
<td>179.1$^c$</td>
<td>0</td>
<td>112$^o$</td>
<td>0.577</td>
<td>2.82</td>
<td>1.71</td>
<td>5.55</td>
<td>30</td>
</tr>
<tr>
<td>HD</td>
<td>267.1$^m$</td>
<td>0</td>
<td>270$^o$</td>
<td>0.620</td>
<td>2.90</td>
<td>1.78</td>
<td>2.59</td>
<td>60</td>
</tr>
</tbody>
</table>

The peak plane-wave steady-state high density Raman gain coefficient, $g$, and the (approximate) minimum laser power to reach threshold for stimulated Raman scattering, $P_{th}$, are given for the strongest Raman lines for both vibrational and rotational Raman scattering in different isotopes of hydrogen at room temperature and liquid nitrogen temperature. Also given are the parameters used in calculation of $g$ and $P_{th}$: the Raman shift, $v_R$, the initial rotational level, $J$, the density-dependent line broadening coefficient, $\Delta v/N_O$, the density-normalized population differences, $\Delta N/N_O$, the off-diagonal matrix elements of the isotropic and anisotropic polarizabilities, $\alpha$ and $\gamma$, and the differential Raman cross section, $d\alpha/d\Omega$. Note that 1 a.u. = $1.481845 \times 10^{-25}$ cm$^3$.

$^a$ref. 51  
$^b$ref. 56 298 K, 81 K  
$^c$ref. 57 297 K  
$^d$ref. 58 297 K  
$^e$ref. 59  
$^f$ref. 60 298 K  
$^g$ref. 61 110 K  
$^h$ref. 55 85 K  
$^i$ref. 63 295 K, 80 K  
$^j$ref. 64 293 K  
$^k$ref. 65  
$^l$ref. 66  
$^m$ref. 67 300 K  
$^n$ref. 68 77.8 K, 78.5 K  
$^o$ref. 55 85 K

$^1$The gain coefficient for rotational Raman scattering is a factor of 1.5 larger for circular polarization (Ref. 62).
### Table 2
LINE POSITIONS OF THE TWO-PHOTON RESONANCES

**Krypton Lines**

<table>
<thead>
<tr>
<th>Energy (cm⁻¹)</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>103121.95</td>
<td>4p⁵66p[5/2,2] ← 4p⁶ ¹S</td>
</tr>
<tr>
<td>103363.43</td>
<td>4p⁵66p[3/2,2] ← 4p⁶ ¹S</td>
</tr>
<tr>
<td>103762.45</td>
<td>4p⁵66p[1/2,0] ← 4p⁶ ¹S</td>
</tr>
</tbody>
</table>

**H₂ Lines**

<table>
<thead>
<tr>
<th>Energy (cm⁻¹)</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>103084.43</td>
<td>E,F (v'=6,J'=3) ← X (v''=0,J''=3)</td>
</tr>
<tr>
<td>103289.67</td>
<td>E,F (v'=7,J'=3) ← X (v''=0,J''=3)</td>
</tr>
<tr>
<td>103335.78</td>
<td>E,F (v'=6,J'=2) ← X (v''=0,J''=2)</td>
</tr>
<tr>
<td>103487.08</td>
<td>E,F (v'=6,J'=1) ← X (v''=0,J''=1)</td>
</tr>
<tr>
<td>103548.65</td>
<td>E,F (v'=7,J'=2) ← X (v''=0,J''=2)</td>
</tr>
<tr>
<td>103559.59</td>
<td>E,F (v'=6,J'=0) ← X (v''=0,J''=0)</td>
</tr>
<tr>
<td>103739.33</td>
<td>E,F (v'=7,J'=1) ← X (v''=0,J''=1)</td>
</tr>
</tbody>
</table>

**HD Lines**

<table>
<thead>
<tr>
<th>Energy (cm⁻¹)</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>103075.92</td>
<td>E,F (v'=6,J'=2) ← X (v''=0,J''=2)</td>
</tr>
<tr>
<td>103172.59</td>
<td>E,F (v'=6,J'=1) ← X (v''=0,J''=1)</td>
</tr>
<tr>
<td>103221.02</td>
<td>E,F (v'=6,J'=0) ← X (v''=0,J''=0)</td>
</tr>
<tr>
<td>103256.60</td>
<td>E,F (v'=7,J'=2) ← X (v''=0,J''=2)</td>
</tr>
<tr>
<td>103414.38</td>
<td>E,F (v'=7,J'=1) ← X (v''=0,J''=1)</td>
</tr>
<tr>
<td>103493.72</td>
<td>E,F (v'=7,J'=0) ← X (v''=0,J''=0)</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. Experimental apparatus for Raman-shifting an ArF excimer laser for multiphoton spectroscopy.

Fig. 2. Beam profiles for beams exiting oscillator (a) and amplifier (b). Amplifier beam is reduced in size by a factor of 2.

Fig. 3. Schematic of liquid-nitrogen-cooled Raman cell (output side). The input side of cell is symmetric to the output side and is not shown.

Fig. 4. (a) ArF laser intensity for old gas fill and several meters of air absorption path; (b) intensity for a new gas fill and good purge; and (c) two-photon calibration lines as a function of two-photon energy and wavelength. Tick marks at top indicate O_2 Schumann Runge lines; those at the bottom are for two-photon resonances.

Fig. 5. Dependence of first Stokes energy for Raman-shifting in D_2 on tilt of focusing lens.

Fig. 6. Stokes and anti-Stokes orders generated in D_2 at room temperature and a density of 5.4 amagat.

Fig. 7. Stokes and anti-Stokes orders generated in HD at 77 K and a density of 6 amagat.

Fig. 8. Stokes and anti-Stokes orders generated in HD at 77 K and a density of 3 amagat.

Fig. 9. Stokes and anti-Stokes orders in D_2 as a function of density at 77 K, not calibrated for wavelength-dependent detection response.

Fig. 10. Density dependence of stimulated Raman gain for vibrational and pure rotational scattering in D_2 at room temperature (Q(2) and S(2)) and near liquid nitrogen.
temperature (Q(0) and S(0)). Shaded regions indicate range of uncertainty in Raman gain due to imprecise values for the self-diffusion coefficient.

Fig. 11.  Density dependence of the second anti-Stokes order in HD at 77 K.

Fig. 12.  Relative intensity as a function of density for ArF excimer laser (pump), first Stokes, and first through third anti-Stokes orders for Raman shifting in D₂ at room temperature, 16-mJ pump energy.

Fig. 13.  Relative intensity as a function of density for first Stokes and fourth through eighth anti-Stokes orders for Raman shifting in D₂ at room temperature, 30-mJ pump energy.

Fig. 14.  (a) The second anti-Stokes intensity for Raman shifting in HD and (b) the two-photon-resonant REMPI excitation spectrum for F ¹Π_g (v' = 3) ← X ¹Σ_g⁺ (v'' = 0) transition in F₂ excited with this radiation, as a function of two-photon energy. The ion signal is not corrected for the varying excitation intensity.

Fig. 15.  (a) Two-photon-resonant REMPI excitation spectrum for the H ¹Σ_g⁺ (v' = 1, J' = 0) ← X (v'' = 0, J'' = 0) transition in H₂ (peak indicated by arrow). (b) Two-photon-resonant REMPI excitation spectrum for the ²D03/2 ← ²P03/2 transition in atomic fluorine.
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COMPARING LASER-INDUCED FLUORESCENCE MEASUREMENTS AND COMPUTER MODELS OF LOW-PRESSURE FLAME CHEMISTRY
Comparing Laser-Induced Fluorescence Measurements and Computer Models of Low Pressure Flame Chemistry

Jay B. Jeffries, Gregory P. Smith, Dwayne E. Heard*, and David R. Crosley
Molecular Physics Laboratory, SRI International, Menlo Park, California 94025

Chemical Kinetics / Flames / Fluorescence

Laser-induced fluorescence measurements in low pressure flames, including hydrogen atom profiles, are examined as crucial tests of models of combustion chemistry. Both absolute and relative spatial profiles of reactive intermediate concentrations are useful for comparison. Careful temperature measurements for use as model input are emphasized. Radial OH LIF profiles in flames below 10 torr show an expanding flame which must be properly treated in model calculations. Diluted flames at pressures above 30 torr provide a preferred one-dimensional fluid flow.

Introduction

The complex chemistry of combustion processes, involving free radical intermediates present at trace concentrations, controls many processes of considerable interest; examples are the formation of pollutants (NOx), ignition and inhibition phenomena, and the emission of visible and ultraviolet light. This chemistry is described by a large-scale computer model including fluid dynamic phenomena and independently determined elementary rate constants. Appropriate examples of such kinetics data are the high temperature shock tube kinetics measurements of key reactions involving H atoms, using atomic resonance absorption spectroscopy performed by Just and coworkers [1]. An understanding of this chemistry is essential to the development of a predictive model, useful outside the ranges of direct experimental tests. Validations of such a model are best made by comparison of its predictions with measurements of the reactive intermediates (such as H atoms) which control the chemistry, made under carefully controlled conditions.

A particularly useful test system is a low pressure, one-dimensional laminar flame. This system furnishes the spatial resolution necessary for careful and detailed comparison of the appearance of one species with another, tied to a spatially well-determined temperature profile. The method of laser-induced fluorescence (LIF), which provides sensitive, nonintrusive detection of radical species with high spatial resolution, is increasingly used for measurements. Correct accounting for the pressure dependence of the chemical reactions permits a model, tested at low pressure, to be used at higher pressure.

Over the past several years we have made measurements of radical species in several low-pressure flames, for the purpose of comparison with predictions from such a computer model. The flames have been burnt at pressures ranging from 5.6 to 150 Torr, providing an extremely high degree of spatial resolution, especially when below 10 Torr. Under these conditions we have found discrepancies with model
predictions which we believe, would not be apparent in flame measurements at higher pressures. In this manuscript we summarize and discuss these findings, and present new measurements of the hydrogen profiles and the two-dimensionality of the flames, providing insights into the structure of these very low pressure flames.

**Experimental and Computational Details**

All measurements described were made in low-pressure flames supported on a 6 cm diameter porous plug McKenna burner inside an evacuable chamber suitable for laser probing. A 5 mm thick shroud of Ar surrounded the flame, with its linear flow velocity matched at the burner surface. Rapid flows were employed to lift the flame front 1 to 2 cm above the burner, providing spatial resolution in the cool gases below the flame front, where much interesting and important chemistry occurs. On the other hand, in these rapid flows at low pressure the cross-sectional area of the flame varies with height, as described below. The measurements were made using LIF; the laser beam was directed across the burner and the fluorescence collected at right angles, using a system comprising three lenses and a slit designed to limit the depth of field and hence the flame emission background [2]. Spatial profiles of concentrations and temperature were obtained as a function of height above the burner surface, by maintaining a fixed optical configuration while the burner was translated vertically. The radial profiles of OH were made by translating the burner horizontally perpendicular to the laser beam, in an arrangement providing optimal radial spatial resolution.

We have studied several species in four different flames at low pressure; operating parameters and spectroscopic details can be found in earlier papers and Tab. 1. Studies of $\text{H}_2/\text{O}_2$ and $\text{H}_2/\text{N}_2\text{O}$ flames are described in Ref. [3]. Measurements have also been made in a 5.6 Torr $\text{CH}_4/\text{O}_2$ flame [4,5] and a study of prompt NO formation in $\text{CH}_4/\text{air}$ flames is given in Ref. [6]. Hydrogen atom profiles in these flames are reported in Ref. [7].

**Table 1**

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Oxidizer</th>
<th>$P$ (Torr)</th>
<th>Flow $\phi$ (g/cm$^2$/s)</th>
<th>$T_{\text{max}}$ (K)</th>
<th>LIF Species</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2$</td>
<td>$\text{O}_2$</td>
<td>1.00</td>
<td>7.2</td>
<td>0.0018</td>
<td>1220</td>
<td>OH, H</td>
</tr>
<tr>
<td>$\text{H}_2$</td>
<td>$\text{N}_2\text{O}$</td>
<td>1.00</td>
<td>7.2</td>
<td>0.0024</td>
<td>2450</td>
<td>OH, NH</td>
</tr>
<tr>
<td>$\text{CH}_4$</td>
<td>$\text{O}_2$</td>
<td>1.03</td>
<td>5.6</td>
<td>0.0008</td>
<td>1850</td>
<td>OH, CH, HCO, H$_2$O</td>
</tr>
<tr>
<td>$\text{CH}_4$</td>
<td>AIR</td>
<td>1.13</td>
<td>30.0</td>
<td>0.0019</td>
<td>1675</td>
<td>OH, CH, NO, H</td>
</tr>
</tbody>
</table>

The computer model of the flame chemistry is a mechanism containing rate constants of our choice based largely on recommendations by Warnatz [8] for hydrogen oxidation and Miller and Bowman [9] for the NO formation submechanism. It includes 38 species and 148 reactions. The thermodynamic input is taken from the Sandia database [10] with slight modifications of our own [11]. Model calculations are performed with the Sandia flame code [12], including thermal diffusion, bimolecular and unimolecular kinetics using our formulation of the pressure dependence of reaction rates [13], sensitivity analysis, and a provision for varying the flow cross-sectional area as a function of distance above the burner. Hydrogen atom recombination at the burner surface is also included. Gas flows at the burner surface are a necessary input. Temperature can be dealt with in two ways: an experimentally measured temperature profile imposed as input, or with the code configured to calculate the profile as a predicted variable. The former is highly preferable, as described in the next section. Further details of the hydrocarbon oxidation are found in Ref. [11], and those for prompt NO formation in Ref. [6].

**Temperature Determinations**

Accurate, spatially resolved temperature determinations are essential to meaningfully compare LIF measurements with predictions of chemical models. This owes to the highly nonlinear dependence of reaction rates on temperature together with the complex interplay of sequential and branching reactions. A systematic deviation of 100 K between true and apparent temperature at any given point in the flame can seriously compromise quantitative measurements: model comparison; an error of 200 K is likely to be fatal to this endeavor. In addition, spatial temperature profiles are needed to reduce LIF signals to concentrations, to account for the fraction of total molecules in the absorbing level. Accuracy for this purpose is particularly important when measuring concentrations at the cooler temperatures found near the burner surface.

We have chosen to use a measured temperature profile as imposed input to the flame model. Although the model can regard temperature as a predicted output, computed through local heat release and heat capacity with thermal transport, the accuracy demanded requires precise knowledge of heat loss mechanisms throughout the flame. Our test calculations of temperature in an $\text{H}_2/\text{O}_2$ flame with our flow rates and pressures show significant differences, several hundred Kelvin, from the measured profiles, which cannot be accurately accounted for a priori. We conclude that the use of a detailed model to understand the chemistry of low pressure, laminar flames demands measured, not calculated, temperature profiles.

LIF of the OH radical is excellent for determining the required accurate, spatially precise temperatures. In laminar flames signal averaging is possible with an LIF sensitivity sufficient for measurements even at low temperature where OH is present in only trace quantities. Temperature is measured by a rotational excitation scan, with data reduced to a temperature in two ways. Commonly, line intensities furnish rotational level populations $N_j$, used in a plot of the Boltzmann distribution, $N_j = g_j \exp[-E_j/kT]$ to determine $T$. We have adopted an alternative method [14], namely, direct spectral fitting with $T$ as the parameter, which makes full use of all the data. Line positions and absorption coefficients are fixed input data to a spectral simulation program, and $T$ is a parameter varied until the best match between simulation and experiment is obtained. Results from $\text{CH}_4/\text{air}$ flames [6] show good agreement between the two methods, with typical random errors of 20–40 K.

To obtain accurate temperatures from LIF measurements in OH, one must be careful in both the data acquisition and analysis procedures. Several types of systematic errors are possible, whose presence cannot be detected by measures of the goodness of fit to either the spectrum simulations or Boltzmann plots. These vital points are discussed in detail in Refs. [14, 15]; we simply list here those problems which must be avoided. Several are accounted for by proper experimental design. These include polarization of LIF signal's...
and spectral bias in fluorescence detection, due to lack of rotational thermalization in the fluorescing state; both may be avoided by using a sufficiently wide, trapezoidally shaped detection bandpass. Operation in a low laser power, linear excitation regime is preferable to partial optical saturation of the transition. Optical depth considerations for both laser absorption and fluorescence must be accounted for even in low pressure flames, in regions where OH is present at concentrations >0.1%. Low pressure flames, where fluorescence decay times are ~100 ns, offer a special advantage for avoiding rotational-level-dependent quenching of excited OH by using a short electronic detection gate timed promptly after the laser pulse. The $J'$ dependence of transition probabilities can be handled computationally. Temperature measurements using the predissociated $v'=3$ level to avoid quenching complications must however still consider the $J'$ dependence of the predissociation rate [16,17].

With proper care, temperatures can be determined with the same spatial resolution as the radical concentrations, and with statistical errors of 2–3%. Even this is close to maximum tolerable uncertainty for comparison with flame models. One can calculate a temperature sensitivity [6] of predicted species concentrations, using the reaction sensitivity calculations that are part of the code output [12] together with the temperature dependence of each reaction [10]. As an example, the temperature sensitivity of predicted NO (about 4 ppm) produced via the prompt NO mechanism in a 30 Torr CH$_4$/air flame was computed. We find a 2% or 30 K error in temperature would produce a 20% error in predicted NO. Most of this is due to the sharp temperature dependence of the two reactions $\text{CH} + \text{N}_2 \rightarrow \text{HCN} + \text{N}$ and $\text{H} + \text{CH}_2 \rightarrow \text{H}_2 + \text{CH}$. Thus NO cannot be predicted (or controlled) to better than a factor of two unless the temperature distribution is known within 150 K.

**Species Concentrations**

Temperature and gas flows are the inputs to the model and species concentrations are the outputs for comparison with and interpretation of experimental profiles. The gradient of reactant concentration and the sequential appearance of reactive intermediates as a function of height above the burner surface test the chemical mechanism as shown in Fig. 1 for a 30 Torr CH$_4$/air flame. Absolute concentration measurements provide an even more stringent test of the model, beyond position and shape information.

For any flame containing hydrogen and oxygen, the OH radical is present at large concentrations from just below the flame front into the burnt gases and is readily measured using LIF. A comprehensive spectroscopic and collisional quantum yield data base is available for quantitative analysis of the LIF signals. Hydrogen atoms are also often present at relatively high concentrations, and are the key to
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flame propagation. Hydrogen atoms are somewhat more difficult to measure than OH via LIF because multiphoton excitation is needed, but can easily be detected in laminar flames [18]. The H atom signal decays too rapidly to resolve in time with a short gate, and therefore quenching corrections, described below, must be applied.

No flame measurement/model comparison would be complete without a determination of at least one of these important species. The concentration of hydrogen atoms basically determines the flame speed, a key quantity for characterizing any flame. Further, diffusion of hydrogen atoms into the early pyrolysis zone of the flame forms much of the initiation chemistry in the precombustion gases near the burner surface. Both H and OH are intimately tied to the temperature profile, rising sharply through the flame front and declining slowly, as seen in Fig. 1.

However, despite the chemical importance of H and OH and the spatial regions of the flame defined by their distributions (together with temperature), their chemical information content is limited. For example, an understanding of hydrocarbon ignition also requires knowledge of species such as CH$_3$ and HCO, while CH is the key radical responsible for prompt NO formation. Therefore, besides OH or H, measurements of other intermediate species are vital to a real test of the reaction model. It is multiple species profiles that provide sensitive tests of flame chemistry mechanisms.

Relative concentration profiles of radical species are much easier to determine with LIF than absolute values, but nonetheless impart considerable information about chemistry. In CH$_4$/O$_2$ flames [4, 5], HCO appears before CH$_3$, which in turn precedes CH radicals. This ordering agrees with the flame model [11], although failure to predict early flame concentrations suggests inadequate knowledge of certain high temperature reaction rates involving these species.

Another important example is that of prompt NO formation in CH$_4$/air flames [6]. Experimental measurements and model predictions are shown, together with temperature, in Fig. 1. The relative NO profile is predicted well, and the absolute value of 3.7 ppm agrees excellently with the experimental result of 4.0 ppm. Were this the only measured variable, one might conclude that the pertinent chemistry is well understood. However, a close examination shows predicted CH rises and decays later in the flame than measured. The sensitivity analysis for NO shows CH production and loss kinetics are the key steps. Thus, if CH is not predicted correctly, the model cannot correctly predict NO, and the closeness of the agreement is fortuitous. The conclusion is that we understand prompt NO chemistry quite well in this flame, but at the 30% error level there still remain uncertainties, due largely to ignorance of high temperature reaction rates of CH. The CH profile discrepancy also suggests the desirability of obtaining an absolute concentration measurement to isolate this apparent kinetics problem. This trace radical will be much more difficult to calibrate than NO and OH. The predictability of prompt NO for different stoichiometries remains to be examined.

Relative values for differing conditions also provide very useful information. For example, the good agreement between the maximum relative CH concentrations at 30 and 70 Torr with those predicted by the model indicates that the pressure dependence of important reactions is properly accounted for [6].

Absolute concentrations of radical species are determined either by calibration or estimation from LIF signal sizes. The scale for NO in Fig. 1 is calibrated by LIF signals in quantitative gas flow through the burner chamber at room temperature with proper compensation for the differences in quenching and temperature between calibration and flame. At low pressure, this can be done by measurement of fluorescence decay times, as performed for NO [19]. Calibration may also be made using signal level in a spatial region where the species of interest is present at chemical equilibrium [18], provided temperature and other concentrations can be measured or calculated. Finally, if present at sufficiently high concentration, laser absorption can be used, as performed for OH in Fig. 1. Care must be taken to define the correct path length across the flame, particularly for flows which spread from the burner with increasing height. For molecules present at lower concentration, this option is not usually possible.

Semiquantitative radical concentration can be determined by estimation from absolute LIF signal level, and yet be of considerable utility to a picture of flame chemistry [20]. One needs to know obvious experimental parameters such as laser power, optical collection efficiency, and laser probe volume (often the most difficult to obtain). Spectroscopic information is usually available from independent sources, and collisional quenching may often be estimated if it has not been measured. An example is LIF detection of the NS radical in simulated coal flames. The concentration was estimated at a few ppm, within a factor of three [21], sufficient to demonstrate the chemical importance of this previously unobserved species in flames containing both fuel-bound sulfur and nitrogen.

Model and experiment can often play a highly interactive role in this regard. Semiquantitative detection of some species (e.g., CH$_3$) can suggest its significance in some process of flame chemistry; a subsequent model run can verify the degree of that importance and the important reaction rate paths. If warranted through model considerations, effort can be spent upon development of quantitative detection means. The model can even be used to indicate topics of study or measurements, e.g., those majority species responsible for quenching, or those key elementary reaction steps.

Hydrogen Atom Profiles

Hydrogen atoms play a key role in flame propagation and a worthy model must reproduce their concentration well in the flame front region. At low pressures, both chemical production/loss rates and diffusion are important.

We report here hydrogen atom LIF profile measurements obtained by two-photon excitation to the 3s and 3d states at 205 nm, observing the Balmer a transitions at 656 nm. The short radiative lifetime and rapid quenching necessitate correction for a collision-determined quantum yield. This is
chemistry, but comparison between measurement and model must be done with care. Temperature is best determined empirically and used as an input to the model; both relative spatial profiles and absolute concentrations constitute useful output. Flames at extremely low pressure, <10 Torr, offer excellent spatial resolution through the unburned gases and, with prompt electronic gating, avoid quenching corrections for many species. However, they suffer from radial flow and transport patterns which must be accounted for in the models: diluted flames at somewhat higher pressure, ~30 Torr, appear preferable. At low pressure, considerable diffusion of H atoms occurs back toward the burner surface into cool regions of the flame, and recombination at the burner surface must be included in the model.
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Abstract

The laser-induced amplified spontaneous emission (ASE) of atomic oxygen in premixed low pressure H₂/O₂ and CH₄/O₂ flames has been measured. Experiments designed to determine the suitability of ASE as a thermometric probe of combustion environments have been performed. We have measured the bandwidth of the ASE signal using an etalon with the pump laser fixed at line center. These measurements are compared with model calculations of the ASE bandwidth. The ASE signal has also been recorded while scanning the pump laser for several pump laser intensities. Calculations of the ASE bandwidth reveal the sensitivity of this quantity to the excited state population and the bandwidth of the pump laser.

Introduction

Two-photon laser-induced fluorescence is often used as a means of detecting light atoms in combustion environments.¹ This technique involves exciting some of the ground state population into an excited state of the same overall parity as the ground state through two-photon absorption. Some of this excited state population relaxes to intermediate states via one photon fluorescence which is then detected. Under the proper conditions, a second physical process, amplified spontaneous emission (ASE), has been observed simultaneously with this fluorescence.² For light atoms, the intermediate states have a significant amount of energy relative to the ground state and therefore have no appreciable thermal population even in the elevated temperatures found in combustion environments. If the excitation rate is sufficient to move a significant population through the two-photon absorption, the lack of any thermal population in the intermediate states produces a population inversion between the excited and intermediate states. Spontaneous emission can then experience optical gain through stimulated emission. For sufficient gain, an amplified spontaneous emission signal is generated which propagates both forward and backward along the pump laser beam. The physical process of ASE is well known from studies of laser systems.³ More recently, ASE has prompted interest as an optical diagnostic of combustion environments.² Atomic hydrogen,⁴ oxygen,⁵ carbon,⁶ nitrogen⁷ and chlorine⁸ as well as carbon monoxide² have all been detected using their ASE signal. The ASE signal is attractive as an optical diagnostic for several reasons: the spatial coherence of the emitted ASE beam implies large f# detection which yields large signal to noise ratios, only one optical access port is required, and the ASE signal can be quite large due to its nonlinear origin.

To date, the ASE studies that have been conducted have concentrated on obtaining a relative ASE signal as a function of pump laser energy, height above a burner surface or pressure of the test gas.²,₄,₅,₆,₇,⁸ We are currently engaged in an experimental program designed to investigate the degree to which one can obtain quantitative information from the ASE signal. In particular we are studying the use of ASE as a thermometric probe of combustion environments. Since the two-photon pump laser interacts with a Doppler broadened transition, one anticipates that the bandwidth of the emitted ASE should include information about the temperature of the local environment. In an effort to test this idea we have recently made both measurements and calculations of the bandwidth of ASE emitted by oxygen atoms in low pressure flames as a function of temperature.

ASE Measurements

The experiments have been conducted in a low pressure chamber fitted with a flat flame McKenna burner (see Figure 1). The pump laser beam is generated by frequency doubling the output of a YAG pumped dye laser. Dielectric
mirrors were used to separate the 6 ns, doubled beam from the fundamental. The pump beam was focused into the low pressure chamber with either a 150 mm or a 500 mm focal length lens. The backward moving (counterpropagating with respect to the pump beam) ASE beam was detected using a filtered photomultiplier tube. The forward ASE beam was filtered, expanded with a negative lens and passed through an etalon. The etalon fringes were captured with an intensified CCD camera. Images of the etalon fringes were used to measure the bandwidth of the ASE while the pump laser was held fixed to line center. Excitation scans were also made by scanning the dye laser through the two-photon resonance and recording the ASE signal detected by the photomultiplier tube. Data was collected for several pump laser pulse energies ranging from 100 μJ to 800 μJ in stoichiometric H2/O2 and CH4/O2 flames. All of the data was collected at 7 torr and at a height of 4 cm above the burner surface. Under these conditions the local environment is known to be at 1200 K for the H2/O2 flame9 and 1800 K for the CH4/O2 flame.10

All of the measurements were made by exciting the 3p 3P → 2p 3P two-photon transition in atomic oxygen using a pump laser tuned to 226 nm (see Figure 2). The ASE signal is generated at 845 nm following the 3s 3S0 → 3p 3P one-photon transition. This system provides a good test case for quantitative ASE measurements. The two-photon absorption and photodissociation cross sections11 of oxygen atoms have been measured along with the quenching12 and intermultiplet transfer13 cross sections relevant to the flame environments. The fine structure spacing of the ground state is sufficiently large to ensure transitions only out of the J=2 component.

In order to extract a useful experimental temperature from the ASE bandwidth measurements, it is necessary to know some details about the two-photon pumping and the subsequent ASE emission. The ASE process is intrinsically nonlinear and attention must be paid to pump saturation, gain narrowing of the ASE signal and any ac Stark shifting or broadening that may arise. To this end we have conducted a series of experiments under different conditions
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Fig. 1. Schematic of experimental arrangement for the ASE excitation and detection.
and compared the results with theoretical calculations.

Physical Processes Relevant to ASE Work in Oxygen Atoms

Fig. 2. Energy level diagram for the oxygen atom. Two-photon absorption at 226 nm produces the population inversion which results in ASE at 845 nm.

To better understand the pumping process we recorded a number of excitation scans. Six such scans are shown in Figures 3 and 4 as a function of pump laser intensity. These spectra were recorded in a H₂/O₂ flame using two different focal length lenses for a range of pump laser energies. Spectra taken with a short focal length lens (150 mm) appear in Figure 3 as double peaked features. The left feature corresponds to the 3p ³P₂ ← 2p ³P₂ transition while the right feature corresponds to the 3p ³P₁ ← 2p ³P₂ transition. These two transitions are separated by 0.0014 nm which at 1200 K amounts to one quarter of the two-photon Doppler width. A calculation of the relative cross section of these two lines indicates that they should have a relative signal strength of 3.6 : 1 with the J = 2 ← 2 transition appearing as the stronger of the two. However, in the two upper curves of Figure 3, the transitions are present with very similar strengths suggesting saturation of the J = 2 ← 2 transition. An estimate of the saturation intensity can be made using the following expression:

\[ W^{(2)} = \frac{g(2)}{2} \]

Here, τ indicates the pulsewidth of the laser and \( W^{(2)} \) denotes the two-photon transition rate at saturation which is given by,

\[ W^{(2)} = \frac{\alpha I_{sat}}{hv} \]

The two-photon absorption cross section, Planck's constant and the frequency are denoted by \( \alpha, h \) and \( v \), respectively. From the above, we estimate a saturation intensity for the J = 2 ← 2 transition of \( I_{sat} = 432 \text{ MW/cm}^2 \). The upper two curves in Figure 3 were recorded with pump intensities of -2.9 I_{sat} and -1.0 I_{sat}, respectively.

Using a longer focal length lens (500 mm), we recorded the excitation scans which appear in Figure 4. For each of these scans the pump laser intensity is well below saturation and the spectra have a different overall appearance. The J = 1 ← 2 transition now appears relatively weak compared with the J = 2 ← 2 transition. When making quantitative bandwidth measurements it is prudent to operate in the low pump intensity limit in order to simplify the data analysis.

Fig. 3. ASE excitation scans taken using a 150 mm focal length lens. Saturation of the J = 2 ← 2 transition makes the J = 1 ← 2 transition appear relatively strong.

Figure 5 displays etalon fringes of ASE emission from oxygen atoms in a H₂/O₂ flame at 1200 K. The central spot of the diffraction pattern lies just to the left of the first fringe. These fringes were recorded by summing the emission following ten pump laser shots at an intensity of 0.31 I_{sat}. The apparent noise in the fringes is due to the ASE light which passes through the etalon without any reflections. Accounting for the intrinsic bandwidth of the

G=4
etalon at the emission wavelength of 845 nm, analysis of the fringes yields an ASE bandwidth of $0.08 \pm 0.04 \text{ cm}^{-1}$. Similar fringes were recorded in a CH$_4$ / O$_2$ flame at 1800 K using a pump intensity of 0.43 $I_{sat}$. The corresponding bandwidth amounts to $0.15 \pm 0.04 \text{ cm}^{-1}$. These experimental values are plotted in Figures 6 and 7.

Fig. 4. ASE excitation scans taken using a 500 mm focal length lens. The $J = 2 \leftarrow 2$ transition is not saturated making the $J = 1 \leftarrow 2$ appear relatively weak.

**ASE Bandwidth Calculations**

In order to interpret the bandwidth measurements discussed above, we have performed calculations of the ASE signal. Previous theoretical treatment of the frequency distribution of the ASE signal did not include the finite bandwidth of the exciting pump laser which can not be neglected in the present study.\textsuperscript{16} The calculation should be considered as a two step process in which we first determine the frequency dependent population of the excited state after two-photon absorption and then the frequency dependent gain experienced by the ASE beam as it propagates through the excited medium.

In the first step, the frequency response of the oxygen atoms is represented by the appropriate Voigt profile while the laser is represented by a Gaussian. The laser is assumed to be fixed at exact resonance and the apparent bandwidth of the pump laser during the two-photon absorption,\textsuperscript{17} at 226 nm is taken into account. The relative population of the excited state as a function of frequency is found from the product of the Voigt profile and the laser intensity frequency distribution. Each frequency of the excited state population corresponds to an atomic velocity which is easily determined. Then each of these velocities can be converted into an ASE frequency distributed about 845 nm. In this way, the initial excited state population is
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Fig. 5. Etalon fringes of the ASE at 1200 K. found as a function of frequency and then remapped as a modified function of frequency which then experiences the gain associated with the ASE process.

In the second step, standard laser amplifier theory is used to calculate the gain coefficient for an inhomogeneously broadened system using the excited state frequency distribution found above.\textsuperscript{18} This gain coefficient is then used in the expression for the ASE signal intensity.\textsuperscript{18} One of the input quantities required to calculate the
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Fig. 6. Comparison of the ASE bandwidth measurement and the calculated values for a H$_2$ / O$_2$ flame.

gain coefficient is the total population inversion of the two energy levels which produce the ASE light. We estimated this population inversion by numerically integrating a system of rate equations modeling the three relevant energy
levels of the oxygen atom. As noted earlier, the cross sections for two-photon absorption, ionization, quenching and intermultiplet transfer are known for the oxygen system thus making the rate equation analysis tractable.
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**Fig. 7.** Comparison of the ASE bandwidth measurement and the calculated values for a CH\(_4\)/O\(_2\) flame.

The results of our ASE bandwidth calculation are shown in Figure 6 for the H\(_2\)/O\(_2\) flame and in Figure 7 for the CH\(_4\)/O\(_2\) flame. The calculations were made using our measured pump laser bandwidth of 0.25 cm\(^{-1}\). The two solid lines in Figure 6 indicate numerical results appropriate for the ground state oxygen atom concentration (2.48 x 10\(^{15}\) cm\(^{-3}\)) found in the H\(_2\)/O\(_2\) flame\(^{19}\) at 1200 K. At this temperature, the two-photon Doppler width amounts to 0.55 cm\(^{-1}\) for the 226 nm pump laser. The two lines differ only in the input value of the population difference between the excited and intermediate states. The lower line corresponds to the calculated population inversion of 1.2 x 10\(^{11}\) cm\(^{-3}\), while the upper line corresponds to a population inversion which is a factor of 10 smaller. The lower line represents the ideal case suggested by the rate equations while the upper line is probably closer to the truth given that several factors (including fluctuations in the pump laser intensity and inhomogeneities in the flame environment) reduce the overall population inversion obtained. The two lines appearing in Figure 7 represent similar calculations done for the oxygen atom concentration (4.96 x 10\(^{14}\) cm\(^{-3}\)) found in a CH\(_4\)/O\(_2\) flame\(^{19}\) at 1800 K. The Doppler width, at 1800 K, amounts to 0.67 cm\(^{-1}\).

As seen in Figure 6, there is good agreement between the measured and calculated ASE bandwidths for the H\(_2\)/O\(_2\) flame environment. However, as seen in Figure 7 there is poor agreement for the CH\(_4\)/O\(_2\) flame environment. At present, we do not know the reason for the disagreement. We have calculated the ac Stark broadening associated with the two-photon pumping process and find it to be insignificant in the experimental conditions. Calculations also indicate that power broadening is not significant.

The calculations do show, as expected, a dependence on the pump laser bandwidth. In Figure 8 we show the calculated results for the ASE bandwidth as a function of the dye laser bandwidth. (The bandwidth of the doubled pump beam is simply given by the product of the dye laser bandwidth and a factor of \(2^{1/2}\).) This calculation was made for the conditions of the 7 torr H\(_2\)/O\(_2\) flame. Notice that for a dye laser bandwidth greater than the two-photon Doppler width the ASE bandwidth becomes independent of this quantity.

![ASE Bandwidth](image)

**Fig. 8.** The dependence of the calculated ASE bandwidth on the bandwidth of the dye laser generating the pump beam.

**Conclusions**

We have measured the bandwidth of oxygen atom ASE at two temperatures in low pressure flame environments. Comparison of the measurements with calculations based on a relatively simple model agree in the case of the lower temperature H\(_2\)/O\(_2\) flame. However, there is roughly a factor of two disagreement between the measured and calculated bandwidth for the CH\(_4\)/O\(_2\) flame. This discrepancy is not understood at present. Our ongoing research is designed to resolve the difference in an effort to evaluate ASE signals as viable thermometric probes for reacting flows.
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