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In this paper we argue that the problem of decisions can only be discussed when the resources which contribute to the process of text generation are identified. We claim that declarative and procedural knowledge—while resources correspond to the former decisions to the latter—have to be clearly separated. After evaluating various text planning systems from this angle we outline what the consequences for the design of a text generation system are.
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Abstract

In this paper we argue that the problem of decisions can only be discussed when the resources which contribute to the process of text generation are identified. We claim that declarative and procedural knowledge - while resources correspond to the former and decisions to the latter - have to be clearly separated. After evaluating various text planning systems from this angle we outline what the consequences for the design of a text generation system are.

1 Introduction

In this paper, we argue that all the linguistic knowledge necessary to construct a text should be declaratively represented as resources available to a text planner.

Many systems which work on the level of sentence generation represent their resources in a declarative form. The grammar, for example, can be considered as a declarative resource. Further, semantic information used in sentence generation has often been represented declaratively in a knowledge base.

We want to extend this view for the generation of texts rather than sentences and therefore need to specify clearly for the process of text generation (and text planning, respectively) what defines resources and decisions.

We claim that without a proper declarativization of the resources used in text generation, it becomes difficult to distinguish decisions made by the system from constraints imposed by the resources of language. We define a decision to be a choice made by the system where the information provided by the resource is not sufficient to make one distinct choice. The resources must be clearly defined before appropriate decisions can be identified. Failure to do so runs the danger of requiring decisions when none are justifiable or appropriate.

In many current approaches to text planning systems, although some of the linguistic knowledge is represented explicitly, much of it is still implicitly encoded in the planner itself and gives rise to false and unnecessary decisions, which would not occur were this information to be explicitly represented outside the control knowledge of the planner. We believe this is wrong and that, before we can even discuss the decisions that take place in text generation, we have to strive to represent all linguistic information as resources, declaratively and separately from the control information. We also have to represent this information in a modular way, grouping together information responsible for the same phenomena. To take these design criteria into account is important for the same reasons raised in both general debates in computer science regarding issues of "declarativity vs procedural-, and more recent essential considerations of modularity, modifiability and generalization of knowledge.

What we therefore aim at is to draw a clear borderline between linguistic knowledge to be encoded declaratively and operational knowledge which controls the flow of communication in and between the modules. Getting the resource/decision distinction right means that:

- Modularity and transparency is enhanced. One can easily examine the resources available. Furthermore, when knowledge is implicitly encoded in the decisions made by a system, there is a danger in mixing various kinds of knowledge in one complex decision.
- Modifiability and extendability is increased: because of the modularity and declarativity, it is easy to make changes and extend the system.
- Generalizability is also increased: when knowledge is represented declaratively, it becomes easier to notice and represent generalizations.

Getting this distinction wrong almost guarantees unexpandable (and thus short lived) systems.

2 Resources and decisions

In generation, resources represent linguistic potential available to construct a text. This is, they contain all the knowledge necessary to produce the linguistic phenomena specifically needed for the generation of text. At the lexicogrammatical level, these resources include at least a grammar and a lexicon. At the text planning level, it is still unclear exactly what these resources are and which information they cover. Text types, theme
development, rhetorical relations, etc. are types of information that come to mind. Necessarily, none of the resources can be seen as independent of all of the others. Therefore, the interaction among resources and the way they influence each other is also part of the resources. All the resources comprise what is available to the text planner to generate a text. We should now strive to identify all the resources needed for the generation of text and represent them explicitly and in a modular way.

As the linguistic potential expressed in the resources might under-determine the solution space, there will be a set of alternatives for satisfying the initial specification as opposed to one solution. At this point, there is a need to decide on the alternative to be preferred. Decisions occur during this phase.

It is a weakness of many current approaches to text generation that the set of alternatives is not sufficiently restricted by the resources themselves, thus rendering an eventual decision more complex than need to be. We believe this is so because, in many cases, all the linguistic information has not been clearly identified and represented in an explicit and modular way. This is especially the case at the text organization level, where it is still rather vague as to what the resources and their interactions are and how one can represent them declaratively.

In recent computational linguistic work, there has already been a push towards representing linguistic knowledge at the level of the grammar and the lexicon in a declarative and modular way, separating different concerns, e.g. (Emelev et al., 1990; Emele et al., 1991). We are now arguing that we should also try to represent all the linguistic resources needed for the generation of text in a declarative way, thus also enhancing their modularity, modifiability, and generality.

3 Identification of information required throughout the text generation process

In the following we discuss the various types of information required in the text planning process. We describe how this information was represented in recent text planning systems and show how linguistic information was encoded both in procedural and declarative form. We then give a short outline of the subtasks in text generation which are to be supported by declarative knowledge sources.

3.1 Linguistic and control knowledge embodied in text planning systems

Different concerns have often been mixed together in text planning systems, resulting in more complex and opaque systems, as well as systems that eventually become harder to augment and maintain. Linguistic information and control knowledge in particular have often been mixed, and much of what is considered control knowledge should be more appropriately treated as part of the declarative resource representation as linguistic information. The decision process has thus been complicated by not representing separately, declaratively, and in a modular way all the linguistic information that needs to be available to the text planner.

There are indeed numerous examples of these phenomena, of which we only mention a few here:

- In systems such as TEXT (McKeown, 1985) or TAILOR (Paris, 1988), a rhetorical strategy is chosen by making a decision based on the communicative goal given to the text planner and the knowledge available in the knowledge base. A better solution is to express the set of potential communicative goals and the rhetorical strategies that can be used to achieve these goals as declarative resources available to the text planner. The interactions between domain knowledge, communicative goals and rhetorical strategies should be stated explicitly and in a modular way. What would previously have been represented as an extrinsic ‘decision’ then follows as an automatic consequence of the definition of the resources themselves. In TAILOR, an additional constraint is added: the user model; again, if the choice of strategy is consistent for a given type of user model, this linguistic information can be represented separately, instead of being a decision of the planner (Paris and Bateman, 1990).

- Focus handling: in many planners, focus rules are embedded in the code of the text planner. They are not represented as a linguistic resource available to the text planner.1

- Constraints on the style of text to be generated: in systems such as Pauline (Hovy, 1988a), planning and realization decisions are made on stylistic grounds by appealing to so-called Rhetorical Goals, which are distinguished from higher-level pragmatic (interpersonal and situational) concerns. While these Rhetorical Goals are an attempt both to modularize stylistic issues and to represent in declarative form the kinds of knowledge needed to generate pragmatically/stylistically appropriate text, Pauline did not go nearly far enough: the system’s calls to the Rhetorical Goals for guidance at decision points are all procedurally implemented and monitored.

- Selection heuristics based on previous discourse (Moore, 1989). To decide upon the specific plan to choose when several are available, some systems employ ‘selection heuristics’ that make a decision based on previous discourse, user model, or other pragmatic factors. These are embedded in the code. It would be more appropriate to represent them as additional resources to the text planner (Moore and Paris, 1991).

- In various approaches to text generation, a text is planned by posting a communicative goal and choosing a plan operator capable of achieving that goal — e.g., (Appelt, 1981; McKeown, 1985; Hovy.

1 An attempt to make focus handling more explicit and integrate text structure planning with a separate level of control for focus appears in (Hovy and McCoy, 1988).
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be made. These form the basis for identifying linguistic 
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3.2 Linguistic phenomena as indicators for 
necessary knowledge resources

To determine the various types of information necessary 
for the development of declarative linguistic resources it 
is also necessary to closely examine the phenomena to 
be dealt within the text generation process. By doing 
this we may gain additional indications which information 
types are possible candidates for representation as 
a knowledge source. Among these are:

- text structure and the order of textual units: 
The system has to provide resources containing a 
set of possible text structuring means together with 
the description of their conditions of use. This com-
ponent must also have a notion of how to order the 
elements of a text structure in order to increase ease 
of understanding.

- parataxis, hypotaxis and cohesion: 
Once the text structure is determined it still is un-
clear how the information is to be ordered with re-
spect to its syntactic structure. The system must 
contain a collection of motivations which indicate 
under which circumstances parataxis is to be pre-
ferred over hypotaxis etc. A similar problem also 
to be addressed by a resource is the determination 
of sentence boarders, i.e. the question of how much 
information is to be given in one single sentence.

- thematic progression and focus shift: 
Other resources have to describe a potential of pos-
ibilities how to construct a coherent sequence of 
sentences and how these are linked by thematic pro-
gression.

- lexical choice: 
The choice of adequate lexical items is another step 
in the process of text generation which has to be 
supported by distinct knowledge sources. These re-
sources not only are responsible for the selection of 
lexical items most adequate in the context given, 
they also have to be able to construct cohesive 
chains of lexemes.

- relevance of textual content: 
Other components have to deal with the determi-
nation of concepts relevant in a given situation. 
This component must also provide knowledge of how 
much information concerning a certain topic is to be 
selected.

Although it is not clear yet whether the generation 
of each of these phenomena corresponds to only one re-
source responsible for its treatment, it is obvious that 
each phenomenon should be defined with respect to the 
resources responsible.

Our main effort at this point should thus be to clearly 
identify and represent these resources. Only then can 
the issue of decision-making in generation be addressed.

In our own work, we believe that the breakdown of 
resources offered by systemic functional linguistics 
provides an appropriate framework to study and identify the 
linguistic resources needed at the text planning level, and 
we are investigating within this framework the resources 
necessary for planning a text.

4 Identifying the resources needed: a 
start

It has been shown that the organization of the lexico-
grammatical resources proposed within Systemic Func-
tional Linguistics (SFL) (Halliday, 1978) is not only compatible with the goals of modularity and declarativity, as we have described them, but is also a good candidate for achieving these goals (Bateman and Momma, 1991).

SFL offers one breakdown of resources that we believe is useful to start studying and organizing the knowledge sources available to a text planner: the meta-functional split. SFL distinguishes three types of meanings occurring in language: ideational, interpersonal and textual meaning. While ideational meaning represents the world as it is and how it is experienced, interpersonal meaning is concerned with information about the participants of the discourse and their social relations. The textual metafunction deals with the presentation of both ideational and interpersonal information as text.

The meta-functional split was used as motivation for the development of an architecture for text generation systems as described in (Matthiessen, 1987; Matthiessen and Bateman, 1991). Corresponding to the three metafunctions, three modules or so-called bases are distinguished. The ideation base captures the experiential knowledge, the interaction base copes with interpersonal meaning and the text base is responsible for the treatment of textual phenomena. These three modules form the basis for a possible architecture for text generation systems. It is not enough, though, and one needs to specify what goes into each module as well as their interactions.

The ideation base has already been studied extensively for the last few years. It has been incorporated into the text generation system PENMAN (Mann, 1983) as a linguistically motivated hierarchy of concepts — the Upper Model (Bateman et al., 1990; Bateman, 1990; Halliday and Matthiessen, in preparation) — which is augmented in specific applications by subordinating to it domain-specific knowledge — the Domain Model. The Upper Model is one of the resources which co-constrains the resources of the grammar according to ideational function.

The text base, that is, that area of the semantics that controls the textual resources of the grammar such as theme-rheme structures, the given-new distinction, etc., is still largely unstudied, although there has recently been a lot of research on discourse phenomena in text generation, as e.g. in (Dale, 1989) or (Lascarides and Asher, 1991). It is still rather vague as to what type of knowledge belongs in the text base and how it should be organized. And yet, it is necessary to clearly define these resources, especially for the development of a text planning system.

In order to define them, we can study information types from various angles, by identifying:

1. what information is necessary to control the lexicogrammatical resources of the generation system, as e.g. the grammar, the lexicon, etc.;
2. what is necessary to produce discourse.

The Upper Model, for example, was mainly derived by studying the ideation base from the first angle, i.e. from the point of view of sentence generation.

For the text base, some research has already been conducted taking the first viewpoint (Bateman and Matthiessen, to appear; Matthiessen and Bateman, 1991). In that work, Bateman and Matthiessen identified that the text base needs to include at least knowledge to control areas of the grammar such as conjunctions, thematicizations, and voice choice. From this they argue that the text base must include information such as rhetorical relations, potential topical shifts, and levels of textual statuses (newsworthiness, thematicity, etc).

Studying the text base from the other angle, we must, as mentioned above, examine carefully the text planners we currently have and identify the linguistic information that is embodied within them but not represented as resources. We believe a lot will be gained by this enterprise, and it will allow us, finally, to start discussing the issue of decision-making in text generation.

5 The representation of knowledge using constraint-based formalisms

It is obvious that various knowledge sources cannot be discussed in isolation. This can be observed from the phenomena as discussed above: most of the phenomena depend on each other. As mentioned above, interactions among knowledge resources are part of the information sources. Thus the linguistic resources are to be defined with respect to each other. One way to do this is to express these linguistic resources in terms of constraints. They entail a deduction mechanism by which a partial specification of any kind can be filled out to give a set of maximally information-filled specifications consistent with all resources. In other words, given these resources, there is a need to have a mechanism to utilize them, in order to obtain the set of alternatives that satisfy an initial specification for a text. This mechanism ensures that constraints on the resources and their interactions are satisfied.

This is obviously still not enough. There is also a need for some control mechanism to make sure the constraint propagation is performed in some orderly fashion (e.g. to make it more efficient, or psychologically motivated, etc.).

By choosing one uniform constraint-based formalism for the representation of knowledge sources needed for the generation of text we also get rid of the border between the textual and the sentence or rather the lexicogrammatical level. The result is one uniform architecture for the generation of text, instead of distinguishing - as done so far in the history of text generation - between text planning and sentence generation. Conflicts occurring between text and sentence planning are avoided since the resources of both levels no are able to constrain each other.

Additionally we gain an advantage common to constraint-based mechanisms, which is the neutrality of the formalism to a certain direction of processing. This means that grammars represented in this way can be employed both for parsing and analysis. Therefore, textual knowledge formulated in a constraint-based formalism is also valuable for text analysis.

Finally, this formalism cannot be considered as only a
means to represent knowledge; it can also be used as a methodology to develop linguistic components. By forcing the developer to state knowledge declaratively the possibility to mix control information with linguistic knowledge no longer exists.

6 Conclusions

Our current understanding of the text planning process is one of mutual activation and constraint of the resources available to a text planner. These resources should embody all the linguistic information necessary to produce a text as well as the interactions among various types of information. It is a weakness of many current approaches that the set of alternatives is not sufficiently restricted by the resources, because much of the linguistic knowledge still resides in the control knowledge. This overburdens the decision-making. Identifying the knowledge resources and their interactions should now become a primary concern. Only then when these have been identified and represented declaratively and in a modular way can we start discussing the decisions that must take place.
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