
AD-A269 536 n tn, e rs: t,.

o~II f f(l It CanIor :

NATURAL LANGUAGE PROCESSING
BY THE PENMAN PROJECT

AT USC/ISI

Eduard H. Hovy
USc/Information Sciences Institute

4676 Admiralty Way
Marina del Rev. (CA 90292

June 1993
ISIIRR-93-353

DTICSEL ECZT E

SEP2 11993

INFORMATION
SCIENCES

INSTITUTE310!822-15
-4676 Admirahv Vav/Marna del Rev.iCaltornw 90292-oo6.t

0I0 00 0 0



*0

6l 0

*l 0

NATURAL LANGUAGE PROCESSING
BY THE PENMAN PROJECT

AT USC/ISI
60

Eduard H. Hovy
USc/Information Sciences Institute

4676 Admiralty Way
Marina del Rey, CA 90292

June 1993 0
ISI/RR-93-353

\0

4 0

Acceslon For

DTIC TAB

Unannounced .
Justification.
By ....................... .

Distribution I

Availability Codes

-Avail and I or
Dist Special

S...93-21770

000 0 0 0 0 0



FORM APPROVED

REPORT DOCUMENTATION PAGE 0MB NO. o,4-0158

Public reporting burden for this collection of Information In eetlmated to average I hor Par resporne. Including the thme for reviewing Intructilonm. sarching exiting date
sources, gathen and maintaining the data needed, and completing and reviewing the collection of Informatlon. Send comments rejerding this burden eimated or any
other aspect o 9th collectlo of Information, Including sua tlngs for reducing this burden to ftshinglon Headquarters Services. Orectorate for Information Operations
and Reports. 1215 Jeffers1W Davis highway, Suits 124 ington.VA W0-4302, and to thes Office ot management and Budget. Paperwork Reduction Prooject0-0Wahntn DC 2050o3.

1. AGENCY USE ONLY (Leave blank) 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED

June 1993 Research Report
4. TITLE AND SUBTITLE S. FUNDING NUMBERS

Natural Language Processing By the Penman Project
MDA903-87-C-641

6. AUTHOR(S)

Eduard Hovy

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATON
REPORT NUMBER

USC INFORMATION SCIENCES INSTITUTE
4676 ADMIRALTY WAY RR-353
MARINA DEL REY, CA 90292-6695

9. SPONSORING/MONITORING AGENCY NAMES(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING

ARPA AGENCY REPORT NUMBER

3701 Fairfax Drive
Arlington, VA 22203

11. SUPPLEMENTARY NOTES

12A. DISTRIBUT1ON/AVAILABILITY STATEMENT 128. DISTRIBUTION CODE

UNCLASSIFIED/UNLIMITED

13. ABSTRACT (Maximum 200 words)

The Penman project at USC/ISI has been conducting rescarch in computational Natural Language Processing since 1978, mainly
in the area of language generation. This research includes work on single-sentence realization as well as multi-sentence text plan-
ning for descriptions and explanations. Over the past few years, the project's focus has broadened to include research on Machine
Translation, including parsing and the semi-automated coustruction of large semantic knowledge bases and lexicons of various
languages, as well as research on the automated planning of multimedia and multimodal communications in general. This paper
provides an overview of the different research directions.

14. SUBJECT TERUS IS. NUMBER OF PAGES

Natural Language Process, computational linguistics, Information Sciences Insti- 12
tute of USC, Penman, generation, parsing, text planning, computational studies of
discourse 16. PRICE CODE

17. SECURITY CLASSIFICTION 16. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF ABSTRACT

OF REPORT OF THIS PAGE OF ABSTRACT

UNCLASSIFIED UNCLASSIFIED UNCLASSIFIED UNLIMITED

NSN 7540-01-280-S500 Standard Form 298 (Rev. 2-89)
Prescribed by ANSI Sid. ZN3-18

298-102

SI Ill0II I I I ii i 0 - - . ... 0



GENERAL INSTRUCTIONS FOR COMPLETING SF 298

The Report Documentation Page (RDP) is used in announcing and cataloging reoprts. It is important
that this Information be consistent with the rest of the report, particularly the cover and title page. 4
Instructions for filling in each block of the form follow. It is important to stay within the lines to meet
optical scanning requirements.

Block 1. Agency Use Only (Leave blank). Block 12a. Distribution/Avallability Statement.

Block 2. Report Date. Full publication date Denotes public availability or limitations. Cite any

Including day, month,a nd year, if available (e.g. 1 availability to the public. Enter additional

.Must cite at least the year. limitations or special markings in all capitals (e.g.jan 88). Mutct tlatteya.NOFORN, REL, ITAR).

Block 3. Type of Report and Dates Covered. [

State whether report is interim, final, etc. If DOD - See DoDD 5230.24, "Distribution
applicable, enter inclusive report dates (e.g. 10 Statements on Technical
Jun 87 - 30 Jun 88). Documents."

Block 4. Title and Subtitle. A title is taken frr-- DOE - See authorities.
the part of the report that provides the mc NASA - See Handbook NHB 2200.2.
meaningful and complete information. Wt NTIS - Leave blank.
report is prepared in more than one volume,
repeat the primary title, add volume number, and Block 12b. Distribution Code.
include subtitle for the specific volume. On
classified documents enter the title classification DOD - Leave blank.
in parentheses. DOE - Enter DOE distribution categories

Block 5. Funding Numbers. To include contract from the Standard Distribution for
and grant numbers: may include program Unclassified Scientific and Technical
element numbers(s), project number(s), task Reports.
number(s), and work unit number(s). Use the NASA - Leave blank.
following labels: NTIS - Leave blank.

C - Contract PR - Project Block 13. Abstract. Include a brief (Maximum
G - Grant TA - Task 200 words) factual summary of the most

Element Accession No. significant information contained in the report.

Block 6. Author(s). Name(s) of person(s)
responsible for writing the report, performing Block 14. Subject Terms. Keywords or phrases
the research, or credited with the content of the identifying major subjects in the report.
report. If editor or compiler, this should follow
the name(s). Block 15. Number of Pages. Enter the total

Block 7. Performing Organization Name(s) and number of pages.
Address(es). Self-explanatory. Block 16. Price Code. Enter appropriate price

Block 8. Performing Organization Report code (NTIS only).
Number. Enter the unique alphanumeric report
number(s) assigned by the organization Blocks 17.-19. Security Classifications. Self-
performing the repor. explanatory. Enter U.S. Security Classification in

Block 9. Sponsoring/Monitoring Agency Names(s) accordance with U.S. Security Regulations (i.e.,
and Address(es). Self-explanatory UNCLASSIFIED). If form contins classified

information, stamp classification on the top andBlock 10. Sponsoring/Monitoring Agencybotmfthpae

Report Number. (If known) bottom of the page.

Block 11. Supplementary Notes. Enter Block 20. Limitation of Abstract. This block must
Information not included elsewhere such as: be completed to assign a limitation to the
Prepared in cooperation with...; Trans. of ...; To be abstract. Enter either UL (unlimited) or SAR (same
published in... When a report is revised, include as report). An entry in this block is necessary if
a statement whether the new report supersedes the abstract is to be limited. If blank, the abstract
or supplements the older report. is assumed to be unlimited.

Standard Form 298 Back (We.v. ;Fg

0



NATURAL LANGUAGE PROCESSING

BY THE PENMAN PROJECT

AT USC/ISI

Eduard H. Hovy

Information Sciences Institute
of the University of Southern California

4676 Admiralty Way
Marina del Rey, CA 90292-6695

U.S.A.
tel: 310-822-1511
fax: 310-823-6714

email: HOVY0ISI.EDU

Abstract

The Penmah project at USC/ISI has been conducting research in computational
Natural Language Processing since 1978, mainly in the area of language gen-
eration. This research includes work on single-sentence realization as well as
multi-sentence text planning for descriptions and explanations. Over the past few
years, the project's focus has broadened to include research on Machine Trans-
lation, including parsing and the semi-automated construction of large semantic
knowledge bases and lexicons of various languages, as well as research on the
automated planning of multimedia and multimodal communications in general.
This paper provides an overview of the different research directions.

1 Overview

Currently, Natural Language Processing (NLP) work in the Penman project at USC/ISI is
organized around five principal theoretical efforts within the general area of Machine Trans-
lation:

1. Natural language generation (single-sentence realization).

2. Discourse structure development (paragraph-length text planning).

3. Knowledge resource acquisition and management (semi-automated semantic knowledge
base construction and multilingual lexicon acquisition).

0 0 0 0 0 0 0 0 0
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4. Natural language understanding (single-sentence parsing).

5. Multimedia and multimodal communication (presentation planning and dynamic infor-
mation-to-medium allocation).

USC/ISI is a non-profit organization of about 200 people conducting research into various
aspects of Computer Science. The Penman project is part of the Intelligent Systems Division,
whose members are investigating a number of questions in the general area of Artificial
Intelligence (Al). Other projects in this division include:

"* Loom: Knowledge representation in the KL-ONE framework

"* SIMS: Single integrated access to numerous databases

"* EXPECT/EES: Explainable expert systems

"* SOAR: General architecture for intelligent reasoning

"* DRAMA: Software development environment management systems

"* Humanoid: Multimedia interface construction environment

2 Pangloss

The PANGLOSS Machine Translation (MT) project is a collaborative effort between USC/ISI,
the Center for Machine Translation (CMT) at Carnegie Mellon University, and the Computing
Research Laboratory (CRL) at New Mexico State University. Most of the current research
in the Penman project is directed by the needs and requirements of the PANGLOSS system.

PANGLOSS is a human-assisted MT system with the following features:

* Initial languages are Spanish to English. Japanese as input language is being added
starting mid-1993. Additional possible input and output languages are German and
Chinese.

9 The initial application domain is newspaper texts on financial Merger and Acquisition
transactions.

e Human assistance can occur (via a program called the Augmentor) during the trans-
lation. When a process module runs into trouble it calls the Augmentor and then
through various manipulations the user helps it, or acquires new information such as
lexical items.

* System development is phased, with increasing Automation (that is, the application
domain is kept constant and the output quality as well.) Initially, PANGLOSS was
principally a human aid, an editing tool with lexicons and dictionaries and word pro-
cessors. As more capabilities are added, the human operator does less, with the aim of
minimizing human intervention by the end of 1995.
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" The system uses an Interlingua as internal representation of the input text. Interlingua
terms are defined in an extensive taxonomy of approximately 50,000 concepts called
the Ontology. -

" For Spanish parsing, CRL's parser ULTRA and Spanish grammar [Farwell & Wilks 91]
are used. ULTRA's output contains a mixture of syntactic and semantic information,
following the theory of preference semantics. CRL is also responsible for the creation
of the Spanisb lexicon and the collection of other useful textual resources. ULTRA is
written in Quintus Prolog.

" For the semantic analysis of both Spanish and Japanese, and for the construction of
the Interlingua statement corresponding to the input, CMT is responsible. CMT is
also responsible for the system architecture, the operator interface (including the Aug-
mentor, WordPerfect and emacs text editing tools, etc.) [Frederking et al. 93], and for
the definition of the Interlingua notation. All the CMT software is written in CMU
Common Lisp.

" For generation, USC/ISI's Penman system (Penman 88, Matthiessen & Bateman 91] is
used in tandem with its sentence planning software. The Penman system follows the
theory of Systemic Functional Linguistics [Halliday 85]. USC/ISI is also responsible for
the creation of the English lexicon and the creation of the concept Ontology, as well as
fur the development of the Japanese parser. All the software is written in Lisp.

3 Single-Sentence Natural Language Generation (Penman)

PENMAN is a natural language sentence generation program developed at USC/ISI since
1982. It provides computational technology for generating English sentences, starting with
input specifications of a non-linguistic kind. The culmination of a continuous research effort
since 1978, Penman embodies one of the most comprehensive computational generators of
English sentences in the world.

Three research goals underlie Penman: to provide a framework in which to conduct
investigations into the nature of language, to provide a useful and theoretically motivated
computational resource for other research and development groups and the computational
community at large, and eventually to provide a text generation system that can be used
routinely by computer system developers.

Penman consists of a number of components. Nigel, the English grammar, is the heart
of the system. Based on the theory of Systemic Functional Linguistics (a theory of language
and communication developed by Halliday and others [Halliday 85, Halliday 73, Halliday 66],
and used in various other Al applications, such as in SHRDLU [Winograd 72]), Nigel is a
network of over 700 nodes called systems, each node representing a single minimal grammat-
ical alternation. In order to generate a sentence, Penman traverses the network guided by
its inputs and default settings. At each system node, Penman selects a feature until it has
assembled enough features to fully specify a sentence. After constructing a syntax tree and
choosing words to satisfy the features selected, Penman then generates the English sentence.

3
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The Nigel grammar is described in, among others, [Mann & Matthiessen 83, Matthiessen 84]. 9
In order for grammarians to use or extend Nigel, they need simply load it on a computer;
Nigel's window interface is tailored to support research on grammar construction and control. 4'

Besides Nigel, Penman also contains a number of information resources, such as a lexicon
of 50,000+ English words (containing word definitions, inflectional forms, etc.) and the Pen-
man Upper Model, a very general taxonomic model of the world (Bateman et al. 89]. This
taxonomy acts to link the terms in a user's application domain to the terms used within
Penman. It is based on the distinctions made in English - for example, since objects are
treated differently in English than actions, actions and objects are placed in different classes
in the model - and is represented as a generalization hierarchy with property inheritance. In
order to use Penman, a user must define a lexicon of domain-specific words and also provide a
model of domain-specific entities which is then linked to the Upper Model. Penman includes
a lexical acquisition tool, LAPITUP, that allows a person with relatively little training to
create lexical items for Penman's use. The structure of Penman is described in detail in
[Mann 82, Matthiessen & Bateman 91]. Its use is described in the Penman documentation
[Penman 88].

Penman is designed to be used effectively by people with various degrees of linguistic and
computational sophistication. Depending on their interests, different people will use different
parts of it, feed it different types of inputs, and expect different types of outputs. A systemic
linguist would interact mainly with Nigel, controlling selections within systems, and studying
the resulting output feature collections and realizations. A computational linguist would 0 *
interact with the whole system, providing semantic specifications of the sentences desired
after having built a lexicon and a model of the domain of discourse. A computer scientist
would use Penman purely as an output module to convert the output of some program into
English, and after defining a lexicon and domain model, would use as many of Penman's
internal input building functions as possible.

At USC/ISI, Penman is currently being used primarily as the output generator of the
PANGLOSS project.

The Penman sentence generator is written in Common Lisp and currently operates on
Sun SPARCStations, Sun 4s, TI Explorer and Symbolics Lisp machines, and Macintosh-
II computers (with 8 mb or more memory). Penman has been distributed to over 90 sites 0
worldwide, and has been used for graduate-level instructional purposes at various universities,
as well as forming part of several Ph.D. dissertation efforts. On the Mac, the full system
occupies about 7.5 megabytes and generates a two-clause sentence in about 20 seconds; on a
TI Explorer, it generates the same sentence in under 2 seconds. For further information on
Penman please contact the author.

4 Discourse Structure Development (Text Planning)

Over the last several years, members of the project have been investigating the internal
structure of discourse and the computational planning and generation of coherent multisen-
tential paragraphs. A theory of the interclausal relationships that govern discourse structure,

4
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called Rhetorical Structure Theory (RST) [Mann & Thompson 85, Mann & Thompson 88a, 4
Matthiessen & Thompson 88], was developed after extensive analysis of hundreds of texts of
various genres. The analysis concluded that English text is coherent by virtue of so-called
rhetorical relations that hold between clauses and blocks of clauses, and identified about 25
basic relations for English. These relations, such as SEQUENCE, PURPOSE, and ELABORA-

TION are usually identified by key words or phrases (such as "then", "in order to", and "e.g.",
respectively).

In order to plan multisentence paragraphs by computer, one requires both a sound the-
ory of text organization and an algorithm that can make efficient use of it. The theory is
provided by RST; the algorithm by an adaptation of the top-down hierarchical expansion
planning system NOAH (see [Sacerdoti 75]). A series of text structure planners have been
developed by members of the Penman project and visitors to plan coherent paragraphs which
achieve communicative goals of affecting the hearer's knowledge in some way. The planners
operate in conjunction with some application program (such as a database access system or
expert system) and employ Penman to generate the individual sentences. From the appli-
cation program, the planners accept one or more communicative goals, as well as in some
cases a set of clause-sized input entities that represent the material to be generated. Using
operationalized RST relations and other text plans, they construct a tree that embodies the
paragraph structure, in which nonterminal nodes are RST relations and terminal nodes con-
tain the material to be communicated. This text planning process was initially developed I
in [Hovy 88, Hovy 90a), and has been greatly extended by several other projects, both at
USC/ISI and elsewhere. A general overview of this work appears in [Hovy 93].

One major extension involves the number of interclausal discourse structure relations. In
one study, the author collected and taxonomized over 300 relations from a variety of sources;
this collection was then further elaborated and reorganized. For a fairly extensive description I
see [Hovy & Maier 93].

A second extension performed at USC/ISI is the automated planning of certain types of
text formatting. In [Hovy & Arens 91], the communicative semantics of certain text format-
ting devices (such as enumerated lists, itemizations, footnotes, appendices, etc.) is described
in terms of RST relations, and the automated planning of formatted paragraphs of text is
illustrated.

In separate work, members of the EES/EXPECT project at USC/ISI built the EES text
planner along the same lines as the ini-! Penman text 3tructlirer, incorporating a greatly ex-
panded text plan library using a notation oriented toward intentionality [Moore & Swartout 88,
Paris 90, Moore 89, Moore & Paris 89]. This planner's text plan contains the intentional, at- 0
tentional, and rhetorical structures of the explanations it generates for EES expert systems.
By recording the goal structure of the text being produced, the rhetorical strategies employed,
and any assumptions made about the user's goals and knowledge, the EES planner is able
to reason about previous responses in order to interpret a user's follow-up questions in the
ongoing conversation and determine how to clarify a response when necessary. Furthermore, 0
by having multiple explanation strategies, the system is able to select the one that is most

appropriate for a specific user, and to choose an alternate strategy to recover from failure.

In later work, a new text planner that combines some of the ideas of the Penman and the

4 5 0
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EES planners has been developed, primarily by a visiting graduate students from Germany,

Elisabeth Maier. This planner is described in [Hovy et al. 92, Maier 93]. Although none of
the text planners are relevant to the PANGLOSS system, certain aspects of text planning,

including the determination of sentence length, clause aggregation to remove redundancies,

and some types of lexical choice, are. These text planning tasks are being incorporated into
the PANGLOSS Sentence Planner, which converts the PANGLOSS internal interlingual notation

into the Penman input format.

5 Knowledge Resource Acquisition and Management

This research direction addresses the need for acquiring large semantic and lexical knowledge

resources, both for Penman-specific work and to support the sharing of knowledge across
PANGLOSS modules at other sites. Since PANGLOSS uses an Interlingua, which by definition
is language-neutral, an obvious candidate for shared knowledge is the definitional framework
of the Interlingua symbols. This is the point of least representational difference (lexical,

syntactic, etc.) between parsers, analyzers, and generator.

The PANGLOSS Ontology is a taxonomy of approximately 50,000 symbols that repre-

sent the semantic meanings conveyed in translations. The Ontology is being constructed at

USC/ISI by Dr. Kevin Knight, by extracting knowledge from a variety of sources. It is rep-
resented in Loom, FrameKit, and Prolog, and is distributed with appropriate access routines *
to the other PANGLOSS sites.

The topmost levels of the Ontology, which we call the Ontology Base (OB), consist of

approx. 400 terms. The OB contains nodes that represent generalized distinctions required
for the processing of the parsers, analyzers, and generator. While the idiosyncratic processing

requirements of each lexeme are stored either in a lexicon (for morphological and syntactic
information) or in the Ontology body (for semantic information), general semantic and syn-
tactic patterns are captured as nodes in the OB. The OB is a merge of the Penman Upper

Model (based on Systemic-Functional Linguistics), the top-level ONTOS ontology (a seman-
tic network; see [Nirenburg & Defrise 92]), and, for nouns, the LDOCE semantic categories.

It maintains the distinctions present in the Upper Model so that all subordinated Ontology
terms can be properly generated in English; it maintains the LDOCE categories so that UL-

TRA can make the necessary distinctions when parsing nouns; and it maintains the ONTOS
distinctions so that semantic analysis can proceed properly. The function of the Ontology
Base and its relation with the Interlingua are described in [Hovy & Nirenburg 92].

The primary two snurces for the Ontology body are the Longman Dictionary of Con-

temporary English (LDOCE) [LDOCE 78] and the semantic database WordNet [Miller 85].
LDOCE senses are tagged with useful syntactic, semantic, and pragmatic information that
can be extracted automatically. However, since LDOCE senses are not grouped by synonymy
and are not arranged in a deep hierarchy, the taxonomization -f WordNet served as an initial
basis of construction. To construct the main body of the Ontology, work was performed

to automatically merge LDOCE and WordNet by discovering pairs of corresponding senses

[Knight 93].
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In addition to housing the symbols to represent semantic meaning, the Ontology contains
pointers from each symbol to appropriate lexical items in various languages. The Penman lex-
icon currently contains about 7'1,000 spelling forms (corresponding to approx. 70,000 words).
Though lexicons of similar size of Japanese, Chinese, and Spanish have been acquired, their
items have at the time of writing not yet been formatted in the generic lexicon form or linked
to the Ontology.

6 Natural Languag- Understanding (Parsing)

Early research in parsing in the Penman project involved the construction of a prototype
parser to use the Nigel grammar, enabling its bidirectional use for both language generation
and underst', ling. Based on a widely used unification-based parsing system developed at
SRI (PATR-II [Shieber 84]), the prototype parser used a form of Nigel, rewritten in the
notation of Functional Unification Grammar (FUG) [Kay 85], to accommodate a fuller range
of grammatical descriptions, including descriptions containing disjunctive and conditional
information (see [Kasper 88a, Kasper 88b]).

The prototype parser operated using methods of unification, which is why it required the
rewritten form of the grammar in FUG. However, recent advances in the theory of representa-
tion languages make possible the representation of the grammar in Loom instead of in FUG.
This approach enables a new integrated treatment of syntax and semantics, using Loom's 0
subsumptive classifier instead of the unifier. The method, which is currently being imple-
mented, is a novel parsing technique and holds great promise: not only is the parsing process
likely to be much simpler than traditional parsing (in which syntactic and semantic parsing
proceed under different mechanisms and have to be linked explicitly), but it also makes use of
the functionally oriented Systemic grammar Nigel, which is one of the larger computational
grammars of English, and because of the flexibility of its system network notation is rather
amenable to the parsing of semantic, thematic, and other information.

Once work was completed at USC/ISI to incorporate the ability to perform inference over
disjunctions in Loom, syntactic and semantic knowledge could be represented in the same
knowledge representation system, and parsing could be performed with respect to them both
simultaneously. The prototype parser accesses semantic and syntactic information as soon
as it is relevant in a straightiorward and direct fashion using a single mechanism, the Loom
classifier, for its primary inferencing operation. The potential benefits of an integrated, single-
operation parsing approach are manifest: simplification of process, reduction of processing
overhead, and facilitation of representation of dependencies between syntax and semantics.

In a completely separate development, plans are underway for the construction of a
Japanese parser at USC/ISI for use in the PANGLOSS project. The construction of this
parser will employ statistical techniques to ensure robustness and wide coverage of the ap-
plication domains as well as symbolic techniques to ensure the depth of the parsed results.
This work is scheduled to begin in late 1993.

0 0 0 0 0 0 0 0 0 7
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7 Multimedia And Multimodal Communication

Although no active funding or formal project has existed yet, membeis of the Penman project
have for several years performed some research on several core issues in automated multimedia
presentation planning. Usually, the work involved one or more graduate students who visited
USC/ISI to complete their Master's theses.

One of the core issues involves the generalization of techniques for the automated planning
of texts to apply also to multimedia presentations. A second area addresses the central
question of information-to-medium allocation: which information should be apportioned to
which display medium? In an ongoing study, characteristics of information, media, and
modalities are being analyzed and a dynamic allocation algorithm is being developed. Some
overall theoretical ideas are summarized in [Arens et al. 93a, Hovy & Arens 901 and one of
the prototype systems constructed is described in [Arens et al. 93b].

8 Other Interests

In addition to the work described above, ISI researchers, in some cases in collaboration with
other researchers, have pursued or plan to pursue work on the following questions:

" Register-Controlled Generation of Variations: The definition and use of register 0
in order to determine the selection and organization of material, constituent head, and
lexical entity, in order to tailor the generated text to the level of sophistication of the
reader. Drs. John Bateman and C~cile Paris from USC/ISI. See [Bateman & Paris 89a,
Bateman & Paris 89b].

" Semantic Information Retrieval: The use of the Ontology as an overarching index
structure under which to index a library of texts and pictures, enabling the multilingual
access of appropriate objects through the use of the lexicons attached to the Ontology.
Drs. Eduard Hovy and Kevin Knight from USC/ISI, in collaboration with Dr. Hatte
Blejer from SRA Corporation, Washington, DC.

"* Speech Generation: The addition into the grammar of features to control the real-
ization of intonational contours in order to achieve desired communicative effects. Dr.
John Bateman with Prof. Bea Oshika from the Portland State University, OR.

9 Collaborations

In order to promote increased development of various computational aspects of Systemic
Linguistics, the project partakes in a multinational collaboration, in which various partners
have different focuses of research, but which are all oriented around some aspect of Penman.
All work is shared among all the partners and periodic updates ensure that everyone uses
the same basic mechanisms in their investigations. This collaboration started in September
1989. The partners are:

8



"* The Penman project at USC/ISI, Marina del Rey, USA. Roughly speaking, USC/ISI
acts as a clearing-house for the computational implementation and distribution of Pen-
man and other software, while supporting various aspects of research. Contact persons:

Dr. Eduard Hovy, Dr. Kevin Knight
email: HOVYOISI.EDU, KNIGHTOISJ.EDU

"* Members of the Linguistics Department of the University of Sydney, Australia. The
Linguistics Department group in Sydney pursues fundamental work on grammar devel-
opment, Japanese and Chinese grammars for Penman, and parsing. Contact person:

Prof. Christian Matthiessen
email: XIAN©QBRUTUS.EE.SU.OZ.AU

"• The KOMET project at IPSI, Darmstadt, Germany. IPSI supports research on gener-
ation of German, a German Upper Model, text planning, and lexical choice. Contact
person:

Dr. John Bateman
email: BATEMAN ODARMSTADT.GMD.DE

10 Natural Language Researchers and Publications

At the time of writing, the Penman project consists of Drs. John Bateman (part-time),
Eduard Hovy (project leader), Kevin Knight, and Mr. Richard Whitney. It has three open
positions. In addition, several visitors are usually working at USC/ISI at any point.

Other projects with associated research include the EES/EXPECT project (Dr. Ctcile
Paris and Mr. Vibhu Mittal), the SIMS project (Dr. Yigal Arens), the IDOC project (Dr.
Lewis Johnson), and the Division Director, Dr. William Swartout.

A number of people have worked as project members or consultants in the past; the
list includes Drs. Ken Church, Susanna Cumming, Cecilia Ford, Peter Fries, Michael Hall-
iday, Robert Kasper, Christian Matthiessen, Johanna Moore, Norman Sondheimer, Sandra
Thompson; Ms. Lynn Poulton; and Messrs. Robert Albano, Thomas Galloway, and Mick
O'Donnell. In addition, for many years the Penman project has benefitted from the work of
visiting researchers too numerous to list.

The group embodies a combination of Computer Science and Linguistics (in earlier years
the proportion was about 70% Computer Science and 30% Linguistics). We maintain ac-
tive interaction with linguists who serve as consultants, primarily in the areas of discourse,
grammar, lexical knowledge and speech processing. We also maintain contact with academic
departments of several universities in the U.S. and abroad, and regularly employ graduate
students from USC, UCLA, and other institutions.

The group has an active publication record; a list of technical reports can be sent on
request to Ms. Kary Lau (email: KARYOISI.EDU).

9
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11 Conclusion

The Penman project is always in search of new opportunities for growth and new collab-
orations. The group has hosted a number of shorter-term visitors and Fulbright scholars,
and attempts to foster an open, friendly, and positive research environment. For further
information, please contact the author.
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