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Summary

The Box-Cox transformation procedure has been used extensively in data analysis, for example in regression, where the response variable is subjected to a suitable power transformation so that the standard normal-theory linear regression models can be fitted to the transformed values. In this paper, distribution theory is developed for a family of EDF statistics, including the Anderson-Darling statistic $A^2$ and the Cramér-von Mises statistic $W^2$, so that these statistics can be used to test for normality in the linear model after applying the Box-Cox transformation. A table of asymptotic critical points is given for $A^2$ and $W^2$, and numerical examples are given to illustrate the use of the table.
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1 Introduction

The Box-Cox transformation procedure has been used extensively in regression analysis, in which the response variable is subjected to a suitable power transformation so that the standard normal-theory linear regression model can be fitted to the transformed responses.

Let \( Y_1, \ldots, Y_n \) be positive independent random variables denoting responses to variables \( X \). For a real number \( \lambda \), the Box-Cox power transformation family is

\[
Y_i(\lambda) = \begin{cases} 
(Y_i^\lambda - 1)/\lambda & \text{if } \lambda \neq 0, \\
\log Y_i & \text{if } \lambda = 0.
\end{cases}
\]

(1.1)

The Box-Cox transformation is used to find a suitable \( \lambda \) so that, after transformation, the following linear model is approximately applicable,

\[
Y(\lambda) \approx X\beta + \sigma \varepsilon,
\]

(1.2)

where \( X = (x_{ij}) \) is a known \( n \times p \) matrix of constants, \( \beta = (\beta_1, \ldots, \beta_p)^t \) are unknown regression parameters (a column vector), \( \sigma \) is an unknown positive constant, \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)^t \) are independent and identically distributed standard normal random variables, and \( Y(\lambda) = (Y_1(\lambda), \ldots, Y_n(\lambda))^t \); superscript \( t \) denotes transpose.

An important part of this model is the assumption that the \( \varepsilon_i \) are i. i. d. \( N(0,1) \), and in this paper we propose tests for this assumption. The tests will be based on the empirical distribution function (EDF) of the estimated residuals, and we give tables for the Cramér-von Mises statistic \( W^2 \) and the Anderson-Darling statistic \( A^2 \).

We begin by making two important comments. Firstly, a test for normality after regression, without the Box-Cox transformation, and using the estimated residuals, is known to be the same asymptotically as a one-sample test for which the mean and variance must be estimated; see Stephens (1986, Section 4.8.5) for the procedure. Here the situation is different, essentially because \( \lambda \) must also be estimated, and one might expect that the tables of percentage points for the test will depend, even asymptotically, on the true values of the various parameters. However, we show that the problem can be reduced so that, in most practical circumstances,
the tables depend on only one new parameter \( g \), to be given in Section 2; \( g \) is a function of the estimated regression parameters and of \( \hat{\sigma} \), the estimate of \( \sigma \).

Secondly, we observe that in model (1.2), the parameters are usually estimated as though there were no restraint on the \( Y(\lambda) \). However, (1.2) cannot be precisely correct except when \( \lambda = 0 \), since the right hand side can take on any value, but the left hand side must be greater than \(-1/\lambda\). In practice, this restriction will make very little difference to the algebra of fitting model (1.2); we discuss this issue in Section 2.

Nevertheless, for the purpose of developing a sound theory for the tests of fit, it is necessary to use the correct density and distribution of \( Y_i, i = 1, 2, \ldots, n \). The density is the following truncated normal distribution (see, for example, Poirier, 1978)

\[
f(y_i; \lambda, \mu_i, \sigma^2) = \begin{cases} 
\sigma^{-1} \phi \left[ (y_i^\lambda - 1)/\lambda - \mu_i \right]/\sigma \right] y_i^{\lambda-1}/\Phi(\delta_i), & \text{if } \lambda > 0, \\
\sigma^{-1} \phi \left[ (\log y_i - \mu_i)/\sigma \right] y_i^{\lambda-1}, & \text{if } \lambda = 0, \\
\sigma^{-1} \phi \left[ (y_i^\lambda - 1)/\lambda - \mu_i \right]/\sigma \right] y_i^{\lambda-1}/\Phi(-\delta_i), & \text{if } \lambda < 0.
\end{cases}
\]  

(1.3)

In (1.3), \( y_i > 0 \); in addition, \( \phi(\cdot) \) and \( \Phi(\cdot) \) are the density and distribution function of a standard normal random variable, \( \mu_i = x_i^\lambda \beta \), with \( x_i^\lambda \) denoting the \( i^{th} \) row of \( X \), and \( \delta_i = (\mu_i + 1/\lambda)/\sigma \). Note that in model (1.3) \( E(Y_i) \neq \mu_i \), so that model (1.3) is a non-linear model in \( \beta \).

The plan of this paper is the following. Section 2 discusses parameter estimation in model (1.3) and presents a family of EDF statistics for testing the fit of the model. In particular, we consider the effect of estimating \( \lambda \), and introduce the parameter \( g \) which is the argument of the tables used with the tests. Section 3 illustrates the use of the EDF tests with real data. Section 4 contains the theory for the EDF tests introduced in section 2, and in Section 5 the accuracy of the tests is examined. Technical details are given in an Appendix.
2 Parameter Estimation and EDF Tests of Fit

2.1 Parameter Estimation

We first introduce \( \nu \) for \( \sigma^2 \) and then use maximum likelihood to estimate parameters \( \lambda \), \( \beta \) and \( \nu \). Denote by \( L \) the log-likelihood function of a random sample \( Y_1, \ldots, Y_n \) based on model (1.3); then except for a constant,

\[
L = \begin{cases} 
- \frac{n}{2} \log \nu - (2\nu)^{-1} \sum_{i=1}^{n} \frac{(y_i - 1)^2}{\lambda - \mu_i} & \text{if } \lambda > 0, \\
+ (\lambda - 1) \sum_{i=1}^{n} \log y_i - \sum_{i=1}^{n} \log \phi(\delta_i), & \text{if } \lambda = 0, \\
- \frac{n}{2} \log \nu - (2\nu)^{-1} \sum_{i=1}^{n} \{ \log y_i - \mu_i \}^2 & \text{if } \lambda < 0. 
\end{cases}
\]

(2.1)

Because \( Y_i(\lambda) \) defined by (1.1) is differentiable with respect to \( \lambda \), \( L \) is differentiable with respect to \( \lambda \), \( \beta \) and \( \nu \). Thus, for \( \lambda > 0 \) the likelihood equations are

\[
\frac{\partial L}{\partial \beta_k} = \nu^{-1} \sum_{i=1}^{n} [(y_i^\lambda - 1)/\lambda - \mu_i] x_{ik} - \sum_{i=1}^{n} [\phi(\delta_i)/\Phi(\delta_i)] [x_{ik}/\sqrt{\nu}] = 0, \quad k = 1, \ldots, p
\]

(2.2)

\[
\frac{\partial L}{\partial \nu} = -n/(2\nu) + (2\nu^2)^{-1} \sum_{i=1}^{n} [(y_i^\lambda - 1)/\lambda - \mu_i]^2 + \sum_{i=1}^{n} [\phi(\delta_i)/\Phi(\delta_i)] [\delta_i/(2\nu)] = 0,
\]

(2.3)

\[
\frac{\partial L}{\partial \lambda} = -(\lambda^2 \nu)^{-1} \sum_{i=1}^{n} [(y_i^\lambda - 1)/\lambda - \mu_i] (\lambda y_i^\lambda \log y_i - y^\lambda + 1)
\]

\[
+ \sum_{i=1}^{n} [\phi(\delta_i)/\Phi(\delta_i)] [1/(\lambda \nu)] + \sum_{i=1}^{n} \log y_i = 0.
\]

(2.4)

Similar likelihood equations can be found for \( \lambda < 0 \) and \( \lambda = 0 \).

It does not seem possible to find closed-form maximum likelihood estimators for \( \beta \), \( \nu \) and \( \lambda \) from the likelihood function directly, or from the likelihood equations. Therefore, iterative numerical methods are necessary.

The usual Box-Cox approach to parameter estimation gives a log-likelihood function which is related to \( L \) above. We denote by \( l_{BC} \) the log-likelihood function of model (1.2) discussed
by Box and Cox (1964). Then, except for a constant,

$$l_{BC} = -\left(\frac{n}{2}\right) \log \nu - (2\nu)^{-1} \sum_{i=1}^{n} \left\{ (y_i^\lambda - 1)/\lambda - \mu_i \right\}^2 + (\lambda - 1) \sum_{i=1}^{n} \log y_i.$$  

(2.5)

The Box-Cox method maximizes $l_{BC}$ over $\beta$ and $\nu$ with $\lambda$ kept fixed; the result is a function of $\lambda$ alone that is given by

$$l_{BC}(\lambda) = -\left(\frac{n}{2}\right) \log \tilde{\nu}_{BC}(\lambda) - (n/2) + (\lambda - 1) \sum_{i=1}^{n} \log y_i,$$  

(2.6)

where $n\tilde{\nu}_{BC}(\lambda) = Y(\lambda)'(I - X(X'X)^{-1}X')Y(\lambda)$ is the residual sum of squares from regressing $Y(\lambda)$ on $X$. The final value $\lambda$ of $\lambda$ for subsequent analysis is determined by maximizing $l_{BC}(\lambda)$ over $\lambda$, and the estimates for $\beta$ and $\nu$ are then given by

$$\tilde{\beta} = (X'X)^{-1}X'Y(\tilde{\lambda}),$$  

(2.7)

$$\tilde{\nu} = \frac{1}{n} Y(\tilde{\lambda})(I - X(X'X)^{-1}X')Y(\tilde{\lambda}).$$  

(2.8)

Note that the residual sum of squares is usually divided by $n - p$ to obtain an estimate of $\nu$, where $p$ is the number of regression parameters. The examples given in the next section will follow this convention.

It is useful to compare the results obtained by using $l_{BC}$ rather than $L$ to estimate the parameters. It can be seen by comparing (2.5) to (2.1) that $l_{BC} \approx L$ if $-\sum_{i=1}^{n} \log \Phi(\delta_i) \approx 0$, if $\lambda > 0$, or $-\sum_{i=1}^{n} \log \Phi(-\delta_i) \approx 0$, if $\lambda < 0$. This happens if (1) $\lambda$ is close to zero, or (2) $\mu_i$'s (or $-\mu_i$'s) are large, or (3) $\nu$ is small. In practice, one or more of these conditions often holds. Consider, for example, the case $\lambda > 0$. Suppose $\delta^+_n = \min_{1 \leq i \leq n} \{\delta_i\}$; if $\delta^+_n > \Phi^{-1}(e^{-c/n})$ for a positive constant $c$, then

$$-\sum_{i=1}^{n} \log \Phi(\delta_i) \leq -n \log \Phi(\delta^+_n) < c.$$  

For example, suppose $c = 0.01$ and $n = 50$; then $\Phi^{-1}(e^{-0.01/50}) = 3.54$. Thus, if the minimum $\delta_i = \min(\mu_i + 1/\lambda)/\sigma$ has a value 3.54, then truncating the left tail as in (1.3) cuts off less than 0.01 from the log-likelihood. A similar result holds for the case when $\lambda < 0$. It often happens that $-\sum_{i=1}^{n} \log \phi(\delta_i)$ (or, for $\lambda < 0$, $-\sum_{i=1}^{n} \log \phi(-\delta_i)$) is small, so that $l_{BC} \approx L$, and then use of $l_{BC}$ to estimate parameters from a given set of data will yield almost the same results as use of the likelihood $L$. 
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2.2 EDF Tests of Fit

To test for goodness-of-fit when fitting model (1.3) to data, we use the well-known Cramérvon Mises family of EDF statistics. For the present case, let \( \gamma = (\lambda, \beta', \nu)' \) and let \( \hat{\gamma} = (\hat{\lambda}, \hat{\beta}', \hat{\nu})' \) be the maximum likelihood estimate for \( \gamma \). The cumulative distribution function for \( Y_i \) in model (1.3) is given by

\[
F_i(y_i; \gamma) = \begin{cases} 
\Phi(\frac{y_i - \mu_i}{\nu}), & \text{if } \lambda > 0, \\
\Phi(\frac{\log y_i - \mu_i}{\sqrt{\nu}}), & \text{if } \lambda = 0, \\
\Phi(\frac{y_i}{\sqrt{\nu}}), & \text{if } \lambda < 0,
\end{cases}
\] (2.9)

where \( \mu_i = x_i'\beta, \delta_i = (\mu_i + 1/\lambda)/\sqrt{\nu}, y_i = ((y_i - 1)/\lambda - \mu_i)/\sqrt{\nu} \). Now for each \( i \), let \( u_i = F_i(y_i; \hat{\gamma}) \) and let the empirical distribution function of the \( u_i \)'s be

\[
\hat{F}_n(t) = \frac{1}{n} \sum_{i=1}^{n} 1[u_i \leq t], \quad (0 \leq t \leq 1),
\] (2.10)

where \( 1[A] = 1 \) if \( A \) is true, otherwise, \( 1[A] = 0 \). The EDF statistics are based on the discrepancies between \( \hat{F}_n(t) \) and \( F(t) \equiv t \quad (0 \leq t \leq 1) \), namely,

\[
Q_n = n \int_0^1 (\hat{F}_n(t) - t)^2 \psi(t) dt,
\] (2.11)

where \( \psi(t) > 0 \) is a suitable known weight function. As special cases, the Cramérvon Mises statistic \( W^2 \) is obtained when \( \psi(t) \equiv 1 \), and the Anderson-Darling statistic \( A^2 \) is obtained when \( \psi(t) = \{t(1-t)\}^{-1} \). Let \( v_1 < v_2 < \cdots < v_n \) be the order statistics of the \( u_i \). Statistics \( W^2 \) and \( A^2 \) are then given by

\[
W^2 = \sum_{i=1}^{n} \left\{ v_i - \frac{2i - 1}{2n} \right\}^2 + \frac{1}{12n},
\] (2.12)

\[
A^2 = -n - \frac{1}{n} \sum_{i=1}^{n} ((2i - 1) \log v_i + (2n + 1 - i) \log(1 - v_i)).
\] (2.13)

2.3 The Goodness-of-Fit Test Procedure

Suppose that the model matrix \( X \) is of the form \( X = (1_n, V) \) where \( 1_n \) is an \( n \) by 1 vector of 1's. Center matrix \( V \) into \( U \) by subtracting from each column the mean of that column. Let \( u_i \) denote the \( i^{th} \) row of \( U \). Denote the regression parameters \( \beta \) by \( \beta = (\beta_1, \ldots, \beta_p)' = (\beta_1, \theta')' \),
where \( \theta^i = (\beta_2, \beta_3, \ldots, \beta_p) \); then when no covariates are involved, \( \beta = \beta_1 = \mu \), say, where \( \mu \) is the grand mean.

To perform a goodness-of-fit test of \( H_0: \) model (1.3) fits the data, the following steps are taken:

(a) Find \( \hat{\lambda}, \hat{\beta} \) and \( \hat{\nu} \) as described above,

(b) Compute \( v_i = F_i(y_i; \hat{\gamma}) \) according to (2.9) with the true parameters replaced by their estimates. In practice, the use of \( v_i = \Phi(\tilde{y}_i) \), where \( \tilde{y}_i = (y_i - 1)/\hat{\lambda} )/\hat{\sigma} \) or \( \hat{\nu} = (\tilde{y}_i - \tilde{\mu})/\hat{\sigma} \) will almost always give the same test result.

(c) Put the \( v_i \) in ascending order, and calculate \( W^2 \) or \( A^2 \) according to (2.12) or (2.13), respectively,

(d) Find \( \eta_i = u_i^T \hat{\theta}/\sqrt{\hat{\nu}} \), and obtain a quantity \( g \) defined by

\[
g = 6 + \frac{1}{n} \sum_{i=1}^{n} \left\{ \eta_i^2 + \eta_i^4 \right\} - \left( \frac{1}{n} \sum_{i=1}^{n} \eta_i^2 \right)^2 - a_n \left( \frac{1}{n} U^T U \right)^{-1} a_n^T, \tag{2.14}
\]

where \( a_n = n^{-1} \sum_{i=1}^{n} \eta_i^2 u_i^T \).

(e) Enter Table 1 with the value of \( 1/g \), and reject \( H_0 \) at significance level \( \alpha \) if the test statistic exceeds the corresponding upper \( \alpha \)-percentile given in Table 1.

The entries in Table 1 are the upper percentiles, for the appropriate \( 1/g \), of the asymptotic distributions of \( W^2 \) and \( A^2 \), respectively, as \( n \to \infty \), and as \( |(\beta_1 + 1/\lambda)/\sigma| \to \infty \). Note that the upper percentiles corresponding to \( 1/g = 0 \) are the upper percentiles for testing goodness-of-fit of linear models without taking any Box-Cox transformation (see Stephens (1986), Section 4.8.5). The percentiles for \( 1/g \) differ increasingly from these values as \( 1/g \) grows larger. When \( g = 6 \) the situation corresponds to the case where there is no regression, and the \( y_i(\lambda) \) are simply a transformed random sample.

In principle, the tabulated distributions could be expected to depend on the various values of the parameters \( \theta \) and \( \lambda \), but in fact the effect of estimating these parameters is all contained.
Table 1: Upper percentiles of the asymptotic distributions of $W^2$ and $A^2$ for testing Box-Cox transformations when $|(\beta_1 + 1/\lambda)/\sigma| \to \infty$ and $n \to \infty$.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>$1/g$</th>
<th>Upper Percentiles</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td>$W^2$</td>
<td>0</td>
<td>0.0508</td>
<td>0.0739</td>
</tr>
<tr>
<td></td>
<td>1/1000</td>
<td>0.0508</td>
<td>0.0738</td>
</tr>
<tr>
<td></td>
<td>1/600</td>
<td>0.0508</td>
<td>0.0738</td>
</tr>
<tr>
<td></td>
<td>1/400</td>
<td>0.0507</td>
<td>0.0737</td>
</tr>
<tr>
<td></td>
<td>1/200</td>
<td>0.0506</td>
<td>0.0736</td>
</tr>
<tr>
<td></td>
<td>1/100</td>
<td>0.0504</td>
<td>0.0731</td>
</tr>
<tr>
<td></td>
<td>1/60</td>
<td>0.0501</td>
<td>0.0726</td>
</tr>
<tr>
<td></td>
<td>1/40</td>
<td>0.0498</td>
<td>0.0719</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>0.0487</td>
<td>0.0700</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>0.0463</td>
<td>0.0660</td>
</tr>
<tr>
<td></td>
<td>1/6</td>
<td>0.0428</td>
<td>0.0608</td>
</tr>
<tr>
<td>$A^2$</td>
<td>0</td>
<td>0.3405</td>
<td>0.4702</td>
</tr>
<tr>
<td></td>
<td>1/1000</td>
<td>0.3403</td>
<td>0.4697</td>
</tr>
<tr>
<td></td>
<td>1/600</td>
<td>0.3400</td>
<td>0.4693</td>
</tr>
<tr>
<td></td>
<td>1/400</td>
<td>0.3398</td>
<td>0.4689</td>
</tr>
<tr>
<td></td>
<td>1/200</td>
<td>0.3392</td>
<td>0.4677</td>
</tr>
<tr>
<td></td>
<td>1/100</td>
<td>0.3378</td>
<td>0.4653</td>
</tr>
<tr>
<td></td>
<td>1/60</td>
<td>0.3359</td>
<td>0.4620</td>
</tr>
<tr>
<td></td>
<td>1/40</td>
<td>0.3335</td>
<td>0.4578</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>0.3262</td>
<td>0.4454</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>0.3106</td>
<td>0.4202</td>
</tr>
<tr>
<td></td>
<td>1/6</td>
<td>0.2871</td>
<td>0.3880</td>
</tr>
</tbody>
</table>
in the one estimated parameter \( g \). The accuracy of the above tests is discussed in Sections 4 and 5.

3 Examples

Three examples are given below to illustrate the use of Table 1. These examples deal with three typical situations where \( \lambda \) is positive, close to zero, and negative.

Example 1. Textile Data. Table 4 of Box and Cox (1964) contains the result of a single replicate of a \( 3^3 \) factorial experiment. The response \( y \) is the cycles to failures of worsted yarn, and the three explanatory variables assume three different levels each; see Box and Cox (1964) for details.

Three main effect linear models are fitted to the data. The first model uses \( y \) directly. The second model transforms \( y \) according to (1.1) and the third model uses the log transformation since the estimate of \( \lambda \) is very close to 0. Parameter estimates are obtained by directly maximizing the log-likelihood function and by applying the Box-Cox transformation procedure; the results are practically the same, and \( \hat{\sigma} \) and \( \hat{\lambda} \) are given in Table 2. The much smaller values of \( W^2 \) and \( A^2 \) show that the transformed models are much better fits to the data.

<p>| Table 2: EDF tests of fit for three main effect linear models, textile data, Example 1. |</p>
<table>
<thead>
<tr>
<th>Model Parameter Estimates</th>
<th>Modified EDF (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y ): ( \hat{\sigma} )</td>
<td>488.2</td>
</tr>
<tr>
<td>( \hat{\lambda} )</td>
<td>1.3523 (&lt;0.01)</td>
</tr>
<tr>
<td>( g )</td>
<td>-1.3523 (&lt;0.01)</td>
</tr>
<tr>
<td>( y(\lambda) ): ( \hat{\sigma} )</td>
<td>0.126</td>
</tr>
<tr>
<td>( \hat{\lambda} )</td>
<td>0.3372 (&gt;0.50)</td>
</tr>
<tr>
<td>( \log y ): ( \hat{\sigma} )</td>
<td>0.186</td>
</tr>
<tr>
<td>( \hat{\lambda} )</td>
<td>0.2480 (&gt;0.50)</td>
</tr>
<tr>
<td>( y(\lambda) ): Minimum of ( -\delta_i = 82.577 )</td>
<td>- ( \sum_{i=1}^{27} \log \Phi(-\delta_i) \approx 0 )</td>
</tr>
</tbody>
</table>

Example 2. Tree Data The tree data in the Minitab Student Handbook (Ryan, Joiner and Ryan, 1976, page 278) are analyzed here. The heights \( (x_1) \), the diameters \( (x_2) \) at 4.5 ft
above ground level and the volumes \( (y) \) were measured for a sample of 31 black cherry trees in the Allegheny National Forest, Pennsylvania. The data were collected to determine an easy way of estimating the volume of a tree based on its height and diameter.

Again, three linear models are fitted to the data, using \( y \), \( y(\lambda) \) and \( y(\frac{1}{3}) \), where \( \frac{1}{3} \) is chosen from the dimension of volume versus length. Parameter estimates were obtained by directly maximizing the log-likelihood function and by applying the Box-Cox transformation procedure; the estimates are again virtually the same. Table 3 contains the results.

Table 3: EDF tests of fit for three straight line models, tree data, Example 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter Estimates</th>
<th>Modified EDF (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y ):</td>
<td>( \hat{\hat{\varepsilon}} ), ( \hat{\lambda} ), ( g )</td>
<td>( \hat{\lambda} = 0.307 )</td>
</tr>
<tr>
<td>( y(\lambda) ):</td>
<td>0.227, 0.307</td>
<td>2877, 0.2925 (0.50)</td>
</tr>
<tr>
<td>( y(\frac{1}{3}) ):</td>
<td>0.249, ( \frac{1}{3} )</td>
<td>2894, 0.2735 (0.50)</td>
</tr>
</tbody>
</table>

In this example, the Box-Cox estimate \( \hat{\lambda} = 0.307 \) is close to the estimate 1/3 derived from dimensional considerations. All of the three models pass the EDF tests easily, with the untransformed data giving slightly better values of \( W^2 \) and \( A^2 \). However, a close look at residual plots (Figure 1) suggests that the transformed models are better than the untransformed one. It appears that normality is sacrificed a little in order to obtain overall better fits.
Figure 1: Q-Q plots and residual plots for example 2

Q-Q plots and plots of residuals against regressors $x_1$ and $x_2$ for example 2. Model 1 uses $y$, model 2 uses $y(\lambda)$, and model 3 uses $y(\frac{3}{4})$; $r_i$ denotes the standardized residuals.
Example 3. Biological Data. In Table 1 of Box and Cox (1964), the entries are the survival times (unit is 10 hours) of animals in a $3 \times 4$ completely randomized factorial experiment. The factors are Poison Content with three levels and Treatment with four levels.

Three main effect models are fitted to the data as in the two previous examples; the third model (with $\lambda = -1$, the closest integer to $\hat{\lambda}$) is included for comparison. Table 4 clearly shows that the power transformation improves the model fit considerably.

Table 4: EDF tests of fit for three main effect linear models, biological data, Example 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter Estimates</th>
<th>Modified EDF (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$:</td>
<td>$0.1582$ $-1$    $-1.0373$ ($&lt;0.05$) $0.1572$ ($&lt;0.05$)</td>
<td></td>
</tr>
<tr>
<td>$y(\lambda)$:</td>
<td>$0.3916$ $-0.75$ $62$ $0.1974$ ($&gt;0.50$) $0.0281$ ($&gt;0.50$)</td>
<td></td>
</tr>
<tr>
<td>$y(-1)$:</td>
<td>$0.4931$ $-1.00$ $64$ $0.2861$ ($&gt;0.50$) $0.0387$ ($&gt;0.50$)</td>
<td></td>
</tr>
<tr>
<td>$y(\lambda)$:</td>
<td>Minimum of $-\delta_i = 3.667$ $-\sum_{i=1}^{48} \log \Phi(-\delta_i) = 0.0005$</td>
<td></td>
</tr>
</tbody>
</table>
4 Theory of the Tests

4.1 The case $\lambda = 0$

In order to obtain and use the asymptotic distributions of $A^2$ and $W^2$, a key step is to show that the (estimated) empirical process

$$\hat{Y}_n(t) = \sqrt{n}(\hat{F}_n(t) - t)$$ (4.1)

converges weakly to a Gaussian process with zero mean and a manageable covariance function. In Theorem 4.1, we cover the situation when $\lambda = 0$. The first part of the theorem gives the asymptotic distribution of $\hat{\theta}$, the m. l. e. of $\theta$.

**Theorem 4.1** In model (1.3), suppose that

(A) $X = (1, U)$ is such that $1_n U = 0$, where $1_n$ is an $n \times 1$ vector of 1's,

(B) $E = \lim_{n \to \infty} n^{-1} X^t \mu^2$ and $b = \lim_{n \to \infty} n^{-1} 1_n \mu^4$ exist for any $\beta \in \Omega$, where $\Omega$ is an open convex subset of $R^p$, $\mu = X\beta$, $\mu^k$ is an $n \times 1$ vector with its $i^{th}$ component equal to $(x_i^t \beta)^k$, $k = 2, 4$,

(C) $\Delta = \lim_{n \to \infty} n^{-1} X^t X$ exists and is positive definite,

(D) there are constants $M_1$ and $M_2$ such that for any $n$ and any $i = 1, \ldots, n$,

$$\frac{1}{n} \max_{1 \leq i \leq p} |x_{ij}| \leq M_1,$$

$$\frac{1}{\sqrt{n}} \max_{1 \leq i \leq p} |x_{ij}| \leq M_2,$$

(E) $c_1 = \lim_{n \to \infty} n^{-1} \sum_{i=1}^n \eta_i^2$, $c_2 = \lim_{n \to \infty} n^{-1} \sum_{i=1}^n \eta_i^4$, and $a = \lim_{n \to \infty} n^{-1} \sum_{i=1}^n \eta_i^2 u_i^t$ exist, where $\eta_i = u_i^t(\beta_2, \ldots, \beta_p)^t/\sigma$ and $u_i^t$ is the $i^{th}$ row of $U$,

then
(1) when \( \lambda = 0 \), the maximum likelihood estimate \( \hat{\theta} \) of \( \theta \equiv (\beta_2, \beta_3, \ldots, \beta_p)^t \) is asymptotically normal, that is,

\[
\sqrt{n}(\hat{\theta} - \theta) \rightarrow_d N(0, \Gamma),
\]

where

\[
\Gamma = \left( \begin{array}{cc} A & B \\ B^t & C \end{array} \right)^{-1},
\]

with

\[
A = (4\nu)^{-1}(7\nu^2 + 10\nu\beta^t\Delta\beta + b),
\]

\[
B = (-D/2 - E^t/(2\nu), -\beta_1/\nu),
\]

\[
C = \left( \begin{array}{cc} \Delta/\nu & 0 \\ 0^t & 1/(2\nu^2) \end{array} \right),
\]

where \( D^t = (1, 0, \ldots, 0)^t \) is a \( p \times 1 \) vector with its first component equal to 1 and all the other components equal to 0;

(2) when \( \lambda = 0 \), the (estimated) empirical process \( \hat{Y}_n(t) = \sqrt{n}(\hat{F}_n(t) - t) \) converges weakly to a Gaussian process \( Y(t) \) with zero mean and covariance function

\[
\rho(s, t) = \min(s, t) - st - J_1(s)J_1(t) - \frac{1}{2}J_2(s)J_2(t) - \frac{1}{g}J_3(s)J_3(t),
\]

where \( J_1(t) = \phi(\Phi^{-1}(t)) \), \( J_2(t) = \Phi^{-1}(t)J_1(t) \), \( J_3(t) = [(\Phi^{-1}(t))^2 - 1]J_1(t) \), and \( s, t \in [0, 1] \); the constant \( g \) is given by

\[
g = 6 + 8c_1 + c_2 - c_1^2 - a(\lim_{n \to \infty} n^{-1}U^tU)^{-1}a^t.
\]

The existence of the limit in (4.3) is assured by assumption (c) above. The proof of Theorem 4.1 is given in the Appendix.

Comment. Hinkley (1975) obtained the asymptotic variance-covariance matrix of \( \sqrt{n}(\hat{\theta} - \theta) \) for the one-sample problem when \( \lambda = 0 \) and where there is no regression involved, so that \( g \) then equals 6. (There is a misprint in his derivation because the asymptotic covariance of \( \hat{\mu} \) and \( \hat{\nu} \) should be \( 2\mu(\nu + \mu^2)/3 \), instead of \( 2\mu(\nu + \mu^2) \).) In Theorem 4.1 we have given the asymptotic variance-covariance matrix for the more general case of linear models.
4.2 The case $\lambda \neq 0$

For $\lambda \neq 0$, the integrals involved in the Fisher information matrix are not tractable (see the Appendix), so the asymptotic variance-covariance matrix of $\hat{\theta}$ was examined numerically. It appears that, under mild conditions on the model matrix $X$, maximum likelihood estimates of the parameters in model (1.3) are again asymptotically normal, for general $\lambda$ values, and have variance-covariance matrices with the usual Fisher structure. Concerning the empirical process $\hat{Y}_n(t) = \sqrt{n}(\hat{F}_n(t) - t)$, we conjecture that for general $\lambda$, $\sigma$ and $\beta$, this can be approximated by a Gaussian process $Y_G(t)$ with zero mean and covariance function

$$
\rho_G(s, t) = \min(s, t) - st - \Psi_G(s)\Gamma_G\Psi_G(t), \ 0 \leq s, t \leq 1,
$$

(4.4)

where $\Gamma_G$ is a $(p + 2) \times (p + 2)$ matrix and $\Psi_G(t)$ is a $(p + 2) \times 1$ column vector function of $t$. Both $\Gamma_G$ and $\Psi_G(t)$ depend on $n$. Expressions for $\Gamma_G$ and $\Psi_G(t)$ are given in the Appendix.

The next theorem shows that $\rho_G(s, t)$, for many situations occurring in practice, can be well approximated by $\rho(s, t)$.

**Theorem 4.2** Let $g_n$ be the quantity given in (2.14) but using the true parameter values. If (i) $\lambda \rightarrow 0$, or (ii) $\sigma \rightarrow 0$, or (iii) $\beta_1 \rightarrow +\infty$, then the covariance function $\rho_G(s, t)$ of (4.4) converges (pointwise) to the covariance function $\rho(s, t)$ of (4.2) with $g$ in (4.2) replaced by $g_n$. In general, this pointwise convergence holds if $|\beta_1 + 1/\lambda)/\sigma| \rightarrow \infty$. If $n \rightarrow \infty$ is added as a condition, then this pointwise convergence holds without modification.

The proof of Theorem 4.2 is given in the Appendix.
5 Accuracy of the tests

In this section we discuss the accuracy of the tests given in Section 2. These tests use the points given in Table 1, which are asymptotic points for distributions corresponding to $\lambda = 0$. There are two issues to consider: (a) the accuracy of these points when $\lambda \neq 0$, and (b) the accuracy of the tests in practice, when the asymptotic points are used with finite samples.

Theorem 4.2 suggests that, even when $\lambda \neq 0$, it will often be the case that $\rho_G(s,t)$ can be approximated closely by $\rho(s,t)$, and then Table 1 points might be accurate for practical purposes. This was first studied by comparing $\rho_G(s,t)$ to $\rho(s,t)$ numerically. The results showed that $\rho_G(s,t) \approx \rho(s,t)$ when $L$ of (2.1) can be well approximated by $l_{BC}$ of (2.5); as was discussed in Section 2, this is frequently assumed to be the case, and indeed occurs commonly in practice.

More importantly, to assess the accuracy of the tests, the exact significance levels corresponding to points in Table 1 were calculated from the correct asymptotic distributions using $\rho_G(s,t)$, for a range of parameter values $\lambda$, $\mu$ and $\sigma$. A small sample of results is given in Table 5. These are for statistic $W^2$, and for the model with no regression, so that $g = 6$ and $\beta_1 = \mu$. The upper percentiles of the asymptotic distribution of $W^2$, taken from Table 1, and their significance levels, are given in column 1. Recall that these are calculated using $\rho(s,t)$. The next four columns give the values of $\lambda$, $\mu$ and $\sigma$, and the significance levels when the points in column 1 are inserted into the correct asymptotic distribution using $\rho_G(s,t)$. For these examples, $\delta = (\mu + 1/\lambda)/\sigma$; recall that, if $\lambda > 0$ and $\delta = \infty$, or if $\lambda < 0$ and $\delta = -\infty$, Table 1 would be exactly correct. It is clear from Table 5 that Table 1 can be used to give excellent approximations to asymptotic percentage points of $W^2$, even when $\delta$ is far from its limit $\infty$ or $-\infty$. Similar results hold for $A^2$.

The next question which arises is how well the asymptotic points approximate the correct points for finite sample size $n$. In many goodness-of-fit situations it has been verified (see, for example, Stephens, 1986) that the points for finite $n$, for $W^2$ and $A^2$ and other members of the Cramér-von Mises family, converge rapidly to the asymptotic points, and the situation
Table 5: A comparison of asymptotic significance levels for various $\lambda$, $\mu$ and $\sigma$ values based on statistic $W^2$.

<table>
<thead>
<tr>
<th>Upper Percentiles ($\alpha$ levels)</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda = 0.5$</td>
</tr>
<tr>
<td></td>
<td>$\mu = 10$</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 0.5$</td>
</tr>
<tr>
<td></td>
<td>($\delta = 24$)</td>
</tr>
<tr>
<td>0.0428 (0.50)</td>
<td>0.500</td>
</tr>
<tr>
<td>0.0660 (0.20)</td>
<td>0.201</td>
</tr>
<tr>
<td>0.0836 (0.10)</td>
<td>0.100</td>
</tr>
<tr>
<td>0.1007 (0.05)</td>
<td>0.051</td>
</tr>
<tr>
<td>0.1406 (0.01)</td>
<td>0.010</td>
</tr>
</tbody>
</table>

appears to be the same for the present problem. Linnet (1988) empirically studied the use of the Anderson-Darling statistic $A^2$ and the Cramér-von Mises statistic $W^2$ to test for normality of the power-transformed data in one-sample problems. Linnet concluded that the null distributions of $A^2$ and $W^2$ depend neither on the transformation parameter $\lambda$ nor on the mean $\mu$ and variance $\nu$. A table was provided for $A^2$ and $W^2$ for finite samples in which the asymptotic critical points were obtained by extrapolation.

The accuracy of the asymptotic points in Table 1 was investigated here by another method, using the tree data of Example 2 and the biological data of Example 3 in the following simulation study. Consider the tree data. The value of $W^2$ is 0.0450 and using the asymptotic points the $P$-value is 0.590. The accuracy of this $P$-value was examined by taking the estimates of the parameters as the true values and simulating new samples based on this model. The Box-Cox transformation procedure was then applied to each simulated sample and the EDF statistics calculated. The fraction of $W^2$ values which exceeded 0.0450 gives the empirically derived $P$-value. This was repeated for the statistic $A^2$ and the whole experiment repeated again for the biological data. Table 6 gives a comparison between the $P$-values of the data.
and the empirical $P$-values. It can be seen that they are very close, and give evidence that the asymptotic points in Table 1 can be used safely for samples of reasonable size (we suggest $n > 20$).

Table 6

<table>
<thead>
<tr>
<th>Example</th>
<th>Data $P$-value</th>
<th>Empirical $P$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$P(W^2 &gt; 0.0450)$</td>
<td>0.5895</td>
</tr>
<tr>
<td>2</td>
<td>$P(A^2 &gt; 0.2925)$</td>
<td>0.6282</td>
</tr>
<tr>
<td>3</td>
<td>$P(W^2 &gt; 0.0281)$</td>
<td>0.8700</td>
</tr>
<tr>
<td>3</td>
<td>$P(A^2 &gt; 0.1974)$</td>
<td>0.8848</td>
</tr>
</tbody>
</table>

6 Summary

In summary, tests have been given to assess the normality of a linear model fitted to values obtained by a Box-Cox transformation. The effect of estimating several parameters is contained in one critical parameter $g$, which must be used to enter Table 1. The points given in this Table are correct asymptotically for $\lambda = 0$, but will also give very good approximations to correct points in most circumstances when $\lambda \neq 0$. They are also good approximations to the correct points for finite samples of reasonable size.

This work was supported by the Natural Science and Engineering Research Council of Canada, and the authors express their thanks for this support.
Appendix

A Proof of Theorem 4.1

Proof of (1). Let \( \mu = (\mu_1, \ldots, \mu_n)^t = X\beta \). When \( \lambda = 0 \), \( W_i = Y_i(0) = \log Y_i \sim N(\mu_i, \nu) \).
Denote \( dY_i(\lambda)/d\lambda \) by \( \dot{Y}_i(\lambda) \) and \( d^2 Y_i(\lambda)/d\lambda^2 \) by \( \ddot{Y}_i(\lambda) \), then \( \dot{Y}_i(0) = W_i^2/2, \dot{Y}_i(0) = W_i^3/3 \).
Straightforward calculations show that the inverse of the Fisher information matrix for \( \theta = (0, \beta^t, \nu)^t \) is given by
\[
\Gamma_n = \begin{pmatrix} A_n & B_n \\ B_n^t & C_n \end{pmatrix}^{-1},
\]
where
\[
n^{-1}A_n = (4\nu)^{-1}(7\nu^2 + 10\nu \beta^t (n^{-1}X^t X) \beta + n^{-1}1_n \mu^4),
\]
\[
n^{-1}B_n = (-D/2 - (n^{-1}X^t \mu^2)^t/(2\nu), \beta_1/\nu),
\]
\[
n^{-1}C_n = \begin{pmatrix} (n^{-1}X^t X)/\nu & 0 \\ 0 & 1/(2\nu^2) \end{pmatrix},
\]
where \( D^t = (1, 0, \ldots, 0)^t \) is a \( p \times 1 \) vector with its first component equal to 1 and all the other components equal to 0. Therefore, as \( n \to \infty \), \( n^{-1}\Gamma_n \to \Gamma \) as desired.

Proof of (2). The proof is based on Loynes (1980). In the present case, the null hypothesis \( H_n(\gamma) \) in Loynes (1980) specifies nothing and all the parameters \( \theta = (\lambda, \beta^t, \nu)^t \) are to be estimated. Since \( Y_i(0) = \log Y_i \sim N(\mu_i, \nu) \), all of the expectations needed to form the Fisher information matrix can be found exactly. However, to make the proof more readable, it is assumed that \( \beta = 0 \) and \( \nu = 1 \). Then the inverse of the asymptotic variance-covariance matrix for \( \theta = (0, 0^t, 1)^t \) is found to be
\[
\Gamma = \begin{pmatrix} \frac{2}{3} & \frac{1}{3} & 0 & 0 \\ \frac{1}{3} & \frac{7}{6} & 0 & 0 \\ 0 & 0^t & G^{-1} & 0 \\ 0 & 0 & 0 & 2 \end{pmatrix},
\]
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where $G^{-1} = (1_{-\infty n^{-1}U}U)^{-1}$, $X = (1_n U)$. It is readily checked that assumptions $A_1$ and $A_2$ of Loynes (1980) are satisfied naturally by model (1.3). Assuming assumption $(D)$, it can be checked that assumptions $A_4$ and $A_5$ of Loynes are also satisfied; Assumptions $A_7$ and $A_9(b)$ of Loynes can be checked by direct calculations. Therefore, by Theorem 1 of Loynes (1980), the estimated empirical process $\hat{Y}_n(t)$ of (4.1) converges weakly to a Gaussian process $Y(t)$. By Corollary 1 of Loynes (1980), the mean of $Y(t)$ is zero and the covariance function of $Y(t)$ is

$$\rho(s, t) = \min(s, t) - st - \Psi^t(s)\Gamma\Psi(t),$$

where $\Psi(t)$ is found to be

$$\Psi(t) = (-\frac{1}{2}[\Phi^{-1}(t)]^2J_1(t), J_1(t)D^t, \frac{1}{2}J_2(t))^t, \quad (s, t \in [0, 1]).$$

Direct computations then show that the expression given in (4.2) follows for the case where $g = 6$. $\square$

**B  Expressions for $\Gamma_G$ and $\Psi_G(t)$**

The $(p + 2) \times (p + 2)$ matrix $\Gamma_G$ and the $(p + 2) \times 1$ function $\Psi_G(t)$ studied in Theorem 4.2 are given below.

Let $I_n$ be the Fisher information matrix for a random sample $Y_1, \ldots, Y_n$ from model (1.3). Then

$$\Gamma_G = \left(\frac{1}{n} I_n\right)^{-1},$$

and for $\lambda > 0$, $I_n$ has the following components:

$$E \left\{ \frac{\partial^2 L}{\partial \lambda \partial \lambda} \right\} = \sum_{i=1}^{n} \left\{ \frac{1}{\nu} J_{ii} - \frac{\phi(\delta_i)\Phi(\delta_i)(\delta_i - 2\lambda\sqrt{\nu}) + \phi^2(\delta_i)}{\nu \lambda^4 \Phi^2(\delta_i)} \right\},$$

$$E \left\{ \frac{\partial^2 L}{\partial \lambda \partial \beta} \right\} = -\frac{1}{\nu} X^t E\{\hat{Y}(\lambda)\} + X^t \text{diag} \left( \frac{\delta_i \phi(\delta_i) \Phi(\delta_i) + \phi^2(\delta_i)}{\nu \lambda^2 \Phi^2(\delta_i)} \right) 1_n,$$

$$E \left\{ \frac{\partial^2 L}{\partial \lambda \partial \nu} \right\} = -\frac{1}{\nu^2} E\{(Y(\lambda) - X\beta)^t \hat{Y}(\lambda)\} - \sum_{i=1}^{n} \frac{\phi(\delta_i)\Phi(\delta_i)(\delta_i^2 - 1) + \delta_i\phi^2(\delta_i)}{2\nu \sqrt{\nu} \lambda^2 \Phi^2(\delta_i)}, \quad (B.1)$$
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\[
E \left\{ -\frac{\partial^2 L}{\partial \beta \partial \beta'} \right\} = \frac{1}{\nu} X^\prime X - \frac{1}{\nu} X^\prime \text{diag} \left( \frac{\delta_i \phi(\delta_i) \Phi(\delta_i) + \phi^2(\delta_i)}{\nu \Phi^2(\delta_i)} \right) X,
\]
\[
E \left\{ -\frac{\partial^2 L}{\partial \beta \partial \nu} \right\} = X^\prime \text{diag} \left( \frac{\phi(\delta_i)}{\nu \sqrt{\nu \Phi(\delta_i)}} + \frac{\phi(\delta_i) \Phi(\delta_i) (\delta_i^2 - 1) + \delta_i \phi^2(\delta_i)}{2 \nu \sqrt{\nu \Phi^2(\delta_i)}} \right) 1_n,
\]
\[
E \left\{ -\frac{\partial^2 L}{\partial \nu \partial \nu} \right\} = \frac{n}{2 \nu^2} - \sum_{i=1}^n \left\{ \frac{\delta_i \phi(\delta_i)}{\nu^2 \Phi(\delta_i)} - \frac{\delta_i \phi(\delta_i) \Phi(\delta_i) (\delta_i^2 - 3) + \delta_i \phi^2(\delta_i)}{4 \nu^2 \Phi^2(\delta_i)} \right\},
\]
where \( \text{diag}(d_i) \) denotes \( n \times n \) diagonal matrices with \( d_i \) as the \((i, i)\)th element, \( 1_n \) denotes an \( n \times 1 \) column vector of 1's. The expressions for the case where \( \lambda < 0 \) can be obtained by replacing \( \delta_i \) by \( -\delta_i \), except for \( E \{ -\partial^2 L / \partial \beta \partial \nu \} \), where the whole expression also needs to be multiplied by \(-1\). The \( J_{ii} \)'s are given by, for \( \lambda > 0 \),
\[
J_{ii} = E \{ \dot{Y}^2_i(\lambda) + (Y_i(\lambda) - \mu_i) \bar{Y}_i(\lambda) \}
= (\lambda^2 \Phi(\delta_i))^{-1} \int_{-\delta_i}^{+\infty} \phi(v) [(1 + \lambda \mu_i + \lambda \sigma v) \log(1 + \lambda \mu_i + \lambda \sigma v) - \lambda \mu_i - \lambda \sigma v]^2
+ \lambda \sigma v (1 + \lambda \mu_i + \lambda \sigma v) \log^2(1 + \lambda \mu_i + \lambda \sigma v)
- 2 \lambda \sigma v [(1 + \lambda \mu_i + \lambda \sigma v) \log(1 + \lambda \mu_i + \lambda \sigma v) - \lambda \mu_i - \lambda \sigma v] \, dv,
\]
(B.2)
where \( \mu_i = x_i^\prime \beta, \delta_i = (\mu_i + 1/\lambda)^{-1} / \sqrt{\nu}, \dot{Y}_i(\lambda) \) and \( \bar{Y}_i(\lambda) \) are the first and second derivatives of \( Y_i(\lambda) \) with respect to \( \lambda \), respectively; for the case \( \lambda < 0 \), the above integrals should be done for the range \(-\infty \) to \(-\delta_i \) and \( \Phi(\delta_i) \) should be replaced by \( \Phi(-\delta_i) \).

Similarly, \( E \{ \dot{Y}(\lambda) \} \) has components \( J_{ii} \) given by, for \( \lambda > 0 \),
\[
J_{ii} = E \{ \dot{Y}_i(\lambda) \}
= (\lambda^2 \Phi(\delta_i))^{-1} \int_{-\delta_i}^{+\infty} \phi(v) [(1 + \lambda \mu_i + \lambda \sigma v) \log(1 + \lambda \mu_i + \lambda \sigma v) - \lambda \mu_i - \lambda \sigma v] \, dv,
\]
(B.3)
and \( E \{(Y(\lambda) - X\beta)^4 \dot{Y}(\lambda) \} \) has components \( J_{ii} \) given by, for \( \lambda > 0 \),
\[
J_{ii} = E \{(Y_i(\lambda) - \mu_i) \bar{Y}_i(\lambda) \}
= (\lambda^2 \Phi(\delta_i))^{-1} \int_{-\delta_i}^{+\infty} \sigma \phi(v) [(1 + \lambda \mu_i + \lambda \sigma v) \log(1 + \lambda \mu_i + \lambda \sigma v) - \lambda \mu_i - \lambda \sigma v] \, dv.
\]
(B.4)
In the case where \( \lambda < 0 \), the above two integrals should be done for the range \(-\infty \) to \(-\delta_i \) and \( \Phi(\delta_i) \) should be replaced by \( \Phi(-\delta_i) \).
For function $\Psi_G(t)$, there is

$$\Psi_G(t) = \frac{1}{n} \sum_{i=1}^{n} \Psi^{(n)}(t),$$

where $\Psi^{(n)}(t)$ is a $(p + 2) \times 1$ column vector function with the following components, where $j = 1, \ldots, p$ corresponds to the components associated with $\beta$:

\[
\begin{align*}
\Psi^{(1)}_j(t) &= \begin{cases} 
-(\sigma \lambda^2 \Phi^2(\delta_j))^{-1}[\phi(w_i)\Phi(\delta_i)((1 + \lambda \mu_i + \lambda \sigma w_i) \log(1 + \lambda \mu_i) \\
+ \lambda \sigma w_i - \lambda \mu_i - \lambda \sigma w_i) + \phi(\delta_i)\Phi(w_i) - \phi(\delta_i)], & \text{if } \lambda > 0, \\
-(\sigma \lambda^2 \Phi^2(-\delta_i))^{-1}[\phi(v_i)\Phi(-\delta_i)((1 + \lambda \mu_i + \lambda \sigma v_i) \log(1 + \lambda \mu_i) \\
+ \lambda \sigma v_i - \lambda \mu_i - \lambda \sigma v_i) - \phi(-\delta_i)\Phi(v_i)], & \text{if } \lambda < 0,
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\Psi^{(2)}_{ij}(t) &= \begin{cases} 
\{x_{ij}/(\sigma \Phi^2(\delta_i))\} \{\phi(w_i)\Phi(\delta_i) + \phi(\delta_i)\Phi(w_i) - \phi(\delta_i)\}, & \text{if } \lambda > 0, \\
\{x_{ij}/(\sigma \Phi^2(-\delta_i))\} \{\phi(v_i)\Phi(-\delta_i) - \phi(-\delta_i)\Phi(v_i)\}, & \text{if } \lambda < 0,
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\Psi^{(3)}_i(t) &= \begin{cases} 
(2\sigma^2 \Phi^2(\delta_i))^{-1}\{\phi(w_i)(\Phi(\delta_i) - \delta_i \phi(\delta_i)\Phi(w_i) + \delta_i \phi(\delta_i)\}, & \text{if } \lambda > 0, \\
(2\sigma^2 \Phi^2(-\delta_i))^{-1}\{\phi(v_i)(\Phi(-\delta_i) + \delta_i \phi(-\delta_i)\Phi(v_i)\}, & \text{if } \lambda < 0,
\end{cases}
\end{align*}
\]

where $w_i = w_i(t) = \Phi^{-1}(1 + \Phi(\delta_i)(t - 1))$, $v_i = v_i(t) = \Phi^{-1}(t\Phi(-\delta_i))$, and $t \in [0, 1]$.

**C Proof of Theorem 4.2**

Define $\delta = (\beta_i + 1/\lambda)/\sigma$ and $\eta_i = u_i^t(\beta_2, \ldots, \beta_p)^t/\sigma$, where $u_i^t$ is the $i^{th}$ row of $U$. Then as $\delta \to \infty$, $\phi(\delta_i) \to 0$ and $\Phi(\delta_i) \to 1$. Now let $\delta \to \infty$, we have an expansion for the function $\Psi_G(t)$ given by

$$\Psi_G(t) = -\{J_1(t)/\sigma\}(e_n(t), D, \Phi^{-1}(t)/(2\sigma))^t,$$

where $D = (1, 0, \ldots, 0)$ is a $1 \times p$ vector and $e_n(t)$ is given by

$$e_n(t) = \frac{1}{\lambda^2} + \frac{\sigma}{\lambda} \{\delta \log(\lambda \sigma \delta) - \delta + \log(\lambda \sigma \delta)\Phi^{-1}(t) \\
+ \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\delta^k k(k + 1)} \frac{1}{n} \sum_{i=1}^{n} (\eta_i + \Phi^{-1}(t))^{k+1}\}.$$ (C.7)
Similarly, let \( \delta \to \infty \), we can have an expansion for \( \Gamma_G \) given by

\[
\sigma^2 \Gamma_G = \begin{pmatrix}
a_n & b_n & c_n \\
b_n & (X'X)/n & 0 \\
c_n & 0^t & 1/(2\sigma^2)
\end{pmatrix}^{-1}.
\]

where \( b_n \) is the result of replacing \( \Phi^{-1}(t) \) in (C.7) by \( \varepsilon_i \) and taking expectations; \( c_n \) is the result of multiplying (C.7) by \( \Phi^{-1}(t) \), then replacing \( \Phi^{-1}(t) \) by \( \varepsilon_i \) and taking expectations; and \( a_n \) can be obtained in a similar but more involved fashion. The key thing is that with the above expansions, \( \Psi_G(s)\Gamma_G\Psi_G(t) \) turns out to depend on \( \delta \) and the \( \eta_i \)'s, and not to depend on \( \lambda, \sigma \) and \( \beta_i \). Using elementary row and column reductions to simplify \( \Psi_G(s)\Gamma_G\Psi_G(t) \) into an expression in terms of \( e_n(s), e_n(t), a_n, b_n \) and \( c_n \), and substituting the above expansions into this expression will lead to the desired result. Details of the algebra are available from the authors.

\[\Box\]

**D Calculation of Percentage Points**

The asymptotic distribution of \( W^2 \) is determined by the eigenvalues of \( \rho(s, t) \) and the asymptotic distribution of \( A^2 \) is determined by the eigenvalues of \( \rho(s, t)/\{s(1 - s)t(1 - t)\}^{1/2} \). In general, let the covariance function of a integral type statistic \( T \) be \( k(s, t) \). Then the limiting distribution of \( T \) has the form \( \sum_{i=1}^{\infty} \lambda_i \chi_i^2 \), where the \( \chi_i^2 \) are independent chi-square random variables on 1 degree of freedom, and the \( \lambda_i \)'s are the eigenvalues of the integral equation

\[
\lambda f(s) = \int_0^1 k(s, t)f(t)dt.
\]

For the general theory behind the above statements, see Durbin (1973). In this paper, the above equation is discretized into

\[
\lambda f_i = \frac{1}{m} \sum_{j=1}^{m} k \left( \frac{i - 0.5}{m}, \frac{j - 0.5}{m} \right) f_j, \quad (i = 1, \ldots, m)
\]

for a large integer \( m \) (\( m = 100 \) is used in this paper) and can be solved for eigenvalues \( \hat{\lambda}_i \) \( (i = 1, \ldots, m) \). Then the distribution of \( \sum_{i=1}^{\infty} \lambda_i \chi_i^2 \) can be approximated by \( \sum_{i=1}^{m} \hat{\lambda}_i \chi_i^2 + \tau \chi_{m+1}^2 \).
where $\chi^2_{m+1}$ is a chi-square random variable on 1 degree of freedom and independent of the $\chi^2_i$ ($i = 1, \ldots, m$), and $\tau$ is found by making

$$\int_0^1 k(t, t)dt = \sum_{i=1}^{\infty} \lambda_i = (\sum_{i=1}^{m} \tilde{\lambda}_i) + \tau$$

true. For example, for $W^2$, $\sum_{i=1}^{\infty} \lambda_i = 0.0492385$, $\sum_{i=1}^{m} \tilde{\lambda}_i = 0.0492413$ so $\tau = -2.8e-06$. Finally, the percentage points are found using the numerical Fourier inversion method of Imhof (1961).
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EDF Tests for Normality in Linear Models
after a Box-Cox Transformation

Gemai Chen, Richard Lockhart and Michael A. Stephens
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Summary

The Box-Cox transformation procedure has been used extensively in data analysis, for example in regression, where the response variable is subjected to a suitable power transformation so that the standard normal-theory linear regression models can be fitted to the transformed values. In this paper, distribution theory is developed for a family of EDF statistics, including the Anderson-Darling statistic $A^2$ and the Cramér-von Mises statistic $W^2$, so that these statistics can be used to test for normality in the linear model after applying the Box-Cox transformation. A table of asymptotic critical points is given for $A^2$ and $W^2$, and numerical examples are given to illustrate the use of the table.