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Theme

Modern defence systems must have a comprehensive surveillance capability. A key component of a surveillance system is the
ability to detect and to locate radio signals. Requirements are both for global surveillance and for local areas in situations of
rapid deployment of forces. The entire radio spectrum is of interest: long wave radio waves are used for strategic
communications: the HF band remains one of the important frequency regions used by large and small countries for global and
regional communications: the frequency range above 50 MHz through to the millimetre wave region is extensively used for both
communications and surveillance purposes. Effects of the propagation medium play an important role in applying location
techniques. For HF frequencies and below, the primary medium is the ionosphere; for higher frequencies important
environmental effects are due to atmospheric refraction. In the entire radio band both natural and man-made noise (including
jamming) often play an important role in direction finding and location applications.

Radiolocation techniques are concerned with the angle of arrival of a signal and location of an emitter. This can be done from a
single site lfixed or mobile, including satellites) or a network of stations. Some of the techniques which have been successfully
used are angle of arrival, time difference of arrival and doppler direction of arrival measurements, The next generaton
radiolocation systems will have to use smaller antenna arrays, be more mobile, provide more accurate solutions in real time. be
able to fuse data. from various systems, automatically account for the propagation environment in a manner transparent to the
user. and will use expert systems to interpret the data and communicate with the user.

Topics Covered
- General aspects: Propagation in the frequenc' bands of interest: sensing of the medium.
- Principles of direction finding and location: Single sensor techniques, including antenna arrays: multi-sensor techniques:

Jamming aspects.
- Impact of propagation on direction finding and location: Long Waves: [IF: VHF: UHF and aboc.
- Future requirements.

Theme

Les svstemes de defense modernes doivent itre dotes de fonctions de surveillance tres completes. L'un des elements cti d'un
systeme de surveillance est la capacite de detecter et de localiser les signaux radio. Les cahiers des charges de tels equipements
couvrent non seulement la surveillance globale mais aussi les zones locales en situation de deploiement rapide des forces, Tout le
spectre radio est concern6: les grandes ondes servent aux tlWcommunications stratdgiques: la bande HF reste Nun des domaines
de frequences le plus utilisý dans tous les pays du monde pour les telcommunications globales et regonales: la gamme de
frequences allant de 50 MHz jusqu'au domaine nullimitrique est largement utilisee pour les telecommunications et [a
surveillance.

Les effets du milieu de propagation jouent un role important dans ]'application des techntiques de radiolocalisation. Pour la
haute fr~quence et les frequences infdrieures l'ionosphnre est le milieu principal; aux fr~quences supeieures des effets
environnementaux importants sont occasionnes par la refraction atmosphrique. Sur toute la bande de frequences radio, le
bruit. aussi bien naturel qu'artificiel. joue souvent un r6le important dans les applications de goniometrie et de localisation.

Les techniques de radiolocalisation reposent sur l'angle d'arrivde du signal et la localisation de I'emetteur. Ces operations
peuvent itre effectuees soit i partir dun site unique (fixe ou mobile et mime orbital) soit a partir d'un reseau de stations. Parmi
les techniques qui ont &6 mises en oeuvre avec succes on peut citer la mesure de I'angle d'arrivie. le calcul de la difference du
temps d'arrivee et Ia determination de ]a direction Doppler d'arrivee des signaux. Les systbmes de radiolocalisation de la
prochamne g6n6ration devront pouvoir employer des antennes reseau plus compactes avec une plus grande mobilit6. fourrmr des
solutions plus adequates, tusionnci des donndes provenant de differents syst~mes, et tenir compte du milieu de propagation de
faion automatique et transparente pour l'utilisateur. Ils feront appel a des syzti-mes ,•xoerts pour l'analyse des donnees et le
dialogue avec l'utilisateur.

Sujets Traitis
- Gdn~ralites: PropaRation doans le- bandes de fr~niienre int,;req,ýinte,,, teiedection du milieu.
- Les principes de la goniometrie et de la radiolocalisation: Techniques a un seul capteur, y compris les antennes reseau;

techniques multi-capteurs: aspects brouillage.
- L'impact de Ia propagation sur la goniometrie et la teledetection: Les grandes ondes; HF; VHF, UHF et au-deli.
- Les besoins futurs.
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Preface

The "Radio Location Techniques" symposium is an excellent example of AGARD". -inque role and capability, Since the topic is
primarily of interest in military applications and includes sensitive areas.,t %sould be difficult to handle in an unrestrncted forum.
The subject matter includes complex propagation scenarios, novel signal processing techniques. sophisticated hardware, and
extensive measurement programs. A good interaction between university, industry and both civilian and military members of
defence establishments is necessary to address the interdisciplinary aspects of the subject matter. AGARD is in the unioue

position to facilitate such on interaction and has demonstrated it again with this highly successful symposium.

The symposium was held in London, U.K. from lst-4th June 1992 and included seven sessions- Two sessions addressed
propagation aspects. one radio location techniques. two radiolocation measurements and s. sterns and one signal processing
aspects, One session was classified and the proceedings will be published in a separate classified volume. All together. 39 papers
were presented during the symposium.

Gratefully acknowledged are the cooperation and assistance of the Technical Programme Committee - Professor Goutelard.
Professor Jones. Dr Klemm, Dr Rother. Professor Tacconi. Professor Toker and Dr Yavuz. In addition to members of the
Technical Programme Committee. Dr Norbury and Profe:ssor Yeh served as session Chairs.

Appreciation is furthermore expressed to the AGARD staff led hy Lieutenant Colonel Canriia and to Mr Jean-Philippe
Prouteau for the excellent planning and organization. Very special thanks ao to the local hosts. Mrs S. Martin. Dr P Cannon and
Dr K. Craig provided a memorab!e setting and superb arrangements which resulted in an excellent symposium.

J.H. Richter and R.B. Rose
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LATERAL DEVIATION OF VLF RADIO WAVES DUE TO
DIFFRACTION AND SCATTERING FROM COAST-LINES,

MOUNTAIN RANGES AND POLAR ICE CAPS

James R. Wait
Consultant
2210 East Waverly
Tucson Arizona
85719 3848 USA

LIMMARY

This paper deals with a physical theory of radio wave propagation in the earth-

Ionospnere waveguide when allowance is made for lateral non-uniformities in the lower

noundarv. A combined hybrid ray and mode analysis is adopted which reduces to the now

conventional formulation when the lower boundary is uniform. For obvious reasons, the

mathematical details will not be presented but the ootical interpretation is given

and the physical concepts illustrated in a hopefully meaningful fashion. A case of

particular interest is when the global propagation of the VLF signal arrives from both

the direct path as well as a sometimes very strong resonant scatter from a continental

mountain range 1000 km or more off the great circle path. Other examples occur when the

signal actually diffracts around convex coast-lines and continental margins such as

the Antarctic ice cap. In such cnaes, the direct oath signal over the hignly lossy

'ledium is highly attenuated and may be out of contention.

in the simplest theory of "horizontal bending" of ILF naveguide modes, te conversion

of modes,of one order to another , is ignored. But, oy emoloying mode match techniques,

the conversion of modes of order m to modes of order n (reflected) and to modes of

order p (transmitted) can be es' imated. Both a scalar and a vector version of the form-

ulation are outlined. Actually the scalar version is really more appropriate for dealing

with acoustic ducts with inhomogeneous walls when the horizontý.l direction of propag-

ation is oblique to the junction planes. Strictly speaking the full blown vector prob-

lem must be dealt with in the electromagnetic case If proper allowance is to be made

for the inevitable coupling between the TM(transverse magnetic) and TE(transverse mag-

netic) modes.

I INTRODUCTION

To understand some of the complexities of bearing errors in VLF radio wave transmission,

it is desirable to consider an Idealized model wnich can later be employed as a basis

for discussing more realistic situations where the ofys cs is very similar. The situation

is shown in Fig. la, b, and c below. A source (e.g. a vertical electric dipole) is loc-

ated at (0, yo' 0) on the earth's surface z=O. The upper reflecting boundary is at z = h

and this.surface is assumed to be laterally uniform and characterized by a surface

z Z+

rtical (plan view)
(general h plane) Y ,

view y

Inc,

(a) (b) (c) .

ft 1.
xxFigure I

impedance Z The lower boundary, at zz 0, is a two part surface whose impedance Is Z
for y> 0 and is A for y 4 0. A more explicit description of these boundary conditions

is given below.
* The first paragraph of the summary refers to the oral presentation of the qaper at the
AGARD Symposium in London, June 1992. The second paragraph is pertinent to the theory.
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ýi &uaIltative sense, we now consider that the source dipole emanates a wavegulde mode

otý "rLer n In the semi-infinite region v , 0. It is "reflected" at the junction plane y

.' ,nto a spectrum of modes of order n including the specular case n = m . The trans-

mitted modes of order p propagate Into the region y < 0. Again, if there was no mode

c:onversinn p - m but, even then, the direction of the wave propagation will be modified.

It is this moOlfication. aoprooriately defined below, which we will call the bearing

error. In general, converted modes( I.e. where p • m ) will also suffer bearing errors

and they may be very significant.

Some very interesting situations may arise at highly oblique incidence where the reflected

or scattered modes may become significant while the transmitted modes could become very

small in magnitude and highly damped in the direction of transmission. Such a situation

is analocous to critical reflection at a dielectricinterface when the waves are going

from a dense to a less-dense region.

It is very imoortant to recognize that we have a double-barreled problem to contend with.

In plan view, as indicated in Fig. 1b,we are dealing with a ray picture but, in the vert-

ical pline, as indicated in Fig. Ic, .e have more of a wavegulde mode picture. In other

words. an individual "vertical mode" Is treated as a ray in the horizontal plane. This

concept is not new and , indeed, seismologists and underwater acousticians have often

exoloited the technique . But,surorisinoly, radiowave people do not usually treat such

mixed path proolems in this context. see references I to 4

2 a SCrLAR MODEL

[ our formulation we will adopt a scalar viewpoint, even though the 3d problem is

intrinsically vector( as we' indicate in Section 5 ). In this context, we will deal with

a comoley field function J(x,y,z) which satisfies the Helmholtz equation (V 2 , k2) 0 = 0

(1) in the region 0 <z h where k = w/c = 2 n / free.-spae wavelength and w is the

angular freauency. The implied time factor is exp(+j w t ) here and in what follows. We

can identify ý as the vertical electric field for VLF waves but in other related

wave problems it can have other meanings. (e.g. the excess pressure in acoustic wave

guides).

The impedance type boundary conditions that we invoke on the horizontal boundaries are

listed as follows :i al/az = - jk + I at z = h for -m C y - M (2)

ii di /8z = j kAI at z = 0 for y > 0 ()

III e) 0/1z = jk8 at z = 0 for y < 0 (4)

where we nave adopted normalized surface impedances defined as follows = ZMo
= Z / Mo P and Z+/ M where Ao = 120n ohms. These normalized impedances

are also relevant to analogous acoustic models.

Now, of course, we recognize that a source dipole at ( ,y0) will excite a spectrum of

discrete modes but it is sufficient to consider one such mode of order m because,in the

final analysis, superposition holds and the appropriate sum over m may be effected. Thus we

choose our incident wave function, for a far distant source, to be of the form

inc = exp( -JkS singm x - JkSmCos9m y ) Om(Z) (5)
m m mco~y mz

where unimportant or slowly varying factors are omitted and where G (z) is the height
M

gain function defined below. Also we should note that 9 is the real angle of incidence

In the horizontal (x,y) plane for the incident waveguide mode of order m.

The appropriate elgen or characteristic modes in the vertical plane are obtained from

( C - •)/(C + 6)[( C- 6+)/( C + A+)] exp(-2jkhC) u exp(-j2nm) I 1 (6)

The solutions are C • Cm which yield Sm (1- Cm)| . The physical constraints on

the solution are that Re.Sm) 0 and Im. Sm < 0. Also we normalize the height gain
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"Cntl1ons ruch that C (0) 1 wvhich follows convention. Now from (1) , we see that
m

0[xn(*JkC Z) * R exp(-JkC Z)/ I + Rm (), where Rm L (Cm" A)/(c + A) (8)

ere an be identified as the reflection coefficient at the ground surface z a 0 for
tie complex eigen anqle, arc cos Cm for the mode of order m . We may readily verify that

4 1 -. satisfied and that the boundary conjitions (2) and (3) are met.

ror such an incident waveguide moda, as defined by (5), we now write down the expected

rcrm of the reflected modes of order n . The field function of ef is of the form

r ef 2h fre nm exo( -JkSn sin 9n x - JkSn cos Gn y ) Gn(Z) (9) - where Sn x(1-cn) and

Sis a solution of (6) for the n'th mode. R is the reflection coefficient for then nm
incldent mode of order m as it is relccted and/or converted into mcde n

j deal with the transmitted modes of order p , we are led to write, in analogy to (9):

,frans Tpfm exp( -JkSO sin g9 x + JkS cos 9 y) G(Z) (10)

where now the vertical elgen modes are obtained from the solution C = C of
p

( C - f)I( C ÷ )] [(C - A*)/( C + +)] exp(-2jkCh) exp(-2j np) = 1 (11)
2 1ohen (1 - where again Re. 0 > 0 and Im. OS < 0. The height function
pp p

S-G I(z) = exp( jkC z) R R exo(-'jkC z) I /( * R ) (12) , where
Pp p p p

C " )/( M --•} (13) , Then T Is the transmission coefficient
p o , l

for the Incident mode of order ir as it is converted Into mode of order p

Now at this point, the only assumotion we need make is to say the transition , from the

surf ice imoedance Z for y > 0 to the surface impedance • for y <0, is invariant with
o~refl I~ I. j 0Inc/ arpsiect to x Thus a n m = "jgm (I1) jere___m_

is a fixed parameter. (14) is a generalized form of Snell's law for the 3D problem.

rhe fillowing properties are a consequence of (14) : 1) Since 9 is real , 9 (angle)
m n

of reflection is generally complex except for n z m and for the unlikely situation that

arg. Sn arg.S when n i m , 2) V (angle of- transmittance) is generally complex evena Sp
for n m except, in the trivial case, where there is no surface impedance contrast.

We can now construct the desired forms for the modal representations for the total

fields for an incident modu of order m. Thus, for y > 0, we may write for the total field:

S= 1•inc + erefl Amf exp(umy) Gm(z) + • n exp(-uny) Gn(Z) ] exp(-Jgmx) ( I1
n

*while,for y < 0, trans
Am T pTm exp( v0 y) Gp(z) exp(-Jgmx) (16)

Here A is a coefficient specifying the strength of the incident m'th order mode. Them
other key parameters are Um _ 2 2 (17) 2

Un gm - k Sn) J( jk S,. gm1 ) (18) , vp (gm2  k252)u j(k 2 S gm~) (19)

and where, as indicated by (14) ,gm= kS1 sing.

3 PROPERTIES OF REFLECTED AND TRANSMITTED MODES

A procedure to determine the reflected and transmitted mode strengths is desdribed later.

gut, first of all, it is desirable to discuss the nature of the modes with regard to

attenuation, phase velocity, and refraction. For example let us deal with the reflected
modes. An Individual mode will have the form qrefl a exp (-Jgmx) exp (-UnY) (21),

where we have omitted the multiplicative factors which do not depend on x and y Now

let us write gm x pm - J qm (22), and Un * Kn # J (n (23) * where Pm • Q n '

and On are typically real and positive. Thus note that

s refl exp- -X ,y I exp[J(pro .O y) 1 (24) . Clearly planes of



I-4

of constant phase are determined by Pmx • ny a const. (25) , or pm Z 7n dy/dx = 0

(26) . the situation is illustrated in Fig.2. The direction
of the wave fronts, for the modes of order n, make an Inc. mode m

snole 8 with the y axis, Indeed tanS 6 inc modem* n,m n,in
= m / 6n is an explicit formula to deduce the real

angle n which is relevant to any phase sensitive \ \ \n,mreceiving system. Of course, in the special case n=m

we see that Sm'm = 9m .Now looking at (24), we- / n\
see that the planes of constant amolitude are determined n,m /
by OmX + Cny = const. (28), or qm + 04 dy/dx / planes of constant

0 (29) . The angle of the normal , Spm is
given by tan 6 n' - dy/dx q m /0 n (30) .Except/ / / fl. mode n

in the special case pm/ qm 3 •n lon (31), ( or / / Fig.2

arg. Sm = arg Sn ) it is clear that 6 ~ S' . Therefore it is evident that the'n,m n ,m "
planes of constant phase and planes of constant amplitude do not coincide for the con-

verted modes except where noted above.

The situation for the transmitted modes, in the region y < 0 is similar. Such a mode of

order p will have an x an--y dependence as follows----trans - exp(-jgmx) exp( v y) (32)
p mpwhere again we have omitted factors that do not depend on x and y. We now set v =• p• p trans

& o+ j (33),where & and o are real. rhen \incrmode m
= exp(rqmX + &y) expf-J(p Pm- I y)] (34). \ \P m (planes of \ \

The-planes of constant phase are now determined by constant phase)

Pmx - py = const. (35),or pm - Vp dy/dx = 0 (36). -N, m
The situation Is illustrated in fig. 3. The refraction

ion angle 8 pm describing the direction of the \y

wave normal , is determined from tan% 16 = dy/dx I N pm

p m p (37). Except In the trivial case of no " -
surface impedance contrast (i.e. Z = Z), the anole " ' N

tran. I . I. .
p,m 9m even in the case where p= m. Looking at mode p / ,\ Fig. 3
(34), we see that planes of constant amplitude are

x
determined from qx - const. (38) or qm- p dy/dx =0 . The refraction angle
for planes of constant amplitude is given by tanO' o = q/ (40). in general mpIm m p pM
iOp except again in the special case where the waveguides are lossless such that

arg.Sm = arg.S 0 . One might now ask : how does (40) compare with Fermat's principle?

To answer this question~we we note that vp =jk[ p2 . S i2 sn 2 Q 93 (41). can be approximatedfor
low order modes,by vp = j k [,)2 P_ ( S singm) 2 (42),)where S' = Re. S and S =

VPpm i "'mm P!
Re. S p Then, from (37), tan m = [ Sm singm]/[ ( )2 . (S') 2 sin2 2 31 (44),

which trigometrically is equivalent to Sp 'singp,m = S singm (45) . This latter form

of Snell's Law becomes exact when Sp and Sm are real.

4 MODE MATCHING

We nrw develop a procedure to determine the reflection and transmission coefficients Rnin
and T respectively. The method is based on mode matching. The scheme is to match,fm

Sand J$ /dy at the junction plane y =0 over the interval O'z h . Employing (15) and

(16), we arrive at the following m(Z) + Rn, Gn(2) T G(2) (46)
adm z) n n o nc p~m pandn

uMI(z) " U n RnmGn(z) = vT MG& p(z) (47) . To deal with this system

of equations , we can exploit the orthogonality of the height gain functions. In the
present context, we multiply both sides of (46) and (47) by Gq(z) and integrate over z
from 0 to h. Then we obtain
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A) a R )= T C and (A)(ud -uR TMlq)i rm, q qtm an p'm(q m mq - q,m = Vpp,m~p,q

p (48) p (49)
where dmiq I for m=q =0 for m• q. In arriving at (48) and (49) we have exploited
the following orthogonality property ( h

h (2 (z)G (z)dz 1/A for p=q

where (h/2) G(z) ]2dz (51)= 0 for pq(50)
n

is a modal excitation parameter. Also we have defined c (2/h Gp(Z) dz (52)

,Is a mode coupling characterization.

N•a, we can eliminate R qm from the pair (48) and (49) to yield the single set

(A q)- 1 Uq +U ) dm,q = d( Uq + vp) Tp,m Cpjq (53)
P

To solve this system, we truncate the series over p to say N terms. Then we take q = 1,

2, 3. ....... N and solve the finite system foT T for the desigated m'th incident

mode. To illustrate the concept, let us take m = I and N = 2 which is a rather drastic

truncation. Then (53) reduces to (u 1 +v 1 ) T 1 1 c 1  + (U1 * v2 ) T2 , 1 ci, 2 = 2U 1 /A 1 u

and (u + v ) T + u + vc) T c 0 (55) Consequently , to within
12 1 1,1 ~2.1 + u 2 v 2  , ,1 2,2 -

first order T 2 , 1 = T ( u2 u 2 + / ,2 (56)

and T 1, C A 1 ' [ 2ul/ u1 v+ ) ( I/C 1,/1 ) (roughfully) 2uI/(ul + v 1 )

As we see the coupling coefficient c plays a key role. It can be expressed simply, (57)

as w! shall show,following a somewhat classical route forged by the "Master" (i.e. A.N.

Sommerfeld). First of all, we note that,over the interval 0 < z c h , we can write

d2 / dz k 2 C 2 ) Gq(z) - 0 (58) and ( d 2 / dz 2 / dz 2  k 2 C2 ) G(Z) = 0 (59)

Now we multiply (58) by Gp and (59) by Gq and then subtract one of the resulting

euations from the other to yield A 2 2 2
G Pd /dz q Gq d 2 /dz 2 Gp + k 2 ( C 2 -C 2 ) =0 (60)

Bit (60) is equivalent to 2 2 2
d/dz [ G d G q/dz - GC d G / dz k =-k( C 2 - p 2) q G (61)

Then, on integrating both sides of (61) over the range of z from 0 to h, we get
hI

[G dCG/dz -.Gk 2 Cd ) (h/2) cq,p (62)
p q q p 1 ~

But dG /dz jk A at z = 0 , dG dz : k /k at z = 0 (63), (64)

- jk + Gq at z=h , =-jkA+Cp at z=h (65), (66)

Thus the LHS (left hand side) of (62) is simply - J k ( A - A) so that the coupling

coefficient is given by cpq (2/(j k h))( - )/(C 2 _ •2) (67)
p 9 Qq p

Perhaps It Is useful to note that c , c. C C 2  2 2 (68)
2,1 1,11 1 1  - 2  )

which is an alternative form showing that the mode conversion is most important when the

modes I and 2 become nearly coincident ( i.e. near degeneracy).

It is now useful to return to (46) and (47) inanattempt to deal explicitly with the ref-

lection /conversion coefficient R . To this end, we play the same orthogonality gamen,m*
and begin by multiplying both sides of (46) and (47) by G (Z) and integrating over z

from 0 to h. Then we obtain the system I I*RnT A (6
-h ^E Rs + C a,n a T s'm A (69)

aser 2 (h/2)( [G () dz ]-1 c ~

a0 n(71) um s,m - UnR nm Cs,n - v I Tsm s(70)and h n

and c s,n u (2/h) G n ),(z) dz (2/(J k h A ) n/ ( c 2 ) (72)
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On eliminating T from (69) and (70),we arrive at the single set
s'm

(v - Um) + 2(vs + un) Rn ,m C s,n s,m 0 (73)
n

To obtain numerical values for R we truncate the summation over n to N terms and then

let s = 1, 2, 3, .... N. The resulting matrix of the coefficents is then inverted. In

the rather trivial case where mode conversion is neglected (i.e. N= 1), we obtain

Rmm " (ur - vm )/ (um + Vm (74) which is very simple. In fact (74) can be interpreted

as the reflection coefficient at an interface between two half spaces of refractive

indices S and S . But, in general, we need to deal with (73) for some specified number
m a

of terms. In this case, it is useful to note that the ratio of the coupling coefficients

is given by c /C C2 - 2)/cn2- C 2) (75) which is consistent with (67).
s,n s,m m s n s

6 GRADUAL TRANSITION OR NON ABRUPT BOUNDARY

In the foregoing analysis, we have idealized the. junction as an abrupt change of the

conductivity of the lower boundary (e.g. a straight flat lying coastline). But, in.-mvny-ý

cases , the junction is tapered in some fashion. F or example, in the analogous day/night

transition, the width of the earth-ionosphere waveguide will change gradually. Similarly

an irregular coastline will often appear as a tapered transition.Here we will indicate

If such a transition or tapered junction will modify any of our conclusions about bear-

ing errors. The model we consider is a modification of the geometry considered earlier

in Fig. I . The situation we deal with now is shown in Flg.4 where, In fact,

rather than having a sudden change of properties at y = 0 , we have a transition that

extends from y = -d to +d . The incident mode of order m ,for y > d , is again specified to

be J inc = $0 exp(-Jgmx) exp(umy) Gm(Z) where um = jkCm where Cm satisfies the mode eqn.

(6). Nrw, in the region y < -d, the transmitted mode of order m will still have the

form ,trans = o0 T exp(-jg mx) exp( v mY) m (z) in the absence of any mode conversion.

C (z) and C m(z) are the appropriate height gain functions in the regions y >d and

y < -d , respectively. Now in the transition region, d > y,-d , we will argue that

the s•lution will have the form : (y) = exp(-jgmx) Y(y) Gm(y~z) (74)

where the y dependent height gain function

is given by G (y,z) = [exp[jk C(y) z] + R mexp[-Jk C(y) z]]/ ( I R m) (75)

where R Cm(Y) - 6(y)] /[C (y) + C(y)] (76)

and where 6 (y) is the y-dependent (normalized) surface impedance at z = 0 for -d~y'd.

Cm(y) then satisfies the y-dependent mode equation such as (6) with A replaced by A(y).

NOW since 0 satisfies the Helmholtz equation (•72 + k 2 )$ = 0,(77)., in the space O'zch,

it is clear that [ d 2 /dy 2 + k2 q 2 (y) I y(y) = 0 , (78), where q(y) = j ( k 2 S(y) - gm)

where S = ) 1 - C (y)01 . The appropriate WKB solution of (78) is:
Y

Y = 1/ k q(y)) exp [ ik) q(y) dy I (79) apart from a constant. Now this

0
solution form must match the incident wave as y • +m and the transmitted wave as y -- M.

In these two limits q(y) -o Cm and q(y) -* CM respectively. These conditions are

met when d
T (C m/m) exp J k q(y)dy] exp [ J k ( Cm - cm )2d (80)

Of course,it is not permitted to let d approach zero because the WKB solution is only

valid if q(y) or Sm(y) is a slowly varying function of y. In such a case, mode-convers-,

Ion would also be small. But an interesting observation can be made about (80) , if

gm > kSm I Vm in (73) becomes mainly real. Then we can expect that there will be crit-

ical reflection back into the region y • 0 from whence the Incident wave came.
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rot example, it is possible a value of y

V in the transition, will occur whenI

0 ( or there will be a minimum ) ,ran ¶ fi

Of course the proolem is analogous to the

=eflection of obliquely incident radio waves I A(y)

In the vertical plane) at the ionosphere

where the electron density increases with

height. Some of the relevant theory on

ohase integral methods can be taken over , Y

directly (e.g. see Ref.3 ). In this case inc

v~e may deduce that for the region y >d,

the critically reflected field will be

given by prefl :i@o j exp('JkCm (y - 2y c)(81)

YC 
P I

where the T1/2 phase lead is associated : Fig. 4

with the effective caustic surface at y = yc (plan view)

The situation as described above is depicted
lo- 2 d ---

in fig. 4 where two typical situations are

shown; in the one case, the incident mode

nas a horizontal angle of propagation wnich Is
r1llustrating a penetrating mode and

close to perpendicular with the y axis. T hen the a critically reflected mode

"ray" is continuously bent within the transition

zone but it eventually exits at y = -d and goes

on its way into region y < -d . On the other hand, tne nighly oblique ray enters the

transition zone out it is continually refracted back towards the region y , d.

Perhaps it is important to note that with such a transition zone,the properties of the

modes in the uniform regions y < -d and y > +d are precisely the same as we disussed

earlier for an abrupt boundary - everything else being equal. Of course, the relative

amount of mode conversion will be a strong function of the width or the extent of the

transition zone. But it is safe to say that the bearintg errors for a given mode should

not be affected by the width or taper of the transition zone.

7 ALLOWANCE FOR TC-TM COUPLING

4 more rigorous analysis of the oolique incidence problem is to allow for coupling

zetween between the TE(transverse electric)and the TM(transverse magnetic) waves. We

shail outline t'e procedure for dealing with this situation. The waveguide model is the

same as illustrated in Fig. 1. In the region Oezh , the fields can be derived most con-

veniently from the Debye potentials U and V (Ref.2 ). Thus we may write

E = 0 2 U/Cixz -jpwdV/3y. (81) E a 2 U/ dy dz + jpwaV/ax (82)

Hx = a2V/axaz .jeowOU/Oy (83), Hy =02V/dyaz - JesowU/dx , (84)

Sz= ( k2 + a2/j 2 z ) U (85) -and H Z (2 + a / (86)
z Z

Here we associate the U with the TM or E Modes while V is associated with the TE or the

H modes. Essentially, in our previous scalarized or acoustic-like model, we ignored the

fields derived from the TE or H modes (i.e. we assumed Hz a 0 ). It might be mentioned

here in passing that in dealing with a realistic earth-lonsphere model, where the___

earth's magnetic field renders the ionosphere anisotropic, there is also coupling between

the TM ind TE modes even for complete lateral non-uniformity of the wave guide( sae Refs.

2 & 3 ). That is a complication not considered here.

To proceed with our analysis, we construct our solutions tor U and V that satisfy the

k2  The Incident wave Is a pure TM orHelmhnltz equation V2 , k2) U (or V) * 0 (87) .
Inc

moeof order m ,as assumed earlier .Thus E Ex* J EX ) Z (88)
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where gm k Sm sin 9 nd 3c (g 2 - k 2 S 2 )1 being consistent witn

our earlier definitions. Again m, the (horizontal) angle of incidence fcr mode m, is

real. Also, as before, S C1 20 're satisfies the mode equation (6) as

applicable to the region y 0 It Is now clear that !/dx,in equations (81) to (84),

can be replaced by -J gm with the same Justification as in the scalarizeo version.

The boundary conOitions , on the norizontal surfac'-ý are now stated to ne

- H a 0 pH H o 3

S(89) 1• (90 -I IEy O • > 10 y O <0y0x !, ) C
y <~ CV -C
z = 00 Y 0 I

We now write tne appropriate forms of toe Debye ootent:.als , for the incident mode of

order !, in the compact forms , where summation over the repeated inoices is understood:

Um= esp( UmY) Gz) . Rnm exp (-uy ) G, (z) (92), K z R exp ( usy) (z)i9T); y,3Um T exo u py) ) "oz hn ~ SIMz

U 0 ep (z) (94) , v Y G rePp( v y) F• ) ,y (M p o ,m P.M p P

where , as before, ( k 2 2 g 2 t al• o ( k2 ý- mne~e

lower case 5 (r 2nlcb is the solution of the TE mode

dscussec telo:.. <Ol-tV,7 '- -2 "

,h -e) rP terms o' r .' '; on the corresoonoino -i 30e

euationn T. P Ts 'vOe neioh -,3 i n c e t` con vn'c ' 4lv lrtt IC the f:r-

(Z' exo ( cs z ) - . e xp ( - • S :, (9) .•nee :. 'S,• , ' c % • "'
F(: Z exD ( cZ r r exp k 2- .7 r .

Now c is a S:Lution of the TE mode equaton : r r exD(-i2kch) x(- s) = 2 ,98)s S

3nd C is a solution a similar mode equation : r r exo(- ?kch)= exo(-- io): = (99)

n.here l = ( Ac - / ( e ) fhen 9 orresoonoino .M mode equations are

identical to those employed in the earlier ccalarized formulation.

The remaining task is to match the tangential fields E L in toe zunation

This step leads to the following 'imniltanio:s eouations for the unknown coefficients:
gm OK' (z) p e Cn'()Z) jja w R h 7 (z) -• I - ip T (zXLC2)

m n,m n SM -S o O,ma Q

g, 3s,m 'S ) Z J P i m(z) rn, n GoI(z)= T o' z)0 '"Te Z ), V'3
"3 i(z) C:Re •2 -Z• 112)

na a n n (m ) = O ,m 0 "
z n z T(ZV)

h Se I q,m q 1(13; vhere (z) o 2(z)/dz , etc.

These four systems of eouations must hold and F '(z) FS I',/dz I etc.
over the interval 0 z<h. No further attempt

here will be made to solve them. But a numoer of general conclusions can 3e drawn.

For oerpendicular incidence, (i.e. gm = 0 ), the TC modes become complete!? decoupled and

the results are identical to the scalarized model. Also it may be noted that for the

low order modes , the derivatives of the height gain functions are relatively small

and the coupling between TM and TE modes is weak. Finally it is to be noted that at
highly otblique incidence , the modes may be critically reflected in which case the

coupling tends to be small.
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1-6 H. Volland,"Die Ausbretung Langer Wellen" , 232 pp.FrIedr. Viewegeg& Sohn, Braun-
schweig, 1968 ( a self contained exposition of the propagation theory at VLF and LF
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Press, Oxford, 1972 , " ... 'reatment of the whole subject and includes cood summaries
of the author's fundamen- :'"utions covering i• years prior to his tragic death)
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ivity, Proc. Inst. radio Eng. vol. 45, 760-767, 1957 ( showeo that the hitherto ignored
finite ground conductivity could significantly influence VLF attenuation)
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:-24 k.G. Budden, The critical coupling of modes in a tapered earth-ionsphere waveguide,
klath. Proc. Camb. Phil. Soc., vol.77, 567-580, 1975 (examines the situation where two
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2-25 R.Smith, Mode conversion coefficients in the earth -ionosphere wave guide for VLF
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c -ys., /ol.39, 539-543, 1977 (employs a factorization method to justify the neglect of
-'e reflected modes when computing the forward mode conversion)

.- 26 �.A. Pappert and J.A. Ferguson, VLF/LF mode conversion model calculations for air
to air transmissions in the erath-ionosphere waveguide, Radio Science, vol.21, 551-558,
1986 ( liscusses the simplification of the full wave determination of the biorthogonal
set of height gains which, in effect, neglects the gain functions above some height)

.- 27 J.R. Wait, VLF Mode conversion for ionospheric depressions, Radio Science, vol.26,
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ore3t circle path ) (Note in eqn.24, $I,2 should be S

:-28 B.J. Rask and A.D. Gorman, On caustics associated with horizontal rays and vertical
- es, Wave Motion, vol.14, 321-332, 1991 ( considers the caustics that may occur in the
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Z-29 .. R. Wait, Diffraction of VLF radio waves by polar ice caps, Electronics Letters,
v"1.27, 1030-1031, 1991 ( an example where mode theory is used in the vertical direction
and generalized ray theory in the lateral directions) ( note eqn.8 reads OD/ay - qO = 0)

2-30 3.R. Wait, Relection of VLF radio waves at a junction in the earth-ionosphere wave-
guide, IEEE Trans. vol.EMC 34, 4-8, 1992 ( a scalar model is employed to deal with
the relected modes which are quite small except at highly grazing incidence ) ( note
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the factors exp(JkCmZ) and exp(jkC'z) were missed on RHS'S)
vainly Experimental Papers relevant to VLF Propagation Including Phase Variations:

3-1 E.Bahar and J.R.Wait, Propagation in a model terrestrial waveguide of non-uniform
height : Theory and Experiment, Radio Science, Jour. Res. NBS, vol.69D,1445-1467, 1965
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uo with a laboratory microwave modelling experiment )
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oic onosonere, Jour. Atmos. Terr. Phys. vol. 33, 343-353, 1971 (computed values of
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7-A q. 9arr, The effect of the earth' magnetic field on the propagation of ELF and VLF
radio .aves, Jour. Atmos.-Terr. Phys. vol. 33,' 1577-.-543-, 1971 ( uses a realistic inhomog-
eneous anisotropic ionosphere model and shows that azimuthal dependence is very similar
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7-9 £.2. Field and C. Greifinger, Transpolar propagation of long radio waves, Jour. Geo-
Phvs.Res. vol. 77, 1264-1278, 1972 ( shows calculations that predict gross distortions of
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-C ..-.esteriund and F.H. Reder, L.F sinnals oropaqatirz over the Greenland ice sheet,
-our. -tmos. Terr. Phys. vol. 35, 1a75-1491, 1973 ( calculations show phase velocity of
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-1 . Ll. Jones, ELF ionosphereic radio propagation studies using natural sources,
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ý-12 .. Harth, Beschreibung von VLF-Atmospnerics-Parametern mit dem Wait-und Walters-
Aodell, Zeitschrift fu- Geophysik, Band 38, 153-167,1972 ( extends mode calculations to
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derived attenuation rates and phase velocities showing good agreement

3-13 Y. Muraoka, A new approach to mode conversion observed in mid-latitude VLF trans-
mission, Jour. Atmos. Terr. Phys. vol.44, 855-862, 1982 ( reports observations of amplitude

and pnase of 18.6 kHz transmission from NLK (Wash. State) to Japan for a three year per-
iod and deduces mode conversion coefficients for terminator)

3-14 R. Barr and P.O. Helm, Standing waves in VLF transmissions produced by geographical
discontinuities, Jour. Atmos. Terr. Phys. 44, 967-971, 1082 ( shows clear evidence that
standing waves occur,due to reflection from the Southern Alps of New Zealand,for a path
from NWC in Australia such that a strong interference minimum occurs between the dominant
modes just at the right place to make such a measurement very sensitive)

3-15 V. Muraoka, Winter anomalaous effects of mode conversion observed in mid-latitude
VLF transmissions, Jour. Geophys.Res.vol.88,311-317, 1983 ( concludes that nighttime VLF reflect-
ion height decreases considerably during the D region winter anomaly)

3-16 A. Tolstoy and T.J. Rosenberg, Model predictions of subionospheric VLF signal pert-
resulting from localized electron precipitation-induced ionization enhancement regions,
Jour. geophys. res. vol. 91, 13,473-13,482, 1986 ( uses VLF mode theory to examone the
effect of electron ionization enhancement including both mode conversion and changing
ground conductivity along the path and such calcualtions support the whistler excitation
mechanism)

3-17 U.S. Inan and D.L. Carpenter, Lightning-induced electron precipitalon events obser-
ved at L = 2,4 as phase and amplitude perturbations on sublonspheric VLF signals, Jour.
Geophys. res, vol.92, 3293-3303, 1987 ( phase Trimpi events observed at Palmer Station
Antarctica, were interpreted to extract information on precipitation flux density)

3-18 R.L. Dowden and C.D.D. Adams, Phase and amplitude perturbations on the NWC signal
at Dunedin from lightning-induced electron precipitation, Jour. Geophys. Res. vol.94, 497-
503, 1987 ( uses Wait's 1964 theory for diffraction from a circular stalactite to inter-
pret off great circle echoes)

3-19 W.L. Poulsen, T.F. Bell and U.S. Inan, 30 modelling of sub-ionospheric VLF propag-
ation in the presence of-localized D region perturbat.ons associated with lightning,Jour.
Geophys. Res. vol.95, 2355-2366, 1990 ( generalizes Wait's 1964 model to include slow
variations in both the transverse directions as well as along the great circle path)

3-20 w-y Yip, U.S. Inan and R.E. Orville, On the spatial relationship between lightning
discharget and propagation paths of perturbed subionospheric VLF/LF signals, Jour. Geophys
res. 0ol.96, 249-258, 1991 ( concludes that the occurrence of Trimpl events for La 3 or so
may be more controlled by magnetospheric conditions than source lightning distribution)
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DISCUSSION

D. JONES
In an early interpretation of refraction effects, Neil Thomson used a very simple analysis based on refraction at an interface
characterized by a refractive index computed in terms of the phase velocities on the two sides. How valid is this treatment?

AUTHOR'S REPLY
I believe Thomson's method is valid for an individual mode. But he does not consider mode conversion nor does he deal with the
magnitude of the mode conversion.

J. BELROSE
Your reference to VLF attenuation rates for waveguide mode propagation across icecaps of 50 dB/1000 km is a bit of an
exaggerauon...or at least should be qualified. The "attenuation rate" is a strong function of frequency and reflection height, and is
greatest at low VLF frequencies and low reflection heights. Thus, for practical VLF frequencies, it is grrasest for the OMEGA
frequencies (10 kHz) and lowest reflection heights (50 km. corresponding to a solar proton ,;vent). Perhaps such "attenuation rates"
occur under such propagation conditions'?

AUTHOR'S REPLY
Yes. 50 dB is an exaggeration or upper limit. Perhaps such an opaque model of the Antarctic ice cap is appropriate in view of
Barf's observations.

R. OTT
In regard to the plot of reflection loss versus incidence angle, how do the results change for the higher order mode numbers? In
general, how are the coupled equations for the transmission/reflection coefficients truncated and solved for the higher-order modes?

AUTHOR'S REPLY
The lowest mode will be critically reflected in some cases, even when mode conversion is non-negligible The higher order mode
conversion is calculated by truncating the system of equations at successively higher numbers to secure coivergence.
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ABSTRACT (LF), and Medium Frequencies (MF).
Long waves propagate to distances

Most applications of long radio waves well beyond line-of-sight via a
(ELF/VLF/LF/MF) are ground-based and number of different modes. These
exploit the fact that such signals include propagation over the surface
can propagate to great distances via of the earth by diffraction modes
reflections from the lower ELF/VLF/1LF/MF): propagation by

ionosphere. It is known however transmission-line type modes (ELF);
that. owing to the influence of the and, propagation by earth-ionosphere
earth's magnetic field, long wave waveguide modes (VLF/LF/MF).
signals can penetrate through the
ionosphere as well; at times, with ElP has an important application for
relatively little loss, depending on military communications that require
ionospheric conditions and other wave penetration beneath the surface
propagation factors. This has of the ocean; the VLF/LF bands are
prompted investigations of the long used extensively for navigation and
wave "ionospheric transmission military communication: and. the MF
window" as part of efforts to assess band (from 535-1606 kHz) is used by
the feasibility of deploying long the standard AIM broadcast systems.
wave emitters in space for Long waves are also used in basic
terrestrial applications and/or for ionospheric research, lightning
exploiting, in space, signals studies, standard frequency and time
emanating from ground-based long wave distribution, geological studies, and
transmitters. This paper outlines minerals exploration. For almost all
results of theoretical and of these applications, long wave
experimental investigations of the transmitters and/or receivers are

ionospheric transmission window over deployed on. or relatively near, the
the frequency range from about 100 Hz surface of the earth.
to 500 kHz. with emphasis on
directional issues associated with It is well known that long radio
long wave penetration of the waves can also penetrate through the
ionosphere. densest regions of the ionosphere:

i.e., through the F-max region, where
1. INTRODUCTION the electron density is many orders

of magnitude larger than that needed

For discussion purposes, it is to completely reflect the waves if
convenient to refer to radio waves the ionosphere were a simple
having frequencies below 3000 kHz as (unmagnetized) plasma. This
"long waves". Included are Extremely transmission window is due to the
Low Frequencies (ELF), Very Low geomagnetic field of the earth, which
Frequencies (VLF), Low Frequencies constrains the electron motion



produced by incident electromagnetic coverage of very large geographic
waves. The study of "whistlers" has areas, repeated measurements at
shown that long waves from lightning different times, etc.) for VLF
strokes can penetrate the ionosphere, ionospheric penetration studies,

follow a geomagnetic field line, and there is an important role for rocket
return to the earth at a distant probe experiments (e.g.. Ref 2)
point. This type of hemisphere-to- because these can give vertical
hemisphere propagation occurs under amplitude-height profile information
special time-varying conditions which needed for understanding and
are still not fully understood. confirming the penetration mechanism.
Related research has focussed on In the 1960's and 70's the U.S. Air
using long wave whistler-mode Force conducted a number of rocket-
propagation to trigger electron probe experiments to explore the VLr
precipitation events in a controlled transmission window of the
manner. Such a capability could, ionosphere, measure the attenuations,
ultimately, have interesting and obtain other data of potential
potential application in reducing the interest for engineering
threat posed to space craft by applications. The experimental
charged particles in the radiation approach is illustrated in Figure 1.
belts. Another potential application Briefly, signals from distant VLF
of whistler-mode propagation, a transmitters were monitored from the
space-based ELF/VLF transmitter for ground to about 600 km altitude with
communications applications, has been ceceiving systems contained in the
considered by the U.S. Air Force and nose cones of rockets flown from
Navv (most extensively in the late Eglin. Florida. Natal. Brazil. and
1960's and early 1970's) but has Fort Churchill. Canada. These
never been carried past the locations provided an opportunity to
conceptual stage owing, primarily, to investigate the relative effect of
the large technical uncertainties and the geomagnetic field on the long
potential high cost of deploying such wave penetration properties, since
a system. the dip angle of the geomagnetic

field ranged from near zero degrees
Technological advances over the past at Natal, sixty degrees at Eglin. and
decade and recent space-based eighty-four degrees at Ft. Churchill.
experimental activities in this area,
such as the Soviet Union's ACTIVE VLF VLF receiving instrumentation was
satellite and NASA electron-beam contained in the nose cones of

(SEPAC) and long wire experiments sounding rockets, which reached
(WISP), suggest that it might bc apogees of about 600 km (well above
useful to review some of the the F-max of the ionosphere) during
characteristics of the ionospheric the flights. The payload included an

transmission window, as it applies to antenna that was an electrostatically
long radio waves. :ore specifically, shielded air-core loop, shaped to
results of a number of experimental conform to the fiberglass nose cone
and computational programs conducted of the rocket. In flight, the axis
by the Phillips Laboratory of the of the rocket was nearly vertical so
United States Air Force will be that the antenna sensed the
described, horizontal component of the magnetic

flux density of the signals being

2. ROCKET INVESTIGATIONS OF VLF monitored. The antenna spun with the
PENETRATION OF THE IONOSPHERE rocket at 6 rps typically. and

information on wave polarization
While satellites such (e.g., Ref i) could be obtained by observing the
offer many attractions (such as resulting signal modulations. For a
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linearly polarized transverse dark during the flight except for a
magnetic wave there were two maxima small portion of the NLK-Eglin path
and two minima in each revolution, in the vicinity of the transmitter.
while for circularly polarized waves The measured amplitude-height
the signals had constant amplitudes, profiles observed during the flight
In the circularly polarized case the are shown in Figure 2. For
signal frequency differed from the comparison purposes, the profiles
wave frequency by an amount equal tc have been normalized with respect to
the rotational frequency, being a reference value of unity on the
greater or less depending on the ground.
relative directions of rotation.
With either polarization there were Except for a few periods when thc
additional frequency shifts (Doppler) signal from NLK was lost in the
due to the component of rocket noise, signals were recei-ed on the
velocity in the wave propagation rocket from all thr-e stations from
direction. When signal-to-noise the ground to altitudes of 500 km.
conditions were favorable, the The NSS and NAA signals began to
Doppler shift could be obtained by decrease shortly after lift-off and
allowing for the relatively constant passed Through brief minim- around 40
rotational shifts produced by the ,m nltitude (100 km for NLK). After
spinning rocket. ., broad minimum between 1)00-200 km

2J')O- 0 km i-r NL.K) the NSS and NAA
The base of the antenna contained S .iznals tended to recover partialiv.
solid state receiver with individual while t-he signal from NLY held
tuned channels to monitor various VLF rcitiveiv steady.
stations. On the ground the original
RF signal monitored on the rocket was in the region between 400 300 km, the
recovered from the telemetry signal NLK. NSS. and N4A signals were 16, 6.

and recorded on video tape. Another and 12 dB. respectively, below th-ir
channel recorded the RF signal from a values at ground level. in this
similar payload operated in a fixed sequence it happened that the signals
position near the ground. On from the nearer stations penetrated
playback, the rocket and ground the ionosphere better than those from
signals could be compared cycle by the more distant ones. i fact which
cycle to obtain Doppler information. may be related to their effective
It was also possible to measure angles of incidence. and possibly to
delays in arrival times, especially the geomagnetic field conditions
when the signals consisted of dots (this will be discussed in more
and dashes. Since the percentage detail later).
bandwidths of the VLF transmissions
were generally small, the observed The amplitude variations from 250-500
signal delays could be assumed to km seen in the NAA profile mitht be
approximate mathematical group due to a standing wave pattern set Up
delays. by reflections from some still higher

altitude or. by what may be more
2.1. Signal Profiles for the Night likely, the interference effects of

Flight at Eglin, Florida the superposition of waves belonging
to different modal systems in the

Three VLF stations, NSS (Annapolis, earth-ionosphere waveguide. Since
Maryland, 21.4 kHz), NAA (Cutler, the multiple reflected waves
Maine, 17.8 kHz), and NLK (Jim Creek, associated with the higher order
Washington, 18.6 kHz) were monitored modes have steeper incidence angles
during the Eglin night flight. The and may penetrate the ionosphere
propagation paths were completely better, it may be that their
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influence on the shape of the wave 2.1.3. Interpretation of the Eglin
amplitude profile is reiatively more Night Flight Data

pronounced in and above tie
ionosphere than in the waveguide The similarities of the signal delay
below, profiles of NAA and NSS, and the

basic features of the amplitude
2.1.1. NAA Polarization Profile for profiles shown earlier suggest that

the Eglin Night Flight the fields observed in and above the
ionosphere were due to power leaking

A measure if wave polarization was off from the earth-ionosphere
obtained from the "spin modulation" waveguide in a coherent manner from
quantity (i - Amin/Amax), where Amin directly below the rocket probe.
and Amax are respectively, the Figure 5(A) shows a representation of
minimum and maximum signal amplitudes a model of this penetration mechanism
observed during one revolution of the consisting of three regions: (1) the
payload's loop antenna. Figure 3 earth-ionosphere waveguide. (2) a
shows the percent modulation-height transition region in the lower
profile for the signals from NAA. ionosphere, and (3) a region of
Near the ground the modulation was whistler wave propagation. It is
nearly 100 percent, indicating that postulat-d that the wave patterns in
the propagating wave in the earth- regions (2) and (3) are rigidly tied
ionosphere waveguide was linearly to the pattern in region (I). which

polarized, as would be expected. carries the main energy flow, and
Above 250 km the modulation was very that the whole wave pattern moves
slight, indicating circular from left to right with the phase
polarization: i.e., the magnetic flux velocity of the wave guide. Since
density vector was rotating, rather the ohase velocity in region (3) crn
than oscillating. As seen by an be very much less than in region (1).
observer looking in the direction of the equiphase surfaces are shown
propagation, th." rotation was sharply bent back, being nearly
clockwise, as would be expected for horizontal around the altitude of
whistler propagation, The minima at maximum electron density.
40. 110. and 190 km are roughly
coincident with the signal amplitude in the rocket experiment, the
minima shown arlier. vertical velocity of the receiving

antenna relative to the wave produced

2.1.2. NAA and NSS Signal Delays for 11 Doppler shift of a few cycles per
the Eglin Night Flight second in the region of circular

polarization (3). The Doppler shifts
Figure 4 gives the variations of the for the relatively strong NAA signal
NAA and NSS signpl delays wit'i were converted to give the iefractive
altitude, obtained by monitoring the index profile in Figure 5(B), based
dots and dashes received on the on the assumption that the rocket
rocket payload and comparing them to trajectory was approximately
those received on the ground. The perpendicular to the wave fronts as
rocket signal delays lagged the suggested by the penetration model.

signals on the ground by considerably The refractive index data was then
more than the millisecond maximum converted to the electron densities
delay that could be attributed to the shown in Figure 5(C). The solid
delay over the telemetry link. The curve depicts the derived electron
signal delays became noticeable densities, while the dotted one shows
around 250 km. and increased to 12 ms values up to the F-max -egi-on
near apogee at 500 km. obtained with a conventionI.l HF

ionosounder operated at Cape Kennedy.



The agreement between the two results Obse, rvd at n ighi due to col Iis i on
is very good. losses in the daytime D-region of the

ionosphere.
The amount of tilt of the equiphase
surfaces can be estimated using The signal from NAA was strong enough
Snell's Law, the inclination being during the day flight to allow grcup
approximately sin' (1/n), where n is delays to be estimated from its dots
the index of refraction. For n ;6, and dashes at a number of altitudes
from Figure 5(B), the angle of At 520 kin the delay was about t0 ms,
inclination is 1.6 degrees. about twice the corresponding

nighttime delay, which would suggest
For a given electron density profile, that the average electron density at
the group delay is inversely this altitude was approximately four

proportional to the square root of times greater in the day, This is in
frequency, so that, theoretically, reasonable igreement with estimates
the signal delay for NAA (17.8 kHz) of total electron content.
should be about 10 percent larger
than that for NSS (21.4 kHz). By 2.3. Day Flight at Natal, Brazil
closely comparing the signal delays
at 500 km altitude, it was found that The wajve penetration in the coherent
the observed signal delay for NAA model discussed earlier is controlled
actually was nearly 10 percent larger bv the vertical component of the
than that for NSS. geomagnetic field, which permits the

wave fronts to travel in an

2.2. Signal Profiles for the Day essentially vertical direction. At
Flight at Eglin the magnetic equator the vertical

field component is zero and the

The amplitude-height profiles of the penetration mechanism fails, so that
signals from NSS and NAA observed signal levels above a fey hundred
during the day flight at Eglin are kilometers in th-, ionosphere should
given in Figure 6, where it is shown be vanishingly small. As a test of
that the NSS signal was monitored to this "blind zone" hypothesis, signals
only about 90 km altitude, where the from six VLI" stations were monitored

signal was 20 dB below the ground at the geomagnetic equator in a day
value and became lost in rocket flight at Natal, Br--il.

instrumentation noise. The profile Except for minor fluctuati is. all
is smoother than the one obtained on six decreased as the rocket rose.

the night flight: e.g., instead of practically disappeared around 100

the minimum around 35 km (Figure 2). kim, and were not observed again until
there is merely an inflection near after the rocket reached apogee (660
the 25 km altitude. This is kin) and returned to the 100 km
consistent with the notion that altitude region. Figure 7 gives
higher order modes are less prominent three of the amplitude-height
in the daytime, profiles. NBA (Panama. 24 kHz), NSS.

and NAA obtai ned dutring the f ight.

The corresponding amplitude-height The NAA signal was strong t i"ugh on
profile for NAA shows a rapid the ground to permit the conclusion

"crease in signal shortly aftc- that the signal above 100 km were at
..t-off. After reaching a -30 dB least 30 dB down. This contrasts

minimum at -in altitude of 10 kin, the with the results of the Eglin day
signal recovered to a level around - flight, for which the NAA signal at
20 dB which was maintained with only some altitudes above 100 km was oniv

minor variations up to 500 km. This down about 17 dB. The Natal results
signal was about 8 dB less than were consistent with the "blind zone"



hvpothesis to within the dynamic none of the cases was a signal
range of the measurements. definitely received and identified

above about 70 km. This was

Although intelligible signals were unexpected based on the ptmnerIration

not detected above the noise above model previously developed from the
90-100 km at Natal, sometimes curious Eglin data and discussed in

"blips" appeared in the NAA signal conjunction with Figure 5.

channel. These had durations of

about 10 ms, noticeably shorter than 2.4.1. Comparison of the Eglin and
the 15 ms dots of the code being Ft. Churchill NAA Data

transmitted by the station, but

longer than most sferics noise- NAA is nearly equidistant from Ft.

bursts. No time correlation was Churchill and Eglin. so that it is

found between the occurrence of a interesting to compare the daytime

blip and any signals, signal changes, amplitude-height profiles that were

or noise bursts seen by the ground obtained at those locations. Figure

observation receiver. Yet, since no 4 shows both profiles to the same

such blips appeared in any of the scale. Below /0 km the profiles are

other signal channels which had very similar: hut above that

comparable sensitivities and iltitude. !he sign,,l ,t Ft. Churchill

bandwidths. the possibility that he ",a - d to recover, .'i the

bKips were somehow related to the NAA 7enetrating signal, f any, being at

signal cannot be ruled out. Shown in n ast IO dB weaker than at Eglin. In

Figure I is the profile of the ight of the penetration ne:<.chanism

combined NA signal and noise drawn outlined earlier, this is surprising

to a scale to include apogee. The since the vertical component of the

blips mainly appeared in the altitude geomagneric field at Ft. Churchill is

regions marked by A. B, and C. even stronger than at Eglin. The

difference might be due to higher D-
IE. the blips observed in the region absorption at Ft. Churchill.

experimental data were "real" the or different geomagnetic field

question arises as to how the NAA orientation with respect to the

signals got to the high altitudes propagating signals from N.AA, or a

above Natal. It may be that they combination of both.

penetrated the ionosphere at a higher

latitude, where there was a vertical An aspect of the orientation issue.
geomagnetic field component, and were illustrated in Figure 10. can be cast

then somehow coupled to the as follows: ror the northward

horizontal geomagnetic field lines directed geomagnetic field, is there

that the rocket probe from Natal an appreciable differep-e in the

intercepted. This requires further penetration losses for waves from NAA

investigation. propagating to the south (toward
Eglin. Florida) compared to those

2.4. Day Flight ac Fort Churchill, propagating to the north (toward Ft.

Canada Churchill)? The schematic suggests
that the coupling of waves to the

A rocket probe with a 660 km apogee geomagnetic field might "smoother"

was made at Fort Churchill, Canada. (less lossv) for southward
where the geomagnetic field is both propagation. ro investigate this,

,,;ronger and more nearly vertical normalized 17.8 kHz wave amplitude-

than at Eglin (see Table i). The height profiles were computed using a

amplitude-height profiles for the nominal night-time electron density

three VLF stations monitored during of the ionosphere. Tbe problem was

the tlight are shown in Figure 8. In oversimplified in that the earth and



the ionosphere were taken to be plane geomagnetic field conditions, wave
surfaces, and the wave structure incidence angle on the ionosphere,
between them was considered to and direction of wave propagation
consist of up- and down-going plane with respect to the geomagneric
waves, with incidence angles of 87.3 field.
degrees. chosen to represent the
first propagating mode with a 3.1: Ionospheric Penetration Losses
magnetic-type ionospheric boundary. for Normal/Disturbed Conditions
A full-wave computer program (Ref 3)
was used to calculate the penetrating Figure 12 shows computations by
and reflecting waves, and the total Booker, Crain, and Field (Ref 4) of
horizontal magnetic field vectors daytime long wave penetration losses
(the major axes of the polarization for normal (ambient) and disturbed
ellipses) were then determined by ionospheric conditions, for waves
vector addition. The resulting propagating parallel to the
amplitude-height profile computed for geomagnetic field. As such, the
north-to-south and south-to-north results represent a "best" case (as
wave propagation directions, with discussed later). Cinder normal
respect to the geomagnetic field, are conditions, the daytime penetration
given in Figure 11. From these losses are below about 30 dB for
simple calculations, the southward trequencies below about 20 kHz. The
propagating wave couples into the "disturbed" case represents a
ionosphere with less loss than the situation irn which electron densities
northward propagating wave. However, in the ionosphere below 70 km were 2-
;t is not clear whether this effect 3 orders of magnitude higher than
alone is sufficient to account for under normal conditions: a condition
the observed difference between tie that sometimes occurs for relatively
Eglin and Ft. Churchill NAA long periods in the polar cap
ionospheric penetration data. This following large eruptions on the sun
problem, the points raised earlier (so-called solar proton events, or
concerning the penetration of higher SPE's). Except for the very lowest
order modes, and the "blips" observed frequencies (below about 100 Hz), the
in the NAA data at the geomagnetic increased absorption in the lower is
equator all suggest that further effectively prohibitive.
ionospheric penetration experiments
would be necessary to help resolve Figure 13 gives related results of
such issues. The Ft. Churchill VLF full-wave computations of ionospheric
penetration experiments, however, penetration losses for plane waves,
completed the U.S. Air Force's over the 15 kHz-500 KHz range, under
experimental research in this area. nominal day- and night- ionospheric

conditions. Northern hemisphere,

3. COMFUTATIONS OF LONG WAVE mid-latitude parameters were assumed;
IONOSPHERIC PENETRATION and, the direction of wave

propagation was parallel to the
A number of computational studies geomagnetic field (i.e., for the
performed in conjunction with the geomagnetic parameters chosen, the
rocket-probe experiments have bearing plane waves were propagating to the
on some of the penetration issues south, with an incidence angle of 20
outlined above. These illustrate degrees). Again (as shown later),
clearly the variability of the this corresponds to optimum
pcnetration of long radio waves ionospheric penetration conditions.
through the ionosphere in terms of a
variety of factors, including wave Similar to the previous example, the
frequency, ionospheric conditions, normal daytime penetration losses



increase relatively sharply with discussed above were for what was
increasing wave frequency. For the termed "best" or "optimum,
nighttime case, however, the losses penetration conditions. As
are small, even for frequencies well illustrated by the results given in
above a few hundred kilohertz. This Figure 14, one optimum condition is
suggests, for example, that it should wave propagation to the magnetic
be possible under the appropriate south for a northward directed
nighttime conditions to receive geomagneti'c field. Another optimum
Loran-C navigation signals (100 kHz) condition relates to the incidence
and standard AM broadcast signals (in angle of the waves on the ionosphere,
the lower band around 600 kHz) in as illustrated in Figure 15, for
space. which penetration losses were

computed for southward propagating
3.2. Computations Relating to the waves as a functioi of incidence

Coupling Issue angle on the ionosphere. For the 15
kHz, 100 kHz, and 300 kHz examples

As described earlier in conjunction shown, the penetration losses were
with Figures 10 and 11, the large least for an incidence angle near 20
differences between the NAA degrees. which corresponds to a plane
penetration data acquired at Eglin wave propagating parallel to the
and Ft. Churchill (there was little, geomagnetic field (whos- dip angle
if any, penetration at Ft. Churchill) was assumed to be 10 degrees for the
prompted computational investigations computations). In all cases, the
of some of the directional issues penetration losses increase for
associated with long wave coupling incidence angles departing from that
into the ionosphere. Figure [4 gives optimum condition. The penetration
the results of calculations to losses become progressively steeper
investigate this issue further and more prohibitive as the wave
(magnetic dip = 70 degrees; wave frequency increases and as the
incidence angle ý 20 degrees). At incidence angles vary away from the
the lower VLF frequencies, the minimum-loss condition. The results
calculations show only a few dB indicate that although frequencies
differences between waves propagating well above 100 kHz from ground-based
to the north and to the south; transmitters may penetrate the
however, the computed differences nighttime ionosphere under suitable
become quite large as the wave propagation conditions, the
frequency increases. For example. it location(s) at which 'hev might be
100 kHz for this nighttime example, received in space may verv well be
the penetration loss is only a few dB very highly ;estricted.
for propagation to the south, but is
more than 20 dB for propagation to 3.4. Tracking Long Waves Through
the north. Hence, if one was to look the Ionosphere
for 100 kHz signals in space from a
Loran C station, for example, it The computational results described
appears that they might be observable above represent numerical solutions
only southward of the transmitter. for infinite plane waves incident on
At higher frequencies, the a horizontally uniform model
differences in north/south ionosphere. However. the waves from
penetration losses shown in Figure 14 a real long wave transmitter are
are even more dramatic and severe, divergent, and might be more

accurately described as spherical

3.3. Incidence Angle Effects rather than plane, There is then a
question as to the realism of plane

Some of the computed results wave solutions in certain real



scenarios. The basic mathematics for 4. CONCLUDING COMMENTS
investigating this question already
exist (e.g., Ref 5), but the The discussions above have focussed
procedures required are not easy to on experimental and computational
implement. However, some progress studies relating to the penetration
has been made on a related question: of long radio waves u2i-through the
"what path would a collimated beam of ionosphere. Most of the results and
long waves follow in the ionosphere?" issues raised, however, relate to the

penetration of long radio waves d -
As outlined schematically in Figure through the ionosphere, as well. One
16, a simple beam can be constructed primary issue for either case are the
by combining the fields of two plane effective losses incurred in
waves of the same amplitude and penetration of the ionosphere by iong
frequency but with slightly different waves. These depend upon a number of
angles of incidence. For a given factors as illustrated by the results
field component, say the transverse shown earlier. 1ia reciprocity
magnetic field, this gives an arguments, the effective losses
interference pattern in the vertical should be the same for up- or down-
plane. By tracing the interference going plane waves that are
maxima a beam path or "wave track" is propagating parallel to the
obtained. The process has a geomagnetic field. As indicated
classical analog in the theory of earlier, the losses can increase
Group Velocity in which two waves in dramatically for non-parallel
the same direction but with slightly propagation, depending on wave
diferent frequencies are combined to frequency. The results indicate that
give an interference pulse. ELF/VLF radio waves ca' penetrate the

ionosphere with relatively little
Figure 17 illustrates the results of loss; and, under more restrictive
"tracking" the maximum of the conditions. LF, and even MF waves up
combined fields of two 15 kHZ plane to about 500-600 kHz, can penetrate
waves, one propagating with an the ionosphere without suffering
incidence angle of 40 degrees, the prohibitive absorption.
other with an incidence angle of 50
degrees, as they penetrate a Another key issue involves the
nighttime ionosphere. If the coupling of bignals out-of or in-to
combined fields represent, the earth-ionosphere waveguide. As
effectivelv, the "track" of a plane illustrated earlier, the coupling
wave incident on the ionosphere at an out-of the waveguide in the northern
angle of 45 degrees, the computation hemisphere (where the geomagnetic
indicates that the wave undergoes an field is pointing northward) is most
appreciable off-set as it penetrates efficient for waves propagating to
the ionosphere from ti- ground. It the south. Alternately, reciprocity
must be noted that the validity of considerations indicate that the
this "wave-tracking" concept and excitation of northward propagating
computational approach has not been waves in the earth-ionosphere
subjected to rigorous testing. waveguide by waves penetrating down-
Nevertheless, the "off-set" issue through the ionosphere may be more
raised here is an intriguing one and efficient than the excitation of
it, along with some of the other southward propagating waves. The
results and issues raised in earlier issue pertains to potential coverage-
Figures, indicate that further areas on or near the surface of the
investigac;on is needed to fully earth that would be provided by long
characterize the long wave wave sources in space.
ionospheric transmission window,
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Detailed knowledge of many long wave interim results of the LOFTI I
penetration issues is still lacking experiment", Proc.IRE, 50(1),
due, primarily, to the lack of a pp 6-17, 1962.
sufficiently large and diverse set of
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hopefully change so that the basic full-wave equation with mode
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Figure 1. Rocket Probe Investigations
of VLF Ionospheric Transmission
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* RAY OPTICS: NOT ADEQUATE FOR VLF

* GROUP THEORY: Two WAVES-SAME INCIDENCE ANGLE/DIFFERENT FREQUENCIES
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Figure 16. WAVETRACK Concept
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DISCUSSION

J. WAIT
1. Did you deal explicitly with the source in the full wave calculation of the penetration loss?

2. Also. I think it would be interesting to apply reciprocity to the case where the source is in the ionosphere and/or the
magnetosphere.

AUTHOR'S REPLY
I. No. We took an admittedly simplified approach to investigate relative effects relating to the penetration of long waves up
through the ionosphere. Specifically, we computed the penetration of infinite plane waves, incident on a horizontally stratified
ionosphere, for a wide range of propagation conditions. To deal appropriately with the source, a much more rigorous approach.
such as outlined in works by Budden. Galejs. and Wait. for example, should be done, We were not computationally set up to
handle such a treatment.

2. 1 agree; however, another somewhat thorny issue arises when the source is to be embedded in a magnettzied plasma. Do we
understand the interactions and coupling between it and the medium well enough to adequately describe itý radiation characteristics

(p,-ttems. etc.)? This issue certainly was of great concern to U.S. Navy researchers when they were contemplating the devel-pment
of a satellite-bome long-wave transmitter twenty years ago or so. and the issue still remains a difficult one to resolve today as well.

M. PITTEWAY
At around, say. 10 kHz. we would expect a refractive index of 10 or 20 in the whistler medium. If we have an airborne VLF
transmitter, therefore, transmission to the earth would only be possible through a narrow cone of angles. Other angles must be
reflected or absorbed, so most of the transmitted energy will be lost to us'? (The refraction gives an earth-based VLF transmitter an
effective polar diagram of just a few degrees in the whistler medium. The aiTrborne transmitter enjoys no such advantage).

AUTHOR'S REPLY
The computations discussed in the talk centered on the upward penetration of infinite plane waves incident on a horizontally
stratified ionosphere. Although the focus was on waves incident from below, reciprocity considerations show that the results can be
used to obtain information relating to plane waves penetrating down through the ionosphere as well. Your comment actually deals
with the same one Dr. Wait has just brought up: what signals will be received in space (or on the ground) for real long-wave
sources on the ground (or. in space)? As mentioned earlier, those much more vigorous computations are beyond the scope and
emphasis of the present paper.
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THE EFFECTS OF MULTIPATH SCATTER FROM WIND DRIVEN GRAVITY
WAVES ON LINES OF BEARING SERVING AS DIRECTION FINDERS

by

R.H. ( tt
Genera! Research Corporation

1601 Randolph Road SL
Suite 200 S

Albuquerque. NM 87106
ABSTRACT United States

I ANALYSIS

Unambiguous locations for target transmitters are
based on lines of bearing (LOB's) obtained by The total z-component for the Hfertz vector for the
radio direction finding (DF) methods. 'I tese target geometry in Figure 1 is
location estimates based on intercepted LOB's are
subject to error if multipath exists. This multipath
may result from skywave interference or seascatter I ek, + oe- e1r 2

from rough seas. Skywave multipath becomes //:(W) = d + osC-SOStr~ o r, C osa + T 2

important for ranges greater than 300 km while 0 -,,--"

ground wave multipath may be significant for direct reflected
ranges less than about 100 km. Although, the wave wave
groundwave loss may be greater than the one-hop
skywave mode, it may be comparable to the loss
associated with the two-hop mode. Therefore both -space wave"
groundwave and skywave multipath may
contribute to LOB errors for a given fleet exercise.
For the case of skywave multipath. newer DF
systems will be able to differei.ti.-te skywave signals ( 26 e L2 I + 1.3 13.5 )+
from ground wave signals when the elevation angle Cosa + - + 1-2 + 11-12
is greater than about 18'. ,__

In this paper groundwave multipath is estimated
using the compensation theorem. This method -Norton Surface Wave-
provides a convenient analytical tool for relating
the change in mutual impedance between a
transmitting monopole and a receiving loop over a where
rough sea surface and a flat sea. The change in I vertical polarization
mutual impedance, in turn. is related to the change 7 c
in current in each of the receiving loops used to 6 =

generate LOB's. /7, horizontal polarization

Some predicted and observed examples of fleet
exercise LOB errors from wind generated swell will + (2)
be given based on target transmitter frequency, I = (% + (2o
wind direction and speed of the ship carrying the

DF system.

I INTRODUGCTION Q =--- 2 1 + 6 Co-2-

The ability to detect low-flying missiles is of crucial
concern lo modern naval fleets. Unambiguous (3)
locatioi s for tirget transmitters are hased on lines
of bearing (LOB's) obtained by radio direction and the time dependence is r For the case of
finding (DF) methods. These target location an antenna on an OUTBOARD ship, the angle a in
estimates are subject to error it rough sea (1) is near 2 and the direct and reflected waves
multipath exists. This paper addresses the errors ce

in LOB's when sea multipath occurs. The cancel leaving only the Norton surface wave to

mathematical approach iises the Monteath propagate the signal from the target ship. The

Compensation Theorem (1] relating the change in Norton surface wave in I1). norralized to the free-

mutual impedance between the transmitting space field is

monopole and receiving loop antennas.



Figure 2 shows the geometry of the transmitting
PADR Imonopole an(i the receiving loop on the

OUTBOARD ship in frame x, y, z. The tields of
TARGET the receiving loop are given approximately by

f 7 !ý ý I(assuming the loops axis is nearly perpendicular to
WAVEHE ISkT.~ a I I the z-axis; i.e.. the loop is electrically close to tie

-- 0 • surface of the sea).
D

UEA- (Sa)

F i g u r e 1 . Geo m e t r y o f S e a M u l t i p a t h , ( S b )

SNHI •$EAD I, ik ?I, I BS
A.N LoopP xAM \ E . ' in 6 e o (8c)

IRRECEIVING Loop@ 52rR
ON OUTBOARDL

where

M r, R - x coso (Sd)

0+ Wind-(lirection f 8e)

-_- W H 0 GE NE R A T E D C R E S T S a n d ?ijo 1 2 0 -r o h m s , It i s t h e c u r r e n t i n t h e
DIRECTION loop. S i the loop's effective area. and 6 is the

angle the loops horizontal axis makes with the
vector R in Figure 2.

Figure 2. Geometry of transmitting monopole on

target ship and receiving loop on outboard ship. Using the foilawing tirst-order appToximation to
the complete compensation theorem: i.e.. assuming

E is the unperturbed field and 11 is the perturbed

Norton Surface Wave () Field [2), yields the change in mutual impedance
ikDb2  between the loop and the monopole.

w here w e have used only the lead ing term iII IZ = Z ' - Z . s B
equation (1).

From equation (4), the magnetic field of a f (E x 11l el da (9)
transmitti'ig monopole on the target. ship is

approximated by
where E is the field ef the receiving loop, H is the

field of transmitting monopole, and E and H are
______( I -~-(- ikrs) eskr,, (5) defined above in (5~), (6) and (8), and Z4  is the

Srr • mutual impedance between the monopole and loop

when the sea is smooth; i.e..

hiI r•co ` 2) (1- ikr,) .tkr, (6) , , (kR >>»1) (10)
Z 4 AB =k > 1 ),( 1 0 )

which accounts for induction field effects of the
mnonopole over the rough sea and and the unit norm al e .to the rough sea is

V!r 
- exý'(X} + el

(7) ell [1 +( ,)2 }1/ 7

where h.1 is the monopole height above sea water.
with (' (x) the lrca; slope of hie rough sea surface.



Substituting t5), (6). (S) and II into (9) gives I? o, (k' • • !0t- 2l

IAz for ai!A 11/60

Z = (ik coso/12) f ('(x) exp ( ikr coso)
X i. p. 18'2, fig. 5.51 (15d

II(11) (4-x co'o,•o dx, /12)

I? ,,, = I? ..

ihe liunits of integration. .x and xi. are sutch that L1, p. 1961 15e)
we can use the asvrlptotic expaln.-ion for tilt,
llankel function, I/( ;u),as

ll() (kr (o.o) ( 2r kx coso) 2 j -,,i]., l (±")1---
x101 kx roos

,.Ikx ~ ~ =(s 7 loop radius

aInd sulbstituting in 1 12) vields the result pp-. i -3, 197- l9 . '6i 15f)

I- I'r/4 7-

- { B - . 1 1 = Z

S0 > :r/2

: t- )J" (15~g)x1 ".TH

k co o ~ c

xo -- r-",.In 15b) and 15c), h is the lheight if thetransmitt in antenna above the ground plane. In

(1,5c6, 60 rather than 120 occurs in the numerator
Wait [3], has obtained a similar result to I-I). because the image of the vertical antenna yields a

factor of two. In the equivalent circuit, a capacitor
is used in series with the terminating loop resistor

3 EQUIVALENT CIRCUIT FOR to cancel the effect, of Ltoom and make the antenna
DETERMINING LOOP CURRENTS resonant. Ir.1 pp. 13,, 197-I98]. Using the results

in (I 5), tile equivalent circuit becomes a coupled
The two-loop equivalent circuit representing the RL circuit with loop equat olis given by
transmitting monopole and receiving loop make the
following assumptions in the circuit parameters.

R'IIA - iiLml'A + 1.w1 'M B =
I mono <

rod R "<I n (electrically short
monopole)

[4, p. .58[ (15a) i,+. ,MI 1.4 + (2 I4L+ITIB I 0 (16)

I_ mono 4 h1n 1 )2 with a determinant A,
rod -A 400

[5, p. 312, eq. 10-54] (15b) A =

iWI Mf (2IR T ?

6O[n(hA/A) - I]

ono ar(kl)p -' i ,L j) (2 t! + ?R "') +4 +2I .

[4, p. 512, eq. 14-41 (15c) (17)
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Solvini for 13, the current in the receiving loop. in the shape of an inverted cycloid, A-th the
gives vertical distance between trough and crest the wave

height, and the horizontal distance between

successive crests called the water wave length, A.,.
= +Figure 3 shows a statistic related to the wave

RI .,-i )(2 R•+ R") + Ifheight, i.e., -1,13, ,)r the so-called significr.nt wave

height for four different spectrums for the wave
surface [7] Reference (81 gives photos showing the

or ocean waves developed when the wind has been

S- 1Z 4 V bhowing a sufficient time (I knot = 0.514442
-(R" - iL18)(2R)+ R"') + ZAB rnisec.).

Using the Gauss-Legendre numerical algorithm, the
integral in Equation (14) and, hence the phase of

and the current in the receiving loop, was evaluated for
the parameter values shown in Table I.

(19) DARBYSHISE

""B Z.4 B'618 12 3 0

H 1 -1 39 10 "U
2

10 SVERDRUP-MUNK

The change in mutual impedance is therefore - .2.67 102 U

directly related to the change in current in the 8 NEUMANN /
receiving loop on the OUTBOARD ship. These EH, 1 - 7065 10 U/

currents are used to generate LOB's. from -look-up ,
tables-. 6

From Figure 2 4 "

R R) a n20)2 -•-/I / //"-

Cos 6 = cR ' eb (21)

0 0 4 B 12 16 20
where eb is a unit vector along the ship's center U. "

line ,and Figure 3. Significant Wave Height. 111/3. versus

C0 = , (22) Wind Speed using 4 different Spectra ([7]).

3.1 Corparison of Predicted and Observed Table 1. Input parameters for p:edicted LOB
Bearing Errors errors for Ship A. Event 2.

Measured LOB's were obtained from the fleet
exercise experiment during the period 27 January ship relative to North, deg.)

to 6 February, 1990. in the Caribbean. typically
from 2300 hours to 0800 hours local time. There Distance between CMT and 29
were 43 targeting events for the Ship A and 43 for OUTBOARD ship (nmi)
the Ship B using Ship C a cooperative mobile
target (CMT) at ranges from 20 to 100 nmi. Wind direction (relative to east. deg.) 50*

From equations (14) and (19), the error in the 12
current 12, in each of the receiving loops on the

OUTBOARD ship is a function of ((x) which in
turn is a function of the sea state or wind speed. Frequency (MHz) 20.18
These waves are referred to as swell when they Predicted LOB error (deg.)
continue on after the wind stops or changes
direction. The wave characteristics ate very nearly



Figure ,4 shows the geometry for Event 2 and the in a nearly constant direction at a relatively
LOB multipath correction for rough sea multipath. constant speed ( 12 knots) during the course of LOB
Another method for correcting for rough sea readings. The large changes in, the LOB error from
multipath would be during the calibration testing time 2.55 to 2.65 may have been caused by factors
phase where appropriate modifications can be made other than rough sea inultipath: e.g., and incorrect
to the look-up table (database) for the ncagnitude LOB from a target ship.
and phase of the currents in the loop antennas on
the OUTBOARD ship. However. Figure 41 suggests
he pos.;ibility of czrcctiaig for rough sed multipath

in "real timen without modifying the look-up table.
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Figure, 5. Event 2. Ship A. 1.013 difference error
versus time. Also h.iiowri i> the predicted LOB
ilnil tipath terror.

Figure '4. Geometry for Event 2 and LOB
multipath correction. 4 CONCLUSIONS

A general expression for computing the change in
Figure 5 shows a plot of the difference of the two loop current in the receiving loop antennas used in
LOBs in Figure 4 versus time. Except for the time the OUTBOARD DF system is given as a function
period 2.55 to 2.60, the LOB error was positive; of sea state. This expression was evaluated for the
i.e.. the LOB from the correlation Interferometer sea's which existed during a fleet exercise and gave
Direction Finding CIDF algorithm was greater good agreement for the predicted and observed
than the LOB predicted using the dead-reckoning LOB errors.
algorithm. The dead-reckoning algorithm.
developed by this author, predicts the accurate
"ground-truth" LOB using the time "flashes" at
approximately 10 minute intervals and an
interpolation scheme for intermediate times, to
determine the distance the target ship traveled
along a great circle path from its initial position at
latitude, 01, longitude, l,, and time flash tpto a
new latitude and longitude. Using the parameters
for the sea state shown in Table I, a predicted LOB
multipath error of about 1.3* was obtained.
Actually, the predicted LOB multipath error in
Figure 5 is very close to the average LOB error
(i.e., 0.93'); The average LOB error is only
significant in analyzing the accuracy of the LOB
correction and not as a basis for LOB error
prediction. The reason is the multipath error from
rough seas is not constant with time, but changes
as the sea state varies and until the wind has
persisted for a sufficient duration to create swell.
As it turned out. for Figure 5, the wind did remain
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DISCUSSION

3. BELROSE
The experiment you described employed vertical monopoles for transmitting and small ferromagnetic loops for receiving on large
metal ships/large with resect to the frequency used. The analysis you presented was based on well understood propagation
parameters (the total signal being the vector sum of a direct and a ground reflected wave and a Norton surface wave). You
addressed the coupling between the vertical transmitting antenna and the receiving loop antenna(s), coupled through radiation. But
the radiation properties of these antennas are influenced by the conducting surface of the ships. The lower half of the monopole is
the entire ship; the small receiving loop will couple to currents flowing on the conducting hull of the ship. Did you not experience
problems from these effects?

AUTHOR'S REPLY
I agree with the discussor's comment that indeed the entire ship is the radiator; i.e.. the ship's superstructure modifies the currents
excited in each of the loop antennas. However, this effect is included in the CIDF algorithm (correlation interferometer direction
finding) when measured loop currents are correlated against the data base currents; the latter are obtained as the ship steams around
a buoy and collects target data from a known target direction.



PROPAGATION EFFECTS ON HF DIRECTION FINDING

George H. Millman
Research Associates of Syracuse, Inc.

510 Stewart Drive
N. Syracuse, NY 13212 USA

SUM•ARY angular deviations and ground range
errors are presented as a function of

Estimates are made of the propagation solar-geophysical and meteorological
errors that can be made in the conditions.
measurement of the geographic coordinates
of an HF emitter when utilizing HF 2.0 THEORETICAL CONSIDERATIONS
direction finding techniques. The
sources of the errors considered in this 2.1 Reflection Height Inaccuracy
analysis are those due to (1) imprecise
knowledge of the ionospheric reflection The lack of precise data on the electron
height, (2) ionospheric tilts, i.e., density variation with altitude at the
gradients of electron density and (3) ionospheric reflection point of an HF
tropospheric refractive bending. transmitted radio wave is the basis for

considering the reflection height
1.0 INTRODUCTION inaccuracy as a source of error in HF

direction finding. An error in the
The determination of the geographic height of reflection imposes an error in
coordinates of an HF radio/radar the estimation of the surface range to an
transmitter by direction finding is HF transmitter.
influenced to a great extent by the
characteristics of the propagation media, The ground distance error, AS, depicted
i.e., the ionosphere and the troposphere. in Figure 1, is simply

Various techniques are available for AS = S- S4 (1)
locating an HF emitter utilizing two or
more receiving sites. A single receiving
site can also be employed for HF where S is the true ground distance. The
direction finding. The single site parameter, SA, is the apparent ground
configuration requires that both the distance which is expressed by
azimuth and elevation angle of the
received signals be accurately measured. -(
For the single site, the ionospheric S ,- 2 os_'S(H/2r,(o. -)h (2)

height of reflection of the HF
transmitted signals is required for the h
calculation of the ground distance to the
emitter. where ro is the radius of the earth, hA

is the apparent reflection height and RIA
Errors in locating the coordinates of an is the apparent slant distance to the
HF emitter arise, in the case of the reflection point. It is assumed that RIA
ionosphere, from (1) imprecise knowledge = R1 where RI, the true slant distance to
of the ionospheric height of reflection, the reflection point, is given by
(2) the presence of an electron density
gradient, i.e., ionospheric tilt along (3)
the path of propagation and (3) the
presence, along the propagation path, of
a traveling ionospheric disturbance cos(S/2r}')
(TID), i.e., large scale electron density
perturbation in the F region. An and where h is the correct reflection
additional source of error results from height.
the refractive bending phenomenon
encountered in the troposphere. The 2.2 Ionospheric Tilt
presence of an ionospheric tilt and TID
imparts errors in the measurement of both Electron density gradients present along
the emitter's bearing and ground range, the path of HF transmissions can cause
The effect of ionospheric reflection the signals to undergo an angular
height inaccuracy and tropospheric deviation off the great circle path. In
refraction is to introduce an error addition, a gradient can introduce a
solely in the ground range measurement, modification in the ground scatter

distance.
In this paper, estimates are made of the
magnitude of the angular deviations and To facilitate the analysis, it is assumed
ground range errors that could be imposed the propagation signal undergoes a plane
on an HF direction finding system by the mirror-type reflection in the ionosphere.
ionosphere and the troposphere. The The ionospheric tilt geometry employed in



this analysis is depicted in Figures 2 (11)

and 3. The tilt angle, ¢, is the angle
between the vertical to the earth's
surface and the normal to the tilted where ET is the transverse elevation
surface while the horizontal rotation angle of the reflected ray incident on

angle, 0, is the angle in the horizontal the earth and $7r is transverse component

plane through which the tilted angle is of the tilt angle.

rotated away from the great circle plane. It can be shown that

For the ionospheric tilt geometry shown
in Figure 2, the deviation in azimuth, /'=cos'(J(r.h)/rjslr2¢T2
\A, brought about by a tilt can be
expressed by the function and

\A =sin -{(sin(Sr/r,)/sif (SrL',r) (4) (13)

where STL is the ground distance It is of interest to note the similarity
traversed by the deviated signals and ST between Equations (6) and (11), (7) and
is the transverse component of STL. (12), and (10) and (13).

It can be readily shown from spherical The error in the ground scatter distance,
geometry that \Srt, can be derived from the expression

SL=ro-cos'{cos(SI/r,)/cos(S. .,)} (5) N\Sr S s, - (14)

where SL, the component of STL along the
great circle path, i.e., the longitudinal where SA is the apparent ground scatter
component, can be expressed by distance defined by the expression

= (S12) .,{(( t2)-(:71,, -I-',,,)} (6) 0 2r cos {[r' (r .h( " - (15)

The parameter S is the ground scatter
distance that would be attained in a
nontitled ionosphere, EL is the elevation The parameter, RD, is the slant ray path
angle in the longitudinal plane of the distance between the ionospheric
ray incident on the earth, i is the angle reflection point and the ground
of incidence of the ray '-'ith respect to reflection point, and is expressed by
the vertical and $, is the iongitudinal

component of the tilt angle, '.. -t is 0. -(r.- (r,f hh)"2r,(,o) (16)

noted that the term, (i + 2'¢,), is the
angle of reflection in the longitudinal (Os(S/21 ,)}'
plane.

where S' is the surface distance between
The angle EL can be determined from the subionospheric reflection point and

ground reflection point. From spherical
o (7) geometry, it can be shown that

•'-* OS {cos) {SI - S2},jcosfS./rj)} (17)
and the angle i from

t=sin-'{(r./R.)sin(S/2r,)} (8) 2.3 Tropospheric Refractive Bending

When electromagnetic waves are propagated
where h is the reflection altitude and Ru through the troposphere and ionosphere,
is the slant range to the reflection they undergo a change in direction or
point and is defined by refractive bending. This phenomenon

arises from the nonhomogeneous
R =r-(r ÷h) 2 _2ro(r, -hr (9) characteristics of the media. The

tropospheric refractive bending when
cos(S/2r,)}) 2  taken into account in HF propagation

analysis is found to modify the ground
scatter distance. This topic was

Assuming that the tilted reflecting initially discussed in a previous AGARD
surface is spherical, it follows that the symposium (Reference 1) but is briefly
angle 01 can be expressed by reviewed in this paper for completeness

of the subject pertaining to propagation
S{•n~cosO} (10) effects on HF direction finding.

The effects of the troposphere on HF
propagation can be evaluated by means of

Referring to Equation (4), the transverse ray tracings. This requires that the
component of the ground scatter distance, index of refraction in both the
ST, is given by troposphere and ionosphere be expressed

as a function of altitude.



The index of refraction in the where Nm is the electron density at the
troposphere, nt, is defined by level of maximum ionization, hm, and Hs

is the scale height of the neutral
. 10 Qt (18) particles; i.e., the height of the
\=f 0 7 \p - homogeneous atmosphere at a given

temperature.

where N is the refractivity, T is .zhe air It should be noted that the ionospheric
temperature (OK), p is the total pressure refractive index, given by Equation (24),
(mbar) and c is the partial pressure of is also a function of both the electron
water vapor (m bar). According to Smith collision frequency and the earth's
and Weintraub (Reference 2), the magnetic field. According to Davies
constants, a and b, are 77.6 0 K/mbar and (Reference 4), the effect of the
4810OK, respectively, collision frequency term on the index of

refraction is negligible for frequencies
The tropospheric refractive index model on the order of 10 MHz and above and at
employed in this analysis is the CRPL altitudes greater than 80 km. When
Reference Refractivity Atmosphere - 1958 neglecting the earth's magnetic field, an
(Reference 3) which is described by error is introduced in the computation of

the index of refraction. The maximum
X.(h)= A ÷(h- -h)ANX (19) error evaluates to less than 0.4 percent

at a frequency of 30 MHz and slightly
greater than 1 percent at 20 MHZ

where No is the surface refractivity and (Reference 1). These calculations are
ho is the surface height above mean sea based on the daytime electron density
level. This expression is valid for ho • models presented in Table 1 and on a
h • (ho + 1) km. The parameter, %\, is magnetic induction of 0.5 G which is
defined by assumed to be invariant with altitude

(Reference 5).
x.V=-7.E3exp(O.O0•SZ7.7X) (20) 3.0 DISCUSSION

For the region contained within (h. + 1) 3.1 Reflection Height Inaccuracy
< h < 9 km, the refractivity decays as

An error in the estimation of the
V(h)= -A_ ,exp-c(h-h, - 1 (21) ionospheric height of reflection of HF

signals could arise from inaccurate data
in the distribution of electron density

where N1 is the value of N(h) at 1 km at the midpoint of the transmission path.
above the surface and A source of the error could be a

travelling ionospheric disturbance
C=(1/(8-h,)]log.(.\',/i0S) (22) inducing a perturbation in the

ionization.

Above 9 km, the experimental decay is of An estimate of the ground distance error
the form resulting from an error in ionospheric

reflection height is shown in Figure 4.
.V(h)= 05e.p[-0.1424(h-9)] (23) It is evident that an underestimation of

the reflection height results in an
overestimation of the ground distance.

The index of refraction in the The effects are reversed when there is an
ionosphere, ni, can be expressed by the overestimation of the reflection height.
relationship For a given reflection height error, the

k/ 2 (24) error in the ground distance decreases
n =with increasing ground distance.

I 'Q
2
1( •n, U)}fl

t '2  According to Figure 4, for an assumed
reflection height error of -20 km and
ground distance of 3400 km, the error in

where A*>• is the angular plasma frequency the prediction of the ground distance
of the medium (rad/s), Ne is the electron evaluates to approximately 12 and 13 km
density (electrons/mJ), e is the electron for reflection heights of 300 and 350 km,
charge (1.6 x 10-1 c), me is the respectively. For a -10 km reflection
electron mass (9.1 x i1" 3 1 kg), (, is the height error and assuming identical
electric permittivity of free space conditions, the ground distance error is
(10-9/3611 F/m) and (A) is the angular on the order of one-half the -20 km
frequency of the incident wave (rad/s). results.

The distribution of electron density with 3.2 Ionospheric Tilt
height is assumed to follow the Chapmanmodel of the form (Reference 4). The azimuthal deviations due to

ionospheric tilts oriented at a

\ N VŽep{(1|/?)f I -{((1-Ih,,)/I}- (25) horizontal rotation angle, 0, of 450 (and
1350) and 900 are presented in Figures 5

exp(-[h _hj/I1,)} and 6, respectively, as a function of
tilt angles, 4, of 10, 30 and 50 and
reflection heights of 300 and 350 km. The



lack of data beyond the ground distances approximately 700, 900, 1100 and 3400 km,
of 2600 and 3000 km is attributed to the respectively.
reflected rays not reaching the earth's
surface, i.e., overshooting the earth. 3.3 Tropospheric Refractive Bending

An examination of the data discloses that The effects of tropospheric refraction on
the angular deviation decreases with HF propagation is evident in the data
increasing ground distance and increases tabulated in Table 2 which is a
with increasing tilt angle and reflection compilation of the computations presented
height. For a fixed set of conditions, at the 1979 Lisbon AGARD symposium
i.e., tilt angle, reflection height and (Reference 1). The Table 2 calculations
ground distance, the angular deviation are based on the four daytime electron
maximizes at 0 = 900. density models described in Table 1 and

on surface refractivities of 320 - and

It should be noted that, for 0 = 00 and 400-N units. The electron density models
1800, i.e., the tilt oriented in the and surface refractivities are inputs to
great circle plane, HF transmissions the mathematical relationships defining

would not experience an angular deviation the ionospheric and tropospheric index of
from the great circle plane. refraction profiles, respectively, which

are required for the ray tracing process.

The data shown in Figures 5 and 6 can be
readily converted to spatial dimensions. In the analysis, it was assumed that (1)

According to Figures 7 and 8, there is a the troposphere is contained between the

slight increase in the lateral earth's surface and 30-km altitude, (2)

displacement with ground distance. In the base of the ionosphere is located at

the ground distance interval of 700 and an altitude of 80 km and (3) free space
prevails in the region between the

3400 km, the lateral displacement, for 0 troposphere and ionosphere.
- 50 and 0 = 450 and 1350, varies between

approximately 37 and 38 km for h = 300 km An examination of Table 2 reveals that,
and between 44 and 45 km for h = 350 km. when the refractive characteristics of
When the horizontal rotation angle is the troposphere are taken into account,
900, the magnitude of the lateral (IF radio waves, in general are propagated
displacement increases to approximately to a greater distance than when the
53 and 56 km for a reflection height of troposphere is neglected as indicated by
300 km and to approximately 62 and 65 km a surface refractivity of O-N units. In
for h = 350 km. addition, the true height of reflection

decreases while the virtual height of
The ground distance errors resulting from reflection increases. However, in the
the presence of ionospheric tilts are case of transmissions at 20 Mliz and 10
depicted in Figures 9 through 11 for elevation angle, the reverse occurs; that
horizontal rotation angles of 00 and is, the ground distance and virtual
1800, 450 and 1350, and 900, reflection height both decrease with
respectively. It is apparent that for a increasing surface refractivity.
fixed set of conditions, i.e., tilt
angle, reflection height and ground It should be noted that, when the
distance, the ground distance error is a ionospheric index of refraction is
maximum at a horizontal rotation angle of defined in terms of magnetic field
00 and 1800 (Figure 9) and a minimum at parameters, the ground distance and the
900 (Figure 11). For a tilt angle of 50, true and virtual reflection heights are
reflection height of 350 km and ground found to be a function of both magnetic
distance of 2600 km, the ground distance field conditions and surface refractivity
error is approximately 17.6 km for 0 = 00 (Reference 6).
and 1800, 10.5 km for 0 = 450 and 1350

and 0.7 km for 0 = 900. An interesting disclosure of Table 2 is
the existence of long range propagation

It is of interest to note that for both paths in a portion of the 20-MHz data.
horizontal rotation angles of 00 and 1800
(Figure 9) and 450 and 1350 (Figure 10) 4.0 CONCLUSIONS
the ground distance error increases with
increasing ground distance while, for a For an HF direction finding system,

horizontal rotation angle of 900, the imprecise information on the height of

reverse occurs; that is, the ground reflection of ionospheric propagation HF
distance error decreases with increasing radio waves produces an error in the
ground distance. measurement of the ground distance to an

emitter. The error increases with both
The reversal effect of the ground increasing reflection height and
distance error is shown in Figure 12 reflection height error and decreases
which is a plot of the error as a with increasing ground distance.
function of various horizontal rotation The presence of an ionization tilt in the
angles for a tilt angle uf 50 and region of ionospheric reflection can
reflection height of 350 km. It is cause HF signals to undergo both an
evident that, as the angle 0 increases, azimuthal bending and a change in the

the position of the minimum ground transmission path length which, in turn,
distance error is displaced towards would produce an error in the ground

increasing ground distance. For 0 =0, distance measurement.

450, 600 and 900, the minimum error is
located at a ground distance of
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Table 1

Ionospheric Electron Density Profiles

Scale Height Altitude Maximum Electron Density Plasma Frequency
Model Layer Hs (km) (km) Nm (X10l

1  Electrons/ml) ýMHz)

A E i icO 1.500 3.477
F1  40 200 3.000 4.917
, ,F2  50 300 -1 .500 o:0.037

B E 10 100 ..459 .429

F, 40 200 2.918 850
F 2  50 300 1Z.,60 .,399

C E 10 100 I 1.440 1.406
F, 40 200 -2.879 4.817
F 2  50 00 1.97,813

d E 10 100 1.421 -. 384
F1  40 200 2.841 ý.785
F 2 50 300 1i.838 •.767
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Table 2

Tropospheric and Ionospheric Ray Tracing Calculations

Elevation Surface Average Ground Average True Average Virtual
Frequency Angle Refractivity Distance Reflection Height Reflection Height

(MHz) (deq) {N-units) (km) (km) (km)

0o 1.0 o 1863.9 1.8 85.4
320 1949.9 81.7 92.7
400 1984.3 81.6 95.8

3.5 0 1468.7 82.3 88.3
320 1511.0 82.2 92.2400 1526.3 82.1 93.6

20 1.0 0 4820.3 1 196.5 546.8
320 4729,0 1 186.4 522.5
400 4282.6 167.7 457.6

3.5 0 4231.4 215.9 514.8
320 4438.8 215.5 564.4

400 4521.6 215.4 585.5

301.0 3979.8 248.7 361.9
320 4067.6 248.2 377.9
400 4123.6 L 248.1 388.4

3.5 0 3501.0 252.0 364.4
320 1540.1 251.3 371.7

__400 3574.5 251.2 3j78.2
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S-REFLECTION HEIGHT
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DISCUSSION

R, ROSE
COMMENT: I noted that the ground distance error data that were presented reflected target ranges of greater than 1000 km. It
should be noted that for ranges of less than 1000 km. the ground distance errors would increase dramatically.

R. OTT
Do you have any position error results for the case where the frequency is greater than the critical frequency so just Lie ground
wave is present?

AUTHOR'S REPLY
This particular condition was not considered in this analysis.

C. GOUTELARD
L'introduction de composantes transverses du gradient horizontal. souvent n~glig6. me parait importante. Cependant. les deviations
que vous trouvez sont faibles. Nous trouvons par des tracis de rayons des &6arts qui peuvent atteindre plus de 150 km. notamment
pour le rayon haut. Cela est rendu dans la communication que nous prdsentons ('Nouvelles mithodes de mod41isation.. -1[5).
Comment cette diffTrence peut-elle itre expliquoe?
The introduction of transverse components across a horizontal gradient - an aspect often neglected - seems to me to be important.
Nevertheless, the deviations you found are small, Through ray tracing we find deviations of more than 150 ktm. in particular for the
high ray. This is explained in the paper we are presenting ("New Methods of Modeling"). How can this difference te explained?

AUTHOR'S REPLY
The maximum tilt angle and reflection height assumed in this analysis are 5'and 350 km, respectively. Larger tilt angles and higher
reflection heights would yield ground distance errors and lateral deviations larger than those presented in this paper. An analysis of
plasma frequencies along its 75" west meridian reveals that tilt angles larger than 10" ase possible. Electron density gradients at
sunrise and sunset can also produce tilt angles in the order of 10".
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1. - GENERALITES - td~duisenc les gradients. It s'agli dun probI~me

dillficile qui n'a pas encore vraiment re~u de solution
Li mod~lisation tie l'ionosphere est tine nt~cessite dans rotalement satistaisante rnalere ks etforts importants.
die nombreuses applications : 4tude physique du prodluits par le monde scientifique.
milieu, ctikconununicat ions, radars traushorizon et
radi- local isa tion. La stabilisation die la solution apparait possible grice i

die nouveiles techniques qtii autonsent la mesure de
La radiolocalisation ii partir d'un site unique est nouveaux parametres. L'angle dt618vation des rayons
particulirement attractive mais impose, dans le r~trodifftis4s est Fun tie ces parametres dont
doinaine des propagations tiiametriqucs, de connaitre 1 importance avait pourtant 6~t6 signaltie dans les anndes
avec une pr~cision suffisante le milieu ionosph~rique 1960,
dans lequel les trajectoires; des rayons sont contr6li~s,
non seulement par le profil vertical die l'ionisation. L'utilisation tie cc pararnetre. conjointement aux.
mais 6galement par les gradients horizontaux. donnees fourxues par tin sondetir k rt~trodiffusion

permettant tine observation tout azimut. est ddvelopp~e
La figure I reprdsente tin tracd de rayon dams tne dans cette presentation.
ionosph~re d~finie par tin mod~Ie de Bradley-Dudeney
[1] en presence de gradients horizontaux: dont les 11. - MUETHODES DINVERSION DE
composantes transversales ne sont pas nulles. LIONOGRAMME DE

RETRODIFFUSION -
On peut voir que ces coinposantes entrainent des
propagations hors du grand cercle avec des di~viations Las modides des milieuix tie propagation permettent.
ati sol importantes; lorsqtie la rdflexion s'effectue dans par ties programmes tie calcul. tie determiner avec
]a rdgion F. La prise en compte de ces gradients east prdcision les trajectoires des ondes electromagndtiques.
indispensable pour tine localisation correcte, ce qui
rend nt~cessaire leur estimation. Ce probl~me, le probl~me direct. est la plupart du

temps r~solu avec tine bonine precisi Ion.
LU radiolocalisation I partir d'un site unique n~cessite
done. de disposer en tin m~nie lieu d'un moaen die La problkme inverse. qtiu consiste a chercher le modi~e
mesure. Un sondeur a retrodiffusion met facilement en a partir d'un ensemble tie mesures. appartlent le plus
evidence les anisotropies (figure 2). 11 s'agit tiun souvent ii la classe des problimes 'mathdmatiquement
moyen simple susceptible d'etre mis en oeuvre avec tie Mal posds".
tres faibles puissances et done attrayant.

Dans le cas tic I inversion des ionotyrammes tie
Ua tifficulti6 principale tic cette technique reside tans rtdtrodiffrision cette appartenance est due, soit au fait

]a rdsolution dtin prohl~me inverse qui. A partir ties que la solution dut probP~me inverse n'est pas unique.
mesures effectuecs. perrnet tie retrouver en tout point soit aui fait que tie faibles erreurs tie mesure entratnent
d'une zone d'observation. le profil vertical duqiiel se tie tortes erreurs stir le mod~Ie.



precision suffisante. et le volume des mesures
Les travaux sur ['inversion des ioaogrammes de correspondantes est niduit.
reirodiffusion remonhent aux arnntdes 1960. En 1968,
C. Goutelard (21 a proposte une rnitihode prenant en A ce temnps de groupe on peut ajouter. on Fa citt. Line
compte les gradients d'ionisation hortzontA~ux en exploration panorarnique qui perniet de stabiliser les
genteralisant la mitthode des courbes de transmiussion de solutions.
N. Smith.

L'adjonction de la mesure de l'angle d¼'ltivation pour
En 1969, V.E. Hatfield [31 a propos,6 une indtthode amehiorer [a aidthode, apparait parrnl les plus simples :
analytique inctdressante bien que ne prenant pas en le paramete s'ajoute siniplement aux mesures
compte les gradients honizontaux. N.N. Rao [4) en prec~dentes et les tiquations de propagation
1974 et S.L. Chuang, K.C. Yeh (5] en 1976 proposent l'introduisent narurellement.
des mtithodes it~ratives basties sur des techniques
voisines de la pseudo solution inais qui ne prennent L~a difficuitti est plut6t experimentale et rtiside dans la
pas en compte les gradients horizontaux. R.E. precision avec laquelle la mesure est effectutie. Une
Dubroff, N.N. Rao, K.C. Yeh [61 introduisent en bonne precision n~cessite de grands reseaux d'artennes
1978 des gradients horizontaux et constatent, coinme et Yintluence du bruit est fonidamentale sur la precision
J. Caratori et C. Goutelard [71 et J. Caratori [8] les des mesures. On peut noter que ces pararnktres sont
difficulttis qui apparaissent k cause, notamiment. de ]a lidis et que ['augmentation du bruit exige. pour une
non unicitti des solutions et de leurs instabilitt~s. J1. prticision constante, un accroissement des dimensions
Caratoni et C. Goutelard [7] proposent alors de du rtiseau d'antennes.
stabiliser les solutions par des mesures tout azimut, cc
qui a pour effet de rendre unique la solution dans la Le LEITT1 (Laboratoire d'ETude des Transmissions
majoritti des cas. L.E. Bertel, D.G. Cole et R. Fleury lonosphtiriques de l'Universitti Paris-Sud) a choisi
[9] introduisent en 1988 des informnations d'utiliser des traitements de signaux appropritis pour
suppitimentaires provenant de la connaissance du 6chapper a des dimensions importantes des reseaux
diagranune de rayonnement des antennes eA 3. Y. Le d'antennes.
fluerou [101 en 1989 titablit une nitchode permettant,
par des sondages panoramniques. de d~terininer les D;Zýs lors que la precision vir [angle d'tiltvation 13 est
directions des gradients. sutfisante - de I'ordre de ± I degrd - ]'inversion peut

ýtre effecture dans de bonnes conditions.
Le souci de stabiliser les. solutions par l'introduction
de l'angle d'6livation a dti6 nonc,6i d~s les arnnees 1968 L'apport de la niesure de I'angle dtiltivation peut Wte
par C. Goutelard [21 et 1969 par V.E. Hatfield (31 examin6xt simplement k partir des courbes; de
mais les techniques. znalgrti Ins essais qui oat Wit transmission ge~ntratistis, dticrites dans [2). dans
effectutis ý ltipoque, ne permettaient pas de rdaliser Icsquelles on suppose une inclinaison globale de
des mesures suffisamament flables. l'ionosphilre E (figures 3a et 3b). Ces courbes

s'utilisent cornme dans la m~tihode proposee par N.
A partir de 1985, deux projets franqais de syst~mes A Smith, mais elmes sont tracties pour des temps de
retrodiffusion introduisaient la mesure des angles propagation constants. et non pour des distances
dc616vation : le projet de radar transhorizon constantes, pour des angles d'incidence constants et
NOSTRADAMUS [11) et le projet de sondeur du pour des inclinaisons de 1'ionosphere E difftirentes de
C.N.E.T. 1 tI'le de Losquet [12]. Des 6tudes prenaient 0 degrti. La seule insure du temps de focalisaion
en compte la mesure de cet angle. L.E. Berle[, D.G. d~finit une couric unique tangente a lionogranune
Cole, R. Fleury [9], J.L.Mokrzycki [13] et xnettaient ze6nithal. Uadjonction de I[angle d'tiltvation (figure
en tividence Ijinportance de ce paramn~tre dans la 3c) fixe Ie point de tangence, en donne directernent
stabilisation des solutions. accets A 1'ionograinme, donc au profil.

Cei article rapporte une partie des titudes mernies au La mecthode proposdee s'inspire de cette remarque, en la
LETrI sur cc sujet. gi6ntralisant, et dtiveloppe les calculs sous fofme

analytique.
Ill. - IMPORTANCE DE LA MESURE DE

L'ANGLE D'ELEVATION - IV. - M1ETTIODE DU LEfTT -

Latrace frontale de I 'iono~'ramrne de rtitrodiffusion a L~e paragraphe prtictdent a soulign6 ia n~cessitd
ý(6le I support principal des minthodes d'inversion. L~e d'introduire une variable suppldmentaire pour
temps de groupe qui lui correspond est facile i stabiliser le processus; d'inversion. Celle variable est
mesurer, nidme s'il ne l'est pas toujours avec une l'angle ddldvation II. Les donnees du probl~me
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consistent doac en un ensemble de points (B, Pg). de sondage dono~e, il n'y a pas deux courbes Pg(B)
representant 1U6chantillonxn~e de la courbe Pg(B) k identiques. Notons que ce point eat d'une extr~rne
frdquence et azimut de sondage constants, importance, et constirue un progres considerable par

rapport aux m~thodes antiritures. qui ne faisaient
Comnie pour les me~thodes pr-dc~demment &kveloppees appel qu*A la trace frontale de l'ionogramme de
au LETTI (71 [81 [101 [ 141 (151, on admet qu'un ritrodiffusion.
sondage zenithal donne le profil vertical. ou "mod~e
dordre 0', et on adopte les hypoth~ses simplifficatrices Afin de mesurer lea; gradients, i1 est necessaire de
suivantes: caractdriser la courbe Pg(l1) obtenue

exipeimentalemeuc. De nombreuses tentatives ont ifti
* Lionosphere est representee par un mod~le faites, qui ont abouti i la conclusion sitivante : ce soot

vertical de Bradley- Dudeney (1]. les coordoonnea (OIF, PgF) du minimum de [a courbe
Pg(B) qui assurent la caractdrisation la plus efficace de

- L~e facteur de forme de la couche F2 :Ryh cette courbe. On pourrait penser alors qu'il suffit de
ymF2fhmF2 est suppose constant dans toute la mesurer directement lea coordonnees de ce minimum,
zone explor&e et prend ]a valeur mesurde en et non la courbe compl~te. Un tel raisonnement ne
zdnithal au centre de celle-ci. prend pas en compte lea incertitudes de mesure qui

peuvent entrainer des erreurs unportantes, surtout dans
- Seules la fr~quence critique Fc = foF2 et ]a le cas de la determination d'un point unique. Cette
hauteur du maximum d'ionisation Hmt = hm.F2 difficult6 a it rdsoiue en considdrant tous Les points
varient avec la distance D = RG par rapport au disponibles. et en ajustant ceux-ci par un polyndme des
centre de la zone. moindres carres tie degre faible (2 k 3), de faqon a

lisser le bruit de mesure. Les coordomnnes du
- Les gradients qui resultent de ces variations sont minimum le plus probable sont alors obtenues en
supposds lindaires. lus d6finissent un mrod~le ýgalant k zdro la ddriv~e du polyn6me d'irnerpolation.
dordre 1% pour lequel Fc et H-m suivent les lois
suivantes: Le second et le troisiiime point i verifier concernent ]a

bijectivit6 et la continuiti de la relation liant les
Fc(D) =Fco (1 + Gf . D) coordonnees du minimumM (OIF, PgF) aulX itensitis des
Hm(D) =Hmo (I + Gb . D) (I) gradients (GE. Gb). Ici encore, la simulation de

I ensemble des cas pratiques. a montr6 que, non
oil GE et Gh sont les gradients relatifs exprimds en seulement Ia relation cherclale eat bijective, inais
km-. qu'elle est aussi continue. Lea figures 4 et 5 illustrent

ces rt~sultats.
- La rdgion E eat supposde n introduire que des
variations faibles sur lea rayons r~flIchis dana; la La preniinre (figure 4), qui a l'aspect d'une grille.
region F et une estimation de ces variations permet represente indiffdrcmrent lea deux reseaux de courbes
de corn ger leurs effets. k deux parametres :

Dans ces conditions, lea paranietes a mesurer soot P'F = In (PgF) f f(BF, GE, Gb)
ceux de la region F2, et 1'tinoncd du probIme inverse (IF g (P'F, GE. Gh) (3)
devient le suivant :determiner les intensitis GE et Gb
des gradients, connaissant I'6chantillonn~e de Ia tracds pour un triplet (Hrn. Ryb, x = F/Fc) Wix. 11 eat
courbe Pg(3) mesuree par r~trodiffiision. clar que lea courbes obtenues sont continues et ne

prisentent aucun point double.
Le premier point A v46rifier concerne l'uaicitt de la
solution. Celui-ci a &t6 analyse par Ia comparaison Lea figures 5a et 5b montrent respectivement comment
entre elles des courbes Pg(B) simul~es pour l'ensemble se deforine la grille pi*&idente lorsque Hrn. ou Ryb,
des valeurs possibles des gradients, soit : ou x varient. On constate que lea remarques

Gf, h C[- 3 104 k- I + .104 kM 11 (2) prldc~dentes reatent valables; pour toutes lea valeurs
GE, h( - 3l04 m1  + .10 ki>'] (2) usuelles des paraxn~tres concernes.

L'~tude de Ia distance euclidienne entre une courbe L'existence et la stabilitd de Ia solution 6tant assurees.
quelconque Pgo(B), associde A un couple (Gfo, Gbo) il reate 1 modeliser Ia grille (OF, P'F) en fonction des
donrid, et toutes lea autres courbes du dorniine panarn~tres Gf, Gh, THu et Ryh A frequence roduite x
pr~cddemment ddfini, a confirmd Yhypoth~se constante.
Wunicit6. Ce rdsultat peut encore s'exprimer en disant
que, pour un modele d'ordre 0 donial, et une fr~quence



5-4

Dans ce but, nous avons commence4 par ajuster Ia Les fonctiorts 6cart ont ensuite 6td ajustdes par des
croix centrale* de chaque grille par deux polyndmes polynt~mes des moindres canes de la forne:

des moindres caneds d'ordre 2 A 2 variables. Ceux-ci
s'krivent: 4 4.

(4) r'Gh. f 1: E cij~ChiGfj k7)
isO j=0

(OF)- )Gh)+ B (h G +(Fo) expression dans laquelle les cij sont eux-m~mes des

avec : fonctions de Hin et de Ryb donnees par:
(A). (B) matrices carrdes d'ordre 2.
(P Fo, OFo)T vecteur ddfinissant le centre de la 2 2

Croix. Cij=E F. dij. Hmm Rvhn (8)

msO ri=O
Chacun des 10 coefficients pk de ces 6quations a 6ttS A
son tour ajust6 par un polyn6nie des moindres carre~s L'ensemble des formules de cor-rection pr~c6dentes;
d'ordre 4 A 2 variables, de la formne utilise un total de 450 coefficients d, n La pr~cision

obtenue. ou precision intrins~que de la mathode. est
4 4. alors excellente. La figure 7 illustre cette proposition.

Pk= Okji Hmi Rybi (5) On y trouv'e. comrne sur la figure 6. les solutions
i=O j=O exactes et les solutions approcb~es. mais aussi les

solutions comrg6es. (Gfc, Ghc) reprdsent~es par des
A l'issue de ce processus d'ajustement. toutes les Croix croix. 11 apparait'que ces derrueres sont indiscermables
centrales correspondant A tine fr~quence rtluite x des solutions exactes. 1-e calcul montre que l'6cart type
donade, sont reprdsentdes par tin ensemble de 250 de J'erreur rdsiduelle est compris entre 4 et 5.10-8

coefficients orkij. km- 1 pour Gf comnie pour Gb. Comzne [es plus petits
"gradients que nous; cherchons a determiner sont de

Le syst~me d'6quations 4 petit etre utdis6 directemerit i'ordre de 10' 5km~l, l'incertitude due aux formules
pour r6aliser l'inversion, plus prdcisiment pour foumnir d'inversion est d'environ 0.5%, ce qui est amplement
tine valeur approch~e (Gfil Ghi) des gradients. ca suffisant.
fonction des coordoannes (BF, P'F) du minimum de la
courbe Pg(B). LA figure 6 montre stir tin exemple V. - EVALUATION DE LA PRECISION
1'6=a qui existe entre les solutions exactes (Cf, Gh), GLOBALE -

reprdsent6es par lee points d'intersection du
quadrillage en trait plein, et les solutions approch~es La figure 8 repr~sente l'organigramme de Is zn~thode
(Gfi, Gbi), reprisent~es par de petits cercles. Ce d'inversion ddvelopp&e dans le paragraphe pr6cz6dent.
r~sultat s'explique simplement si on retnarque que Un sondage z~aithal fournut le modele d'ordre 0. La
1'6qtarion 4 rcprdscnte en toute rigueur ta Croix frdquence critique Fc permet de fixer la fr~quence du
centrale de Ia grille de 12 figure 4, et que son sondage par retrodiffusion A 616vation variable, soit Fe
utilisation pour reconstituer )a grille complkte. conduit = I .5Fc dans cet exemple. Lecs &-hantillons (B1. Pg) de
sainplement k translater selon Gf, oti sclon Gh, l'une la courbe Pg(l1) sont interpok~s. et les coordonn~es; (flF.

des branches de la Croix centrale. Or, la figure 4 P'F) du minimum sont calcuk~es. 1-es forinules
montre qtie la grille r~elIe ne se ddduit pas de la Croix d'inversion 4 et 5 permettent d'obterur la solution
centrale par simple translation. Une modification de la approchdc (Gfi, Ghi), puts enfin la solution corrg6e
rrdihode d'inversion est donc n~cessaire. grice aux relations 7 et 8.

En pratique, il est apparn qu'il 6tait beaucoup plus Nous avons montrd que la precision intrmsýýque du
simple de corriger apr~s coup lea valeurs (Gfi, Ghi) processus d'inversion eat excellente (0,5%). En
issues des formules 4, plut&t que compliquer celles-ci pratique cependant. lea grandeurs mesur~es sont
en modelisant les grilles par des polyn6mes d'ordre enthchaes d'erreurs. lesquelles sont introduites dans lea
supdrieur A deux. Noes avocs alors 6crit: formules d 'inversion et entrainent donc des

incertitudes stir lea valeurs des resultats. 11 eat donc
Gfc G Ci + bGf indispensable de compliter V'itude pr&c~dente par tine
Ghc Ghi + bGh (6) dvaluation de Ia pr&,ision globale. laquelle caracti-nse

04 la 'robustesse' de l'cnsemble du processus d'inversion
Gfc, Ghc sont lea vaicurs corrig6es des dans des conditions d'exploitation rdelles.

gradients.
&Gf, 6Gb sont le 6carts calcuk~s. Pour rAdaliser cette itude, 'ous sommres partis de la

courbe Pg(O) th6orique. e. nous avons simuld les



incertitudes de inesure en ajoutant aux coordoandes de VI. - CONCLUSION -

cbaque point de cette courbe une erreur a1~atoire A
distribution uniforine (figure 9). Nous avons posd: La probl~me de t'inversion des ionogrammes de

rt~trodiffusion est I la base de nornbreu~ses
Pgm =Pgt +~ 6Pg applications : tdlcommunications, radars
amn = A3t + 613 (9) teanshorizon, 6tudes gdophysiques et localisation a

oil partir d'un site unique.
Pgt. ait sont les valeurs thdoriques
Pgm, tim sont les valeurs "mesurees" L'utilisation d'un sondeur ionosphirique ruonostatique
SPg, bfl sont les incertitudes de mesure. A rr~trodiffusion offre un moyen de mesure simple.

efficace et peu polluant compte teno des faibles
La figure 10 est un exemple de courbe *nesur~&. puissances qu'il est possible d'utiliser.
simulde par ce procedd6.

Les prr~cisions que l'on peut atteindre stir la mesure de
Le processus. d'inversion est ensuite appliqu6 A la IVangle d'616vation ( - ± I k t 2") permettent de
courbe prdc~dente, et les gradients 'mesur~s* (Gfin. stabiliser les solutions dux processus d'inversian, et de
Ghm) sont compares aux gradients th~oriques (Gft, ddterminer les pararn~tres ionosphdriques avec une
Ght). precision sup-6rieure - d'un facteur 5 1 10 -aux

m~thodes jusqu'ici utilisdes.
L'ensemble de ces ope6rations a 6Wd appliqut6 une
centaine de fois i chacun des mod~les avant servi A L'exploration azimutale pernier de tracer tine
1'ýtude, de maniitre A obtenir une statistique de cartographie de Ilionosph~re sur une zone de I'ordre de
l'incertitude clobale. De plus, quatre classes d'erreur 6000 km de diam~trc comme le montre [a tigure 12.
de mesure ont t6td considdr~es, correspondlant aux
couples (6Pt4, 683M) suivants : (50km, 2"). (50km, I'), L'utilisation de ces caries est pr~cieuse dans toutes les
(25km, 2"*) et (25kmn, 1 *). La tableau de la figure 11I applications, notamment dans les probl~mes de
donne les rdsultats obtenus dans 2 cas extrfties. localisation 1 partir d'un site unique.

On observe que la precision est neielleure pour Hm
grand, ce qui concorde avec: Ie fait que la 'grille est
alors plus 6talde. les mailles sont plus larges, donc la B[BLIOGRAPIHM
sensibilit6 aux variations de Pg et B est plus faible
(voir figure 5a). D'autre part, les erreurs sont du
metne ordre de grandeur pour Ins deux gradients. et [I) P.A. BRADLEY. J.R. DUDENEY - A simple
elles ddcroissent plus vite Iorsque 68m diniinue, que model of the vertical distribution of electron
Iorsque c'est 6P14 qui diminue. Cela signifie qu'en concentration in the ionosphere. J.A.T.P., Vol.
pratique, ii faudra rialiser des r~seaux d'antennes 35. pp 2131-2146, 1973.
avant tine excellente r~solution angulaire pour pouvoir
atteindre une precision de l'ordre de 10-5 km-1, rnais [21 C. GOUTELARD - Analyse de ]a structure fine
aujourd'hui cela ne constitue plus tine bafri~re des echos de so] obtenus par r~trodiffusion des
technologique. ondes dtiamitriques - Application i 1'6tude des

perturbations ionosph.~riques. Th~se d'Etat.
Quoi qu'il en soit, m~me avec une rdsolution de 50kmi Paris 1968.
sur Pg et de 2' sur 13, la methode propos&c amedliore ]a
precision d'un facteur au momns 6gal i 5 par rapport [3] V.E. HATFIELD - Derivation of ionospheric
aux mathodes antdrieurms ce qui constitue tin progr~.s parameters from backscatter data. Agard. XV
remarquable. meeting, Canada, sept. 1969.

Signalons enfin que la mr~thode d'inversion a 06t [4] N.N. RAO - Inversion of sweep frequency sky
d~veioppde pour deterniner les param~tres de Ia wave backscatter leading edge for
couche F2. mais que l'adjonction des param~tes de [a quasiparaboic ionospheric layer parameters.
couche E suffit A ddtinir Ie mod~le de Bradley- Radio Science, Vol. 9. n' 10. pp 845-847. oct.
Dudeney. Las couches infdrieures E et F1 introdussent 1974.
essentiellement tin retard de propagation et tin
allongement de Ia trajectoire, tous deux susceptibles [5) S.L. CHUANG, K.C. YEH - A method for
d'atre corrig~s. inverting oblique sounding data in the

ionosphere. Radio Science, Vol. I'2. n' 1, pp
135-140, jan. 1977.
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THE SPATIAL AND TEMPORAL CHARAC TERISTICS
OF HIGH FREQUENCY AURORAL BACKSCATTER
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Hianscom AFB. MA. 01731-51t)00
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ABSTRACT

Vreliminary results from the measurements of high fre-
quency (HF) backscattercd signals from the auroral iono-
sphere using the Verona-Ava Linear Array Radar IVALAR) ionosphere
system are presented. VALAR is an experimental HF back-
scatter system capable of obtaining high resolution synoptic
mapping of HF signals backscattered from field-aligned "/
electron density irregularities in the auroral ionosphere. The
receive system includes a 700 meter long linear array, pro- ground
viding the high azimuthal resolution required for determin- X gud

ing the spatial distribution of ItF auroral backscatter. Since Figure 1. Ray paths of HF waves depicting direct
the completion of the system tests and calibration at the end backscatter from field-aligned irregularities in the
of 1989, experimental campaigns have been carried out on a auroral ionosphere.
near-monthly basis. In this paper. we provide a brief de-
scription of VALAR inm present preliminary measurements
of three types of phenomena: ground backscatter, slant-F. results from the preliminary analysis of data collecied
and auroral backscatter. during 1990.

1. INTRODUCTION 2. SYSTEM DESCRIPTION

IIF radars operating at high latitudes are subject to periods VALAR was developed by Rome Laboratory to establish a
of degradation in performance due to the presence of elec- dedicated experimental FIF backscatter system to resolve
tron density irregularities in the aurora; ionosphere. These ddiaeexrmntlFbckatrsyemorslvndensityirregularities ca n beenvisioned asoranm dioosperi n oe various clutter mitigation issues. The receive system is ca-irregularities can be envisioned as a random distribution of p-able of providing the narrow azimutbal beam required to

cylindrical blobs or patches elongated in the direction of the

Sarth's magnetic field. HF signals propagating in the accurately determine the spatial distribution of auroral clut-
ter. 'he transmit system is located in Ava. NY, and the re-

auroral ionosphere can be strongly backscattered to the radar ceive system is in Verona. NY. The approximate geo-
receiver when the wave normal is perpendicular (or almost graphical location of VALAR is 43o 04" 0d

perendculr) o tesemageti fild-liged rreul rapica loatin o VAAR s 40 4" North and 75 23"perpendicular) to these magnetic field-aligned irregularities West. From this location, geographic north is about 50 east
(Figure 1). These irregularities tend to drift with a distribu- (f geomagnetic north.
tion of velocities in the auroral ionosphere, causing both
Doppler shifts and spreads in the backscattered signal. This
unwanted backscattered signal is termed auroral clutter. The
properties of auroral clutter are poorly understood, requiring Tlhe Ava transmit site provides various transmitter and an-
extensive analysis and characterization prior to the devel-opmet ad ealuaionof luttr mtigtingtecniqes, tenna configurations for both low and high power require-
opment and evaluation of clutter mitigating techniques. ments. The facility supplies HF signals in the 2 to 30 Mliz

Rome Laboratory's Verona Ava Linear Array Radar band at up to 300 kW average power. It has the capability
to simultaneously transmit both a wideband Swept-Fre-(VALAR) is a unique experimental |iF backscatter system quency Continuous Wave (SFCW) and a narrowband linear

dedicated to investigating the characteristics of auroral clut- quency Continuous Wave IFMCW) sinal

tcr. It is capable of providing the high azimuthal resolution The widcband SFCW signal is required to operate the

required for determining the spatial distribution of HIF oblique backscatter sounder located in Verona. During a

auroral backscatter. VALAR also provides a unique ele- typical d ac qs itio n campa in Veroh-lo Duing a

mental data recording capability for the development and typical data acquisition campaign, a north-looking rhombic

evaluation of clutter mitigating techniques. The acquired antenna is used to support the low launch angle requirement

clemental data are processed and analyzed off-line. In this of VALAR. At 10 Mbiz. the theoretical 3 dB elevation

pape weprovde brif dscritio of ALA andpreent beamwidth of this rhombic is 14 deg centered at 10 deg dcicpaper we provide a brief description of VALAR and present vation. The theoretical 3 dB azimuthal beamwidth is also

14 deg.
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Figure 2. System block diagram. A subsystem con-

sisting of a subarray, a preamplifier, and an HF re-

ceiver is indicated in the dotted box. (a)

2.2 Receive System

A block diagram of the receive system is shown in Figure 2. -

The receive system consists of 36 preamplifiers. 36 identical
narrow band HF receivers, a MicroVaxH, a Kennedy 6470 - - "

tape drive, and a 700 meter long linear array described be-

low. Each receiver converts the HF analog signals to com- ". -
plex digital baseband data and includes a motherboard with v
1 Mbyte of RAM where the digitized data are temporarily .. .......

buffered prior to serial transfer to the MicroVaxll. The data
acquisition software on the MicroVaxlI allows the user to (b)

select various system parameters during data acquisition. In

addition to the data acquisition software, diagnostic software Figure 3. (a) Configuration of VALAR antenna array.

is also available on-site. This software enables an on-line The four, carker elements indicated form one of 36

check of both system performance and data quality. The subarrays (b) Coverage area of VALAR and the ex-

operator can simultaneously display the amplitude, phase. pected posttion of the auroral oval at 2100 hr for mag-

and signal-to-noise ratio (SNR) of all 36 channels, examine netic index Q=3.

the frequency spectrum of a single channel, and plot the
azimuthal distribution of the power incident on the antenna
array for a giver" range.

3. 14F BACKSCATTER MIEASUREMENTS

The configuration of the receive array, consisting of 36 sub-
arrays of two active and two passive monopoles. is shown in On September 24. 1990. HF backscatter data were collected

Figure 3a. The array was designed to optimize the perform- from 1900 to 2400 hr (all times referenced hereafter will be

ance over the frequency band of 6 to 12 MHz because in local time). Auroral backscatter began to appear in the

auroral clutter is a nighttime phenomenon and the iono- ionograms around 2040 hr. A sequence of snapshots of HF

sphere does not support higher frequencies during this pe- backscatter data were acquired from 2020 to 2250 hr using a
rinod. Previous antenna pattern measurements at 12 MHz coherent integration time of 3.2 seconds and an operating

have indicated a 2.5 deg half-power beamwidth frequency of 10.58 MHz. A waveform repetition frequency

(unweighted). 23 dB array gain, and 30 dB RMS sidelobe (WRF) of 25 Hz was selected to remove range ambiguities

levels (Gould, 1990). With the boresight of the array at 1O0° up to 6000 km. and this limited the Doppler bandwidth to 25
east of geographic north. VALAR provides a coverage area Hz. At 2250 hr the intensity of the auroral backscatter de-

extending in azimuth from 200 west to 400 east of geo- creased significantly at 10.58 MHz and the operating fre-
graphic north and in slant range from 500 to 2500 km. The quency was changed to 7.87 MHz.

coverage area of VALAR is shown in Figure 3b. The 13
beams indicated in the figure are the azimuth beams used in In this section. we present measurements made during 2020

the range-Doppler processing. These 13 beams are steered to 2250 hr. In Section 3.1, the north-look backscatter iono-
at 5 deg intervals over the 60 deg coverage of VALAR. For grams obtained at Verona, NY will be presented to identify

example, beams 1, 7, and 9 are 200 west. 100 east, and 200 various types of backscattered signals observed during the
cast of geographic north, respectively. Also depicted in evening. In Section 3.2, the characteristics of ground back-

Figure 3b is the approximate position of the auroral oval at scatter under normal ionospheric conditions will be de-

2100 hr local time (LT) for a tynical magnetic index of Q=3. scribed. The measurements of slant-F and auroral backscat-
Note that both the equatorward and polarward boundaries of Icr made during 2100 to 2250 hr will follow in Section 3.3

the auroral oval are within the field of view of VALAR. and 3.4, respectively. These will be presented in the form of



,onplituderange-aitntath tARA`O maps and amplitude-ranee L- Pite hackscaiter tinogram obtained at 2125 hir is shown in
Doppler (ARi)) maps, thec ARA maps, display (he slant I igure 4h- [hec slant range of the le, ding edge ot the ground
range and azimuth distoribution of tile backscatiered signals t'ackscatter at 10.59 Mliz is approx!rnately 12WX kcm 'Pie
prior ito Doppler processing. while the ARI) maps display :ncrease in slant range from 800 kml at 20)30 hir 1to 1200) km
the slant range arid D~oppler distribution oft the backscattered mt 2125 hr is due to thie increase in F-layer height during thle
'ianals f'or a given azimuth beami. For the ARA maps. thle Litter part of thle night- Three additional backscaitercd
height of thle ionosphere was as.,umced to be 300i kmi to -ianals are indicated in ihe jonogram as slant-F and auroral
0verlay the IPF backscaiter data oi'i a coastline niap. ackscatter. respectively. At 10.58 M1Itt, the leading edge

,Ithe slant-F is at 5WK km while the leading edges oft

3.1 Back.seatter Ionotgrims .iuroral backscatiers arc at 8WX and 1 3W) km in slant range-
Sýlarnt-I echoes are tile direct hackscaiiered signals lr,.m

Hie north-look hackscatter ionii ram obtained at 20.3(0 hr is teld-alimitd irregularities in thle F-region ionosphere
,flown in F~igure 4a. It is a typical hackscatter tonoitram oh- i lates. 19601), From the location ol VALAR, they are
tamned under tnormal provagatton cond Iitions during early .SOCJtatcd with irrTecularities in the suhauroral F-layer
evening. Thle returned signals at frequeciteis beisveecn t).5 to Tsunoda cl al. 1981 )_ 'Dhe auroral backscatter is associated
1.5 NUU, are from tile first and sec:ond vertical incidences. with echoes from thle auroral F region and may appear at

1-he slatnt range oft the tirst vertical incidence at (1.5 MI),. is both long and shtrt slant ranges. Pie loing slant range is
.,bout 3010 km which is a typical F-layer height. As ex- ,ssociaied with high elevation angle while the short slant

pected. the slant range oft (lhe second vertical incidence is range implies low elevation atngle Oi~onthraind, 19981 .
about twice the first. Heyond 9.5 MN11z. thle Pround hack-
,icatter emanates from thle second vertical incidence and tin- 3.2 (;round Ilackscutter
creases in slant range with increasing frequency. [hit
eround hackseatter return indicates a signal that is twice re- lihe range-a.zimuth distribution tARA naiap ,I thle hackscat-
1"tected from (the F-Liver in returning to ttile receiver via a -2red siitiis at 2tO.1) and 21 3) fir is hiown in Ficure ia and

reciprocal ray path. tile increase in slant rance %%tib in- 4h. rcspectiveiv [lie dominanit features in Figure 5a are the
creasing frequency is expected since tile oblique atngle of "Inds oft backscattered signals between SO0 anid 12WX km.
reflection increases with increasing F'requency At 10.58 inifurtniv distribUted Ini ai.imuth. fIn Figure: ib. the hands oft
\11-Z. thle leading- edvec (tht: ot vround bacsicsatter t, it 900t ý-ack-scaxttrvd irnais oie visibk between 1200 and ISOM)
km. kin- Since thle ranige extent ot thcsi. backscattered signals

aIre iii a good agreeme~nt with the range extent oif the grouind
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Figure 5. Amplitude-range-azimuth (ARA) maps obtained an September 24, 1990. at (a) 2030 and (b) 2130 hr. (a)
shows the ground backscatter at 800 km and (b) displays the additional backscattered signals -at S00, 800. and
1300 km. The contour levels are in 5d8 steps.
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3.3 Slant-F
15 -

Deems Slant-F echoes were described in Section 3.1 as directly
10 - - backscattered signals from field-aligned irregularities in the

_________ subauroral F-region ionosphere. It was shown that the
.eading edge of slant-F is at 500 km. The ARA map ob-

, 4 tained at this time tFigure 5b) indeed shows some backscat-
__• itered signals between 500 to 600 km slant range. The ARD

.-5 maps obtained at 2130. 2202. and 2242 hr are presented in
Figure bb - 6d. These ARD maps represent (be measure-
ments during early evening, peak auroral activity, and late

S1+----
15 1to

01

-12.5 0 12.5 -5 ... . . -.. . . . . .

Doppler Frequency (Hz) •
E -10 . . .. .. . . . . .. .. . .

Figure 7 Doppler spectra ot ground backscatter at -s . ... ... . .
2030 h r for beams 5, 7, and 9- -15 '

-c -20 -

backscatter observed in the itonograms. ".,e can conclude that •,; .•these hands of backscattered signals are grund backscatter -25--- -

We can f'urther characterize the ground backscatter by aria- -30 ........... . ... ....

lyzing the ARD maps obtained at these times as showninn i5Figure 6a and 6b. respectively. Since the ground is a sta-

tionaary target. it is characte'rized by a peak l'Otppier fIC-25 -1.

quency of 0 Ilz. Ilence ground backscatter can be identified Doppler Frequency (Hz)
kn these ARD maps as backscattered signals with peakDoppler signature at 0 F yz. (a)

In Figure 7a. the pands of backscattered signals bct ateen SO) 15 .. . .

and 1200 kh m indeed exhibit a nd z peak Doppler frequency9 10 . . . h

,kshich confirms our earlier hypothesis that these backscat 2202 h,

tcred signals are ground backscatter -2ese maps also ex- 5..
Wibit some backscattered signals f gru ba ground as far as
2000 km in slant range, suggesting the presence so multi- 0

hop modes. Figure 7 shows the Do•ppler spectra for beams .3g 5. and 7. These Doppler spectra are obtained Iy a..t

averaging 5 range bins about the range bin with peak in - -10 0 .2..

tensity. The ground clutter is approximately c 0 dB above i
the noise floor and the spread is confined to ablsut + a- I kiz Q, ........
about 0 Hzs a0 z.(

I'e ARD maps obtained at 2130 hr (Figure: 6b) show that }"" "tIee bands of backscattered signals between 1200 to 1800 km -25

roensist gf both ground and auroral backscatter. Tsm he ground

-3 0 : . . .. ..... . . . . . . . . . . .. . .. .hbackscatter is observed in all beams, with highest intensity
n beams 5 thru 4. It is interesting to notae ta ground -35 ...................................

backscatter exhibits decreased intensity and annge extent -

[,cams 5 th~ru 10. where the siant-F and auroral backscatter -501.

are present. Tlhis is probably si) because some of the Doppler Frequency (Hz)
transmitted rays are directlu tter ely 30 bthe field- (

Jtignecd irregularities and never propagate out to the ground. Fiue8 oplrsetab)satFecos()aFuture analysis using Tay tracing will confirm our hpolhe- i . e
ihans.2130 hr for beams 3. b r and 7 and (b) of beam 5 at

2130 and 2202 hr.



evening period, respectively. Slant-i: echoes are seen in the
ARD maps in Figure ob and 6c, but they are absent in the
measurement made at 2242 hr. lbhis suggests that slant-F is
a time dependent phenomenon, with peak activity between
2100 and 2200 hr on this night. hgh ray

iPicst resembling that of the ground backscatter. The peak OW (a I
Doppler spectra of slant-F echoes at 2130 hr are shown in

Figure 8a for beams 3, 5. and 7- It is evident from this fig- TX
ure that the slant-F echoes exhibit very little spread about
the peak Doppler frequency, similar to the Doppler charac-
teristic of the ground backscatter. Unlike ground backscat- Figure 9. Paths of low ray and high ray backscattered
ter. however, the slant-F echoes exhibit shifts in the peak signals from the field aligned irregularities in the auroral
Doppler frequencies, with the amount of shifting depending ionosphere.
nt the azimuth beams.

After 2200 hir. the slant-F echoes measured during the sub- The low ray backscatter is characterized by a shifted Dop-
sequent peak auroral activity period also exhibited shifts in
the peak Doppler frequencies. 'his is evident in the ARI) pier peak with increased intensity and spread during the
mapsa obtainedrat2202 firequ is.ho in eFigure6 Int aditin th o R peak auroral activity period. TheI Doppler spectra of the low
maps obtained at 2202 hr shown in Figure 6. In addition to ra backscatter at MY0 km slan range at 2130 hrs is shown
the shift in the peak Doppler frequencies, the slant-F echoes ia rane at - s iin Figure lit fo~r beams 5. 7. and 9. Th~e shifts in peak
,it 2202 hr exhibit an increase in Doppler spread. flits is tents ,Doppler spread cvi-
evident in figure 8b. which displays the Doppler spectra ,I den I th ue and te p t

dent itt the tieureicgetricoprsnothefr
the slant-F echoes at 2131) and 220)2 hr for the north-lhok :.in(+I Die sp rea ter iompvr in t smafo,bae-am Ihespread is limited, ho~wever. suggesting a small
beam. tudinal sciocity vairnc.

3.4 Auroral Backscutter !5
15......... .m

Warn 5
Auroral backscatter were described in Section 3.1 as directly 10 .MM7
backscat-.:red signals from the field-aligned irregularities 10 b- -

the auroral F-region. T'he ionogram obtained at 2125 hr .

IFigure 4bý clearly exhibits two distinct leading edge ot
auroral backscatter at 80)0 and 13(X) km. 'he ARD maps at S0 - . . . -.-
this time (Figure 6b) also show auroral backscatter starting
at these ranges. The measurements of the auroral -

backscatter at 2202 ftr (Figure Oc1 exhibit an increase C-
E

number of echoes of distinct range and azimuthal extents. <(1 -1o 7. . .. .-- -• .... .

These backscattered signals appear in bands, extending >
approximately 150 km in slant range and 10 to 20 degrees in "M -15... . .
azimuth. 'lThe ARD maps obtained at 2242 hr show a
-,ignificant decrease in the number of auroral backscaiter 20  . -

echoes, which is an evidence of decreased auroral activity. , -,

-25 . - ---. --
We can categorize the auroral baekscatter measured duringt
this period as one of two types depending on the slant range -30 -

if these echoes. Since the short slant range is associated -12.5 0 12.5
with low elevation angle and the long slant range is associ-
,ited with the high elevation angle, these will be labeled low Doppler Frequency(Hz)

ray and high ray, respectively. The low ray backscatter is
due to the direct backscatter resulting from classical ray signalsuat 2130 hr forsbeams 5, 7, andy a
propagation as shown in Figure 9. If we assume a spherical

Earth and an F-layer height of 301) km, the approximate
slant range for a low ray path is 1200 kin for a ray with I)
deg take-off angle. For a longer one-way slant range, the On the other hand, the high ray hackscatter starting at 1250
take-off angle must be less than It) deg. Since the receive km in Figure 6b and 1050 km in Figure Oc are characterized
elements are vertical monopoles with very. petir low angle by high intensity and almost noise-like Doppler distribution.

elementsakarepverticalquenoyoans withlveryipoorbloionncan
coverage, we can establish that any backscattered signals be- The peak Doppler frequency and Doppler distribution can

yond 1200 km cannot he due ti direct backscatter resulting not be inferred from these ARD maps. Figure 1 Ia shows the

from a low ray path. IThe auroral backscatter which appears Doppler spectra of the high ray ba,-kscatter at 1301) km
at slant range greater than 1200 km must be due to high (Figure 6b) for beams 5 and 7. T7he Doppier distribution of
rays. An example of such a ray path is shown in figure 9 beam 5 exhibits wide frequency spread about a positive peakfrequency, while the Doppler distribution of beam 7 exhibits



Future data acquisition will be carried-out with a higher
15 , WRF, thereby increasing the Doppler bandwidth. It will

beams allow us to characterize the spread extent of the Doppler

1..... -- beam7 and, consequently, the velocity distribution of the high ray
Si backscatter.

0 o -"-,,,4. DISCUSSION

S-5 - _ ', •In the previous section we described the characteristics of
_ I -'Jground backscattcr and identified twi3 types of bssekaeattcred

<"-10 signals from the high latitude ionosphere: slant-F and
S-5 • i, . auroral backscatter. The two types have been distinguished

by their origin in the ionosphere. The slant-F echoes were
tr -20 described as the backscattered signals from the sub-auroral

I F-region, while the auroral backscatter have been associated

-25 •- i with the auroral F-region. The auroral backscatter echoes
were classified as either low ray or high ray. depending on

-30 - t the slant range of the echoes. In this section we present a
brief discussion of the data presented in section 3.3 and 3.4.-35

-125 0 12.5 In Section 3.3 the shifts in the peak Doppler frequencies of

Doppler Frequency (Hz) the slant-F echoes were shown to depend on azimuth.
Figure 12 displays the peak Doppler frequencies as a

(a) function of the beam steering angle for the measurements at

2130 and 2202 hr. For the azimuths west of -50 (beam 4).
the peak Doppler frequencies are negative, implying that the

10 * : -_ irregularities are moving away from the radar. The peak
. Doppler frequencies for the azimuths east of -5° are

5 positive, implying that the irregularities are moving towards

the radar. This suggests that the field-aligned irregularities
S 0  r.' ,, in the subauroral F :eg'on are moving east to west. Since

the peak Doppler frequency is almost zero at beam 4. the
-i longitudinal velocity is near zero there. Therefore,. the

" -10 •_ __motion of the irregularities is probably transverse to the
S, radar look direction at this azimuth beam.

*
>~ -15

a: -20 -'- - 7.5 •

-25 .-
-30

-35 - --.- €.--.--

-12.5 0 12.5 c> 25

Doppler Frequency (Hz) "

0.(b)
Figure 11. Doppler spectra of high ray backscattered M
signals (a) 2130 hr for beams 5 and 7 and (b) at 2130 -25
and 2202 hr for beam S. 2.5

similar spread about a negative peak frequency. Subse-
quently during the peak auroral activity period. the Doppler
spread of the high ray signals increased even further. Figure -75 + -

I lb displays the Doppler spectra of the high ray signals at -20 -5 10 25 40
2130 and 2202 hr for the north-look beam. The Doppler
spectrum obtained at 2202 h, is not limited to the 25 Hz
Doppler bandwidth and it resembles that of noise. The noise Figure 12. Peak Doppler frequency of stant-F echoes
like characteristic exhibited by the Doppler spectrum at with respect to azimuth at 2130 and 2203 hr.
2202 hr is due to the high longitudinal velocity variance of
the irregularities during the peak auroral activity period



It is interesting to note that the shift in peak Doppler fre- REERE
quency is not linear with respect to azimuth. This is
probably because the longitudinal velocity measured by Bates. H.F. (1960). Direct |IF backscatter from the F region.
VALAR at different azimuth beams varies as the cosine of J. Geophys. Res., 65, 1993-2002

the aspect angle. where the aspect angle is defined as the
angle between the radar steering vector and the velocity vec- Gould. A. J. (1990). A thinned high frequency linear an-
tor of the irregularities. tenna array to study ionospheric structure, RADC-TR-90-

186. Rome Air Development Center, Rome, NY
The mean Doppler spectrum of the high ray backscattered
signals obtained at 2130 hr was presented in Figure 11. It Montbriand, L. E. (1988). Auroral backscatter observed at
was shown that the Doppler distribution of beam 5 exhibited HF from Ottawa, Radio Sci.23, 850-864
frequency spread about a positive peak Doppler frequency.
while beam 7 exhibited a similar spread about a negative Tsunoda. R. L., Basler. R. P.. Showen, R. L. Walker, N. P..
peak Doppler frequency. The Doppler characteristic of Frank. V. R., and Lomasney. J. M. (1981). Investigation of
beam 5 leads to a conclusion that the irregularity structure is high-freauencv radar auroral clutter and round-the-world
moving towards the radar with a large velocity variance. propagation, Tech. Rep, 54. 66 pp., SRI Int.. Menlo Park.
However, the negative Doppler distribution of beam 7. Calif.
which is 100 to the east with respect to beam 5, suggest that
the same irregularity is moving away from the radar, which
leads to a contradiction.

This contradiction can be resolved as follows. A WRF of 25
liz limits the Doppier bandwidth to -12.5 to 12.5 liz. and
consequently limits the maximum longitudinal velocity ob-
.servable. The maximum unambiguous longitudinal velocity
towards the radar for 25 Hz WRF and 10.58 MHz operating
frequency is 177 m/sec. If the Doppler velocity is greater
than 177 m/sec it will 'wrap-around' and appear in the nega-
tive Doppler band. Considering the expected position of the
auroral oval and the direction of the electrojet current rela-
tive to VALAR at 2130 hr. the Doppler shift sh uld be
positive. Furthermore, the longitudinal velocity of the ir-
regularity for beam 7 will be greater than beam 5. There-
fore. we can conclude that the negative Doppler observed in
beam 7 is due to Doppler velocities greater than 177 in/sec
toward the radar.

5. SUMMARY

HtF auroral backscatter data collected using VALAR have
been presented in this paper. The capability of VALAR to
observe auroral clutter makes it a unique instrument for
understandine and mitigating the problems associated with

lIF radars operating at high latitudes. The range-azimuth
distribution and Doppler characteristics of HF auroral
backscatter during a two hour period were presented. Slant-
F echoes were identified as originating in the sub-auroral
ionosphere. and exhibited small shifts in peak Doppler fre-
quency and very small Doppler spread. Aliroral backscatter
echoes were categorized as one of two types: low ray and
high ray. The Doppler shifts and spreads of the low ray
echoes were seen to be confined within the 25 Hz Doppler
bandwidth. The Doppler shifts and spreads of the high ray
echoes were shown to be much greater and not
unambiguously resolved at a WRF of 25 lHz.
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DISCUSSION

R. ROSE
I. What were the magnetic charactenstics?

2. From the time characteristics, your measurements suggest the data show the characteristics of auroral E generated by the
eastward auroral electro jet in the auroral pre-midnight sector. Have you made measurements in the post-midnight sector and does
the auroral scatter have different characteristics from those you showed in your presentation?

AUTHOR'S REPLY
1. 1 recall that the Kp index for September 24, 1990 was equal to 3.

2. We've had one or two data campaigns which extended until 2 a.m. local time. ] recall a December 5. 1990 data set which we
collected until 2 a.m. The backscattered signals showed very different characteristics and we believe that what we measured during
that night was due to E laver (we have not performed mode identification, however, and we need to do that). We also would like to
measure the post-midnight period sometime in the near future.

R. JENKINS
1. Have you seen any evidence of DoppLer-shifted ground clutter in your data. and if so. does it follow any consistent pattern?

2. Are the motions observed in your 'low-angle' slant-F consistent with the expected high-latitude ionospheric drift motions for the
region observed)

AUTHOR'S REPLY
I. We mostly collect data during tite night-time period when ground backscatter is no longer observable so I can't say that we
observed such a phenomenon.

2. Yes, the measurements tend to show that the irregularities are moving from east-to-west with. respect to the geomagnetic north.

C. GOUTELARD
le ferai d'abord une remarque concemant la forme de deplacement "en ovale" .a laquelle vous faites allusion. il me semble que cela
a U6 signali par Hanuise et Villain lors d'exporiences effectudes par SHERPA.

Jai de plus une question qui conceme votre systbme. I1 me semble que la rampe A 25Hz que vous utilisez introduit une ambiguit6
Doppler de ± 12,5Hz tout a fait insuffisante pour lFtude de ces perturbations pour lesquelles les Dopplers d6passent largement ces
valeurs. Avez-vous prevu d'autres types de fonctionnement?
I would like to make an initial remark before proceeding with my question. Concerning the "oval displacement" which you refer to.
I seem to remember that this was pointed out by Hanuise and Villain as part of e,%periments carried out by the SHERPA.

I also have a question concerning your sy.-stem. It would seem to me that the 25Hz- ramp which you use introduces a Doppler
ambiguity of ± 1235Hz. which is completely insufficient for study of this interference for which Dopplers easily exceed these values.
Have you considered other types of operation?

AUTHOR'S REPLY
Yes, in fact one of the Doppler spectra shown during the presentation exhibits Doppler ambiguities. We've made changes to WRF

for later data collection. Currently, we run the radar at WRF=5OHz.
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Determining the morphology of F layer irregularities as a function of longitude in the equatoriai region is vital for
understanding the physics of the development of these irregularities. We aim to lay the observational basis which then can

he used to test theoretical models. Theoretical models have been deveioped. notably in the papers by R.'. Tsunoda ;Rev.
Geophys. 26. 719. 1988) and by T. Maruyama and N. Matiuura t.l. (;eophys. Rlis. , 090). 1|)13. l91Q.1 )_ I'lie question is whether
the models are consistant with the morphology as we see it. A,-cordiiiE to our criteria. tile data used shouldli be confined to
observations taken near the magnetic equator during quiet Magnetic periods and at tinies within a few hours after sunset.
Anomaly region data should be omitted for studying the Peneration mechanism.

"The questions to be answered by proposed mechanisms are i I iwhy vto the e-uinox monthits have iltth leveis of oi-currettce
over all longitudes? 12) why are heor', relatively !iiah levels of o,, urreite ii: te t entira; Pacific Se, ror in the .luity-A.uiust
period and in the 0-75° West Sect or ;i the Noverniber-Decemitcr periwo i! :3 whv ater there very ow levets of occurrence in
Novem ber and Decem ber in the Centaii Pacitlic Sector arti in .hi v ar, l .\ , t ist in 1 lhe t .-7, \V.st S 'o, or.'

Satellite in-situ data. scintillation and spread F observatim is w ill i n' r¢vi'ew d. j:i t- limitation if ,'t at h data st t will be
outlined particularly as relevant to tne bias produced by l,,' ,xiste 'c,' ,i ti n vr . s t ,', td'd e,','r" of irrt'niilarntics. A
cartoon as to the occurrence pattern. as we see it. as a fhinctit n of inzitiie will he shown.

A. INTRODUCTION

Determining the morphology is vital for coming to .grips with the Ohysics of the development of the F-laver irregularities
and the decay of these irregularities. With a knowledge of tilie occurrence and characteristics of F' laver irregularities in

the equatorial region the irregularities. niechanistms can be dtevelopeti to explain the morpholovy as a function of longitude.
for example. The aim of this paper is lay the observational basis for the developmicnt of a theory which would explain
the morphology. If one could develop a definitive morphology, then theoretical models could be tested with these data.
Theoretical models have been developed. notably" in the papers by I'sunoda 11988) and bv Maruyatna and Matuura 1 t984).
The question is whether the models explain the morphology.

While certain elements of the irregularity morphology are important for forecasting and prediction purposes for those
systems that are affected by the irreguiarities, the data sets for the morphology to be considered in this paper are confined

to those relevant to the occurrence of irregularities as a function of longitude. We shall show what elements of the total

morphology of F-layer irregularities should be (and have not been i otitted. We shall evaluate it'l data base and give reasons

for selecting data sets which are uniquely relevant to explaining the longitudinal occurrence pattern in the duevelopment of

irregularities.

B. GENERAL CItARACTERISTICS OF F-LAYER EQUATORIAL IRREGULARITIES

F-layer irregularities it the equatorial region originate at night in areas close to or on the miatietic q,'tiator. This has

been determined by measuring the later time of the appearance of irregularities as they develop at latitudes away from

the equator, as the disturbance rises in altitude over the magnetic equator. The later appearatice of irregularities. at sites

distant from the magnetic equator. indicates that the disturbance at these sites is due to an effect along the lines of force of

the earth's magnetic field. The disturbance rises in altitude and affects lines of force at higher altitudes which in t urn means

affecting the F layer farther from the magnetic equator. To distinguish between the two distinct magnetic equator regions.
some earlier papers in this field referred to the electrojet region t50 N-5' S) and the non-electrojet rteion i.e. from 5o ,o 20'

North and South (lip latitude. 'Fhe irregularity regions which are extended in altitude include coutigurations that are known
as plutnes, atches, bubbles and blobs. In addition to the regions extended in alitit'de, irreguilaritie's may be concentrated

iii a thin layer from 200-.100 km andi these lavers are observed ontly in thie vicinity of The ttnagnitic eu1pator.

Within the concentration, the scale size of the irregularities ranges from those that are probed c 1' v radar itens of ,e'n1-

timeters to meters) to those that hae been detected by the scintilation of satellite tadio trantsr msstons at low ai gies oi
elevation yielding a size from Fresnel considerations of the order of hundreds of meters.

It is well established that different longitudinal regions have diffteriI atnuaa or "seasonal" itatternt tf to lth occ i,,rrence atid

intensity: this will form the otain area of interest of this paper. Years of high solar flux bring about bl•t i higher occturrence of

equatorial irregularities and higher intensities. Hlowever we shall show that the longitudinal pattern remains approximately
the same even when solar flux changes dramatically.



!flle vtilct ofi :1i'.3cntjc ditstil'isaiiies. isttig diffritll'o 11tiiiuvs is itoll aý 'lliforriic rtetII s oIi aritd % i'.. hiia iovn vstatfi~feiiui
tI sCetiding 111) 11t i.e elietIric I I'! Id chIlinfges iti l 1"ie ocal I t ro' t i' i I IIp rtictili r ttlserv Itir v. irrr,-ittI ait iri l are it tt her e'it~t , I I
Ofitnhit oIle. >tifie ti tis topic is t lit side of tile Wainai hoitst ol this ,- fcew we sAll coi,r;w f tin Iit I a base. where possbi Ie. ito

peritods, of low niavnet ic activitY.

1lii.re are' varitiý rmet hods of miak in rig lie, oit), rva frtirs. I'liese init( i do in -situ satellite incas uret tent sol %t nous oaranicietrs01

'ITt tit IIdes [toni 20L) kin to over a thlouisanid ki Io mteirs,1 rotcket o list rvat tons of electron dinsi tv, scinit Ii at iori )It ,ate IIit, taii o
'iwatotts. ratdar vorii ii g. aiiod spread F" detect ion With bioth iiotfrolitiide arid topside ionosc rides. Each meite od oteas iir

-omirswhat different characteristics of the irregularities. Fach biases rho data inidifferent way's. li' shall try- to point out i
iýlt at ionlsofeacif oftil n henit ods used to idetect and observe tie iritegu larities.

WO.'Shall itot .stt'Iier tilt% risotrpholigv o)f irregatilarit it'sat the etiiatorial tiiiOnlialv lat it iii. for !tie fhdlow"ite reict-.II.S l''.ir
,ilc-hertz stintilatit io at iiiotoalv lat itites. we need alt irrealujarit s regilon -" I:- eqiutator extentuoi int alt itucde pluts a higah
"iTt roti ilel~tis iv it :ile post -lmitset period. 1 hose two reqiremento ts are riot nitt. n ii veasrs of low solar thlux. [his tnay I'e dtite To
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-ael ;,% R. F ~unosta, . %l- Ietditlb. ansi ' 1 :eU Il d IItim d1i :11nit I ndt mnool_ In inhe pavitikc In Pi.-'* . A -:o iin I- izre

2. on .\ oou~t ' tnt- AL LAIR radar injtvateii that oitti a ! ;:n ;aaser haid devehionci at the t'im, 5own io FII wjitti returns
•si'it~fro 200 to 400 k-n. I11-he rt'lte5 'iiivintitatitiiit at '13 MiHzontt\ e IsdndI 1 itoib the inagnetic.

'p nat r n' WC o scintillat ion. fle less senrsitive wýin tlI dt oa toe -tao etnent -at the ite near tile eq iiatrr N K-wa ' aiet IslandI
aT 2 MIl!; ,hcmpt, intense activityV at the greater thanl 20 dB[ level. Hlowever when a, phuime with a great extent in height

I-wolre .0 was ohserved ott thle radar on August 7t m at !205 UT. bot h sites howed intense ievels of sciriuatiotm.

AUGUST 8, 1988 0846-085 1 UT

AUGUST 7,1988 1205-1 215 UT

4W 23 200 4^o-
&VDistanc Kmt 600

MagnexticvEast

ALTAIR RADAR RETURNS (T SUNODA)

4W 2W0 ,)o_
-. t *-'toDsfance Km 0

i'S 5 ALTAIR RADAR RETURNS (TSUNODA)

- a JS~itSCINTILLATION

Fivure 2. ott Aligust ý. LOSSý. a thin lac-er of irreg-
itlarit ses was dletectedil h tilie ALETAIR raiar cm 1•wa- 0 0 12f 14 i uT

-aeiti -Imuoiia. Pi'-'9,. 0o seitllatioltxs -tie nte at
t.his Tiine fromt WVake IWand. -with its prolpaiattuti path w 13 ~ s H

t roughi I I Ewef~s dip latitudle while high o intillat iiti SCINTILLATION
!vveis were ntoid it! thle pathI fron t Kwaiawio tio anlother

-atelhtv. I he higher latitudle prop~agattion path t o flue Fi-gure :1. Ott Augnst 7. 19S8 throughi the irregulari-

satellite at Wake Island missed the irreettiarity regiotn . tesextentoed inl alt ituide as shown li -v the A LTAIlR radar

whiet I le path close to t lie tmagetetic equtat or at K wajalein at the time periodl noted 1),vthle at row . :iothI propaga-
hadl high scintillation levels (S, ~au B ati, INedo t "tIpah IKwvajalein atnd Wake i ýhtiuo,'thigh lcsels of

personal communication). ctint'llatiton.

Figur .4 illhi:.ates the -ortcept hat the distuorbanie on the magneti teqnitator fo;llows tlie lines of fotre of the earth's
!eld. TIhe listurb.,ne th le electron, ierlsitv all alonp the( magnietic fiecld line. [bhus a satellite at 900) k-m making in-situ
neasuretnents passing tinri the plume would report observing irregularities: a ateilite passing lie lonigitude of the thin layer

lid nlot. While F-layer trrnegularities developed in hoth the thin attd the extendeiý layer cases shown, paths beyond IO*
from the tiagnetic equator could not ob~serve F-las-er trregltlarities due to thin Isý -r irregularities. A portion of the thin

',iers is tse b,-n identihied as, lBotomiside Snittsoirlal structutres by both czrouind and satellite ollservat ions.

I). SATELLITE MEFASUREMENTIS

[here are two tYpes of rtteasutroments made frott satellites. In-situ obiservatiotns mteastire parameters at the height of the
i,-aesitrement- Satellites w itli topside iottosottles however will sample lowýer altitudle spread 1: as well &s uiuintes extended

1t tile. Ii -ither case the alt ittiile if t he 'atelhite will affect the ttiorphnloev levelotsed 1w the satellite utis-rvattions.

Ait hiigh it appears friomt thle radar udata hat lhe plutoes, extettd oily Is voltituodes of 700-9(10 ktni, satellites itt the higher
1t islle f~itiot ,f 'ti0t kmt aitid utr..er 1,, ii-tastrc irreguflarities at aIintlide, i ol.i~isilr.bll higher thant) lieradar sensitivitv
til -re:Thi itllrni's em-wi't tievtond th ltange oif tie radars.

rei-utiuelc rht a~erý e satnlrid tin itu atti ruepirted 1). Valladares et al i !T.ý3) atid t aeit Ct al i l~t5i) in thecir
"Asit lti)ts ilime tigIl,X- -at~lltre opori _4 at 40-t~ 150 kill. [bhin lavers extendling _X0i kti ir mire in the east-west

w to ivre ohisr eil. Pitcto t hin A Yr, I:iii hveer ill-r ved frep t ent iv itt va r:uis cainpat ens ilfs aim ti Aaron s. 19¶7s1
I tit h~ Iceti b -i1 o'tilted tnl 010 talati-ie thar tl( he ~utims were stuidt I tw i ti i' ayers. te'rmeid Bittuttiside Sinusoidal

-Io or-. tsea 'laonotuatitj -ale size u I ktt aiii Appear nredomtiinantlv ill !he silTlititer 4)stite aluttg theinmigtetic equator.

I hn-v smerar. a, ording ti the lhuistratiotis itti ravtn c- al. ( 5 wirlttin tils andl 11tvsns 5' of the rnagttctl - collator.
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F. MORPHOLOGj~Y FROM SCINT ILLAT10N MEASV'REMI<N Is

F.1 t rregular itN VmtetisitY and S cinillat.ion Mea-su remntsi

For the moeasiuremenets, made hi' si udving the flu~t-tatimt> ol it radio biiaconi sirintillationo w\erai tsctors, ishould be
n)ornie in tiiititi- fli sinitillation Leiiniloekt of recortlinu tie t0! atoso itilipilt idt and phase. otl Ieni tIa rum satelts
an Integrat ed nmeasuremient w tith all thle i rregn lariteN Ili the iiropateat ion pathi affec tin iv the tan tiwio phteric- -wnal_ I lie
amnplituide of flutctuation ii iwverseli Vtroportionai to freqtiiencx!, tohe pa.'r I t 2. Thuos tie io'aer ia~it~~s~r' Inurf

w'nsi Liv tehan rthe nmic rowave otser VS 015. V lie N!e of loWer ;r(1q Uv~el(I1s soen a 117 M~ izi- a I00011 In Iat siouiiia weak
irrepu idart ties comnpared t o 'i,-i 'sensitiv e o isersanoiios at (I iz. Hiowever I ii re at(, ci hnit al i oierri es Ii it t ti data at

lwh ends of lie on ~erv nitm spect rum ýInie lower ir'i uen ci is wrN i'esitive conipare'i tii thei !5 (1hz s:,!iai bult is tiirittd Iin
trs exCiirstoiis ill the data (et, to tie dtescribed to 2i1-2)d3 li paý to leak dlictilsttuzx." I his !- due l" 'atitratiOri of It, sigtnal
'o noise riante. ie, upper tre(nti ecy h iowever Seldom now Ni l urnml a iremter I t ai ilfl inax inikoi near 'mte etipiator ii. Muc
of ' lie 1 .5 (Iliz dat a base w~as dne l witht ext remelv rii aul eus citotis II i indotr-ilinan til an on la, datd aTaken at I GILt. LIU-

c'dlevels of -7 ill anti .:rcatoer. O t her tiat a in the literat tire r c I hxo tlv ic- i rsions Lutreat er timn I H l or 2 411: t I;i- in diat a
sets where ti-net iiat'ions ot lt~s than t 'ill wetre consiso ercir ntov u , tie s%,it ett

MIeasuremnent s at 1:37 M lz (.1( stew itle dif feretnces t ri ttueak-i i at I " (I lz. ii, ow r '-~Ia i stee !h at 1 iou
1 

hls'
oIccurrence trends are nlot differelti inl the availabe tiatra totr 'c-paraw e rit ie-Witil' vmusa 1, el' we I a Oaes neat t lie
ttIagnetic eijitator.

a. iiU7AN'A'tO f71 West

P~erhaps trw largest boidy -if data, fur statistics, uIi~rp . t... -~-- ttiltt r'strm~t s:i la- . Peiru.
The data. frotm this site. iocatedi 12> -outh of the -- oi-o~alwoi ti mnt !in Itzý::tatCeft, eito'itaot w:I t i iati oi I'
¾ 'o \'s.-t id~eltsitiiii ocI 'hi! ',iutitutit of heait t:--r' s .- I>ttlt t,:t i,i wi Aotar atti
-liteati-l tiit,ssiir~eteis !aker.it!Jicatiarca. 'r;

-aý iteil wed as tt~onthi. 'o~ar li: i i~e

froiti Janitarx 1:1hiý t brotuli FeI,riiar% '17l, withi 1\: trott I) o~ .- o ; , ::tr--t'rh -li- axitnuti tleirs III

Februiary and Ili October- Noveinhet 10 al hiz w 1; d13rtt cv - peals to eo to ti ot im-t - tt: I1i O'obter rhroiiitn A pril
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Iotcliision as stated in their abstract was: l'itrinit t he fjIhurt tieri wntur twriol-. mtaxjiiiutw entttancemtiet a-, the LAt antir
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eastward declinatioin."lTe stress t herefore I 00t the soistices.
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[rhere are several problemns with tising the flata set- shown tin t he pap~er. Spread 1: Itrevngth is. alitlte bitt no iffer-

i-ti at tin is., tnitade bet ween range and frequency sptreadi. IThat i,,eeital if oit iiv it ies w-itlit a few houiir, sAtfler so uset arfe

utse& range spread d'loinOat es in the ittmediate poMst- osine totle pettOd - Il. wlver lie, iiae of other imlv wtt till describe all

Stiread- F. The seasonal pat tern will lbe dlistortedl relative to thle seasonal paittern shorIi by sintitilat ion or i -iusatellite

it easijniemnetis.

[ he main hype )heats however neetis qicstiOiiing. While t~e find similar pattertns for sitmitir Ilch lisfit tons uciti as IIluatiai' 1

.stnd Accra aitt for ( ; iaina lid hwajeleini. I here is ito corn nITei,t ] xIi tI le 1 eInttot-t .ý iTtasi nitit at I lutiaita% ,1 iu Ai ra. I'liere Is

;tIso) a hiii of- ucirre Ioe partti-ti srI n tearI he Se ptemb er eqni Inox itt t he Cenit rat Pacific,

ConiDUTIV~ts on tw lie la i toia I19$.s Paliper

Tsu noda ( )Tý' on t tie ot her hanid ens j,dasizies eq ii 00 per ios- ro-int c lose ii) or far fro ,itrt heir ire intarv diates. InI the

atiistract, he st ates -Ilhe -easonal itaxinma nit sciittijflatIonimatrIvit V Coiitictde wit 11he rIt Itnes ot sear whe-n Itte solar t erminator



tat E-a I aver heights) is miost nearly ali i ried wit h the getoniagner ic tli\ tib-ý Alcrinc the seaaoriai pattern or scinOtillat ion
actiVirv- at a given longitude. beconme, a simplp c deterministic fmtioutin of Owe iniagnilti dc infat ion and %ceographic ;atitude
of the magnetic dip equator -

We have made a detailed examination of the T'sunioda data set. In Ficuvre iti. we have plotted the sunlset nodes that
I'sunoda has calculated for each of the data sets relative to this .t udy T -'he zeikerat structure is suml that the nodes of Guam

and IKwajalein are closer to the June solstice than thre other nodes: thre tuaximnum of activi'.v howecevr is between these two
points. Fhe nodes of Natal. Accra. and Huancavo are closer to the Decemiber solstice arid the maximum of activity for these
sites is near the December solstice. The nodes for Natal are particularly close to the December soistice: Natal does have a
somewhat higher level for this solstice than the other two sets of data. This compares favorably with the tendency of the
occurrence pattern to move towards ntaxima in thre various regions.

However the ntodes for Huancavo and Guami are verv close together but thre patterns of scintillation activity fr- these
two locations are quite different. fin particular the high occurretice in December and January in liuancavo data ., direct
contrast with the very low level of occurrence in the Guam data for those rinonths. Similarly there is a contrast in the June
July, data for the two sets. This holds true for the higher frequencY data. sugagesting that tire thin layers have riot made a
sigtnifiicant conltribuition to the pattern.

F Iliure it-. Ilie -inset Trod e,, a ntown int
1 -itoioa i' 9- 1N d,me Indlicate Y rie t ile witit

'-'-V 1AVO lie 1Isi Cr the ;ala sitt's i-emiC Wvs, :Ilililta-

tosilSor Si-ti I iiiis olf !ftl field line r'intiiii thru
hesite.

Fet5 .
4

May
2  

JA1 'ýg 31 Cc-, t

Oates of Sunset Nodes
(Tsunoda. 1985)

Questions to He Answered by Theory

'Fhe stress of these two paper., is eit her on lie solstices or ont th liJritidotiiiatitv -qinociut ial niaxittia. Hoiwever tlire dat a
set demands than the questions to be answered Isv t le devvlopers of hvpot heses for the phyvsics of the ioniictuditaia aspects
o~f the miorphology are:

1 Why do the equinox tmonths have high level, of occurrence over ail Longitudes?

2) \\h *v are t here high levels of occurrence in the Sr et ra Ilt Pcific seitor im ihe Jl. I Au ciisr per-7od anld in Itfie 0-1Vi5 West
serto, iii tie Novcrrber' December period.'

,3) W~hy is there ver v low occurrence in November atid Ds'ceiiiuer !n th lie cntrai P~acific Sector and~ it) hily arid A ugu~st in
the 0-7 5' West Sector?

CONCLIUSIONS

A cartoon as~ to our version of the occri-rence pattern of primarily' extended F- layer irregularities as a tfinction of longitude
Is Liven In Fi'gure l6. The ev-aluation of the dat a yields hei occ~urrenCe fot hluancavo. Ghansa, Indiia. aoid G.uam- Ewaiaicin.

Acurve that is omiittedh for lack of data is that for the 120-1l40' Wecst longit ude region. Fhie conicept that titight be developed
ýi that there should he a region where t lie transition bset weeti two patterns with different solst it ial tiaxtra wotild dictate,
'qiviinortial maxima.

We have shiown the pleths. a of tmeasurements oif F-layer irregularities in thre equatorial region performed by' various
fechnicpies. Irregularities that can he observed by-v radar may. riot he iobserved hv the iontosondes. Irregularities that may' he
wveak ri ay niot lie obser vedl lby 1[(F scitntilIlat ions buti Canl be observed oil VH1F transmisits'ions. Sat elI ire sci~tni Iatiots techniques
I'nnL0 A[a~wavsisýtinguisi hotweeri thlick aiid tiin layers of irregularitieos: sortie of the thtiti layvers vehil veryv high scittii l~arton
mudices at 250 N11IL. Irregudaritis over the tlagnetnc equator tita niot he observedi by 6:100 A depletiont techniques but can
lie observed readliv in tile aiiortialt regioni. Flthe irregularities created cart he strtong or weak. of large or small scale, extended
iver a thiti or Iihick laver, ristitinemi in a narrow east west or extended region, old or new.

Each of the the two suggested mtechanismns embrace on] * y a portion osf the data set. A. full concept should explain the
physics behindi the equinoctial and solstitial generation of irregularities. in addition there is, also need to explain thre differing
moechanisms which provide thin or extended irregularity regions.



Huancayo, Peru Natal. Brazil Accra, Ghana

T
-Z A14) MAR MAY JULI SEP NOV JAN JAN MAR MAY .15., SE-P NOV JAN 4N MAR MAY JUL SEP NOV JAN

:3

0Kodalkenal, India Manila, Philippines

Q

Q)

A) JAN MAR MAY JUL SEP NOV JAN JNMAR MAY ~jL SEP NOV JAN

Figure 17. U'sinig the scintillation data as indicat ing the 1I laVor irreegulamntws from all types of
layers but predominantly from extended lavers. it is possible to deveiot) a sense of the tuiorpholoe *v.
We have attempted to do so in this li sure. I here are- caveats ilowever Ilie, Xi tainl1itm aillp1it odes of
Ilie excursions shown are arbitraril x set its the samte for -s I areacs. Ini , (idit ion t here is no dit tnet ion
between high arid low solar flux years. l ie- pattern tteirA II..Ds 10l erite t no, two occhirrelice Patterns
from the data set but there nmay well he differences.
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DISCUSSION

G. HAGN
The old vertical-incidence sounder (e.g., C-21C-3/C-4) recorded spread F at many locations around the world. SRI (then Stanford
Research Institute) operated such a sounder in Bangkok. Thailand in the early and mid-1960s (sunspot minimum in 1963 onward
until 1967) and generated synoptic data on the probability of occurrence of both equatorial sporadic E and spread F. Could these
tabulated statistics be of use to your study and supply another geographical sampling point, or is there a problem separating the
range and frequency spreads?

AUTHOR'S REPLY
Yes. There is a data gap between Manila and Indian longitudes. To be of use the data would have to be separated into range and
frequency spread occurrence.

R. BENSON
1. Please elaborate on the difference between low and high-latitude irregularities, i.e., that the low-latitude irregularities are much
stronger.

2. How did you combine data from different techniques in your summary figure?

AUTHOR'S REPLY
1. At auroral latitudes. intensity of scintillation signals at -1 GHz is rarely greater than a few dB. (At equatorial anomaly
latitudes, there are frequently signal variations of greater than 10 dB on 4 GHz. a frequency that is less sensitive to scintillation).
No in-situ data have either confirmed or rejected this concept.

2. Most of the data from radar is limited to periods of irregularity development and therefore not useful for morphology. The in-
situ data published is also limited; I did use some. I used spread F. scintillation (basically), and scintillation on radar signals.



IRREGULAR MEDIA EFFECTS ON RADIOWAVE SIGNALS USED
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ABSTRACT boundary conditions has been converted to a problem with

unmixed boundary conditions. The field undulations and the

Radiowave signals. over a very broad range of frequen- resulting phase anomalies due to ionospheric perturbations

ties. are used extensively in navigation and propagation sys- can be obtained from the wave amplitudes along the propa-

tems. These signals that propagate to very large distances gation path. The results are summarized in Table I in terms

from the transmitter across the earth's surface or through the of the waveguide scattering matrix whose elements are the

ionosphere are significantly affected by media irregularities. nth mode reflection and transmission coefiicients for an inc-

Some of these irregularities are fixed while others fluctuate dent ruth mode of unit amplitude.

due to. for instance, the diurnal variations in the ionosphere. It Section 3, a perturbation on the earth's surface is con-

The magnitude and phase of CW signals are affected by sidered. The transient excitation is a LORAN C Pulse from

the medium through which they propagate. Since these ef- a magnetic line source (vertically polarized waves). Coupling

fects are frequency dependent, transient (pulsed) signals also between all three components of the full wave field expansion

undergo distortions and delays, which have a very significanit ,f the fields ithe radiation field, the lateral wave and the sur-

impact on navigation and positioning systems. Thus wt,'n face wave) is considered. The distortion of the received pulse

C'W signals are used for navigation or positioning. it is neces- are due to the siniutarities of the wave transfer functions.

sary to predict the deviations in the phase of the received Mg- special attention in given to determine the time of arrival

nais tphase anomalies) due to medium effects. When puised associated with the third zero crossing of the LORAN C

signals are used for navigation arid positioning, it is neces- Pulse I of the received signal.

nary to predict the signal delays due to the medium iifvcts.

Moreover for given propagation paths. it is necessary to avoid 1!1 Section I. 11ll wave solutions are derived for the ra

the use of carrier frequencies that are more prone to sitnal diowaves propagating through an inhomogeneous acicsotropic

distortions which make it very difficult to predict the time of model of the ionosphere. The ionosphere is characterized by
v oa scattering matrix whose elements are the like and cross-

polarized transmission and reflection coetficients for incident

It is necessary to obtain accurate predictions of the re- horizontally and vertically polarized waves, From these re-

ceived signals as the demands on the navigation system be- nults the Faraday rotation as well as the signal distortion

come more stringent. Thus for most relevant propagation delays can be obtained. Numerical and analytical solutions

problems, it is not sufficient to use idealized models of the to the problem are compared.

propagation medium. The models that need to be considered

consist of layers of nonuniform thickness with varying oeo- '2. TRANSMISSION AND REFLECTION SCATTERING

tromagnetic parameters. Since the ionosphere also needs to COEFFICIENTS FOR THiE MODES IN AN IRREGULAR

be considered, the medium is generally considered to be both SPHEROIDAL MODEL OF TIlE EARTH-IONOSPHERE

inhomogeneous and anisotropic. For these irregular niod- WAVEGUIDE

els of the curved earth-ionosphere propagation environniont

it is not possible to obtain standard separable solutions for Using a full wave approach, the electromagnetic fields

the propagation problem. Furthermore since the solutions are computed for observation points along the propagation

should be valid for a very broad range of radio frequencies. path in an irregular spheroidal model of the earth-ionosphere

the physical/geometrical optics (high frequency) approach or waveguide (Bahar 1976). The perturbation considered here

the small perturbation (low frequency) approach cannot be results in the variation of the effective height of the iono-

used in general. sphere. On employing complete expansions for the electro.

In this ýcork, a full-wave approach is described in detail, magnetic fields (based on the Watson transformation. Wat-

Radiowave propagation over irregular propagation paths is son 018, Wait 1962) and imposing the boundary conditions

examined in detail. The phase anomalies and pulse delays at the irregular surface, Maxwell's equations are transformed

and distortions for radio signals transmitted across hills and into sets of coupled ordinary differential equations for the

valleys on the earth's surface or over the oceans and through forward and backward propagating wave amplitudes. The

irregular layered models of the earth's crust and the iono- wave amplitudes, which are subject to mixed boundary con-
ditions at the input and output terminal surface 0 = 8A and

sphere are determined using the fill-wave approach. 60 = 0 of the waveguide (see Fig. I) are expressed in terms

SINTRODUCTION of auxiliary functions with ;nmixed boundary conditions to

obtain rigorous numerical solutions to the differential equa-

In section 2. we present the solution to the problem of tions at arbitrary points along the propagation path (8 < 8A.

VLF radiowave propagation in a perturbed spherical model 9A < 0 1B and 0 > OR I. Thus. the analysis can be used

of the earth ionosphere waveguide. The ionospheric perturba- to compute the perturbed filds inside and outside the ir.

tion considered is a gradual iJay/night transition in the offec- regular regions for arbitrary excitations. Since low-frequency

tive height of the ionosphere. The generalized telegraphists' radiowaves are used ior navigation and positioning, special at-

equations are solved for the forward (transmitted) and back- tension is given to the phase anomaly due to the ionospheric

ward (reflected) wave amplitudes along a propagation path perturbations.

before, across and beyond the transition region. Through the For the illustrative example presented here, the azimuthal-

use of auxiliary functions, the original problem with mixed ly independent effective height of the ionosphere is given by



.See Fig. 11 mode of unit amplitude incident at port A the mixed bound-

hA4 $<<6 A ary conditions at 0 = 9A and 60 = axe

w ) {hA + hB + (hA -h) - -B)•() cos [7*(e- eO"/(O - 9A!]} 6a<o<e" x 2,n
•hB, 919 < 0 < ita(A . .

where hkO} retkO) - rl.2 an~d 8A< 9 
,8 ( A

hA = 6x 10m, hB = 9x 10
4m 2)

8A = 89.8o 08 = 9 0 -2° b2B)) (9)

The permittivity c and permeability p are given by

(= 0 in which h,_ is the Kronecker delta. Furthermore.

C2 = Cj( 10 - ilo i TBA

PO = At = A2 = T1 ),

in which if and pf are the permittivity and permeability for .. A

free space. The mean radius of the earth's surface is rI. 2 = T I

64 x l10 m and the frequency is f = 15 kil (corresponding to ( 4,A

the free space wavelength A = 20 km). Steady state exp(iwt) AI A

time excitations are assumed. gA -: (10)

The characteristic equation for the waveguide mooes is A

RtoRcR" = I ee A .4
rie , d r1, , - itre( the waveguide Junction transmis-

-ion and reflection roeilicients. Yo acione "-- all possible

where ,,xcitations at port .-. Ms) is aritten a f

R"- R' h•i•(krroi,i jh6L klro.i , 7), 58A ",B \11\

! which 110 arid R" are the reflection coefficients at the

earth-air interface and at tie effective ionosphere boundary in whichi a"k- he forward scattered ki r mode excited by

ýWaite 19,62. Bahar 1967). Precise numerical mothods have all incidlent 71th mode. and bk,,, the backward scattered kth
...'en developed to solve the modal equatlons for the orders v mode e-,xcited hy an incident ruth mode. are the elements

AP ihe spherical IIHanke functions of the first and se, ond kind ii f tie ni n it batrices A. and B. r''pvctively. The differential

arid hf) HBahar 19'ýO. Blahar and Fitzwater i S I. They ,iquations I I)mist be solved subject to tie mixed boundary

.ire related to the mode propagation coeifcieiit'. J, U + . ,onditiotis,

In Fig. 2. the loci of the tirst four Ivertically polarizedi TAM

-omplex mode iunlibers ,i, v_2 vi and v, are plotted in the I I, i , lt.Oi'i 1- i 121

complex plane with the elfective hebri"t fi as Owe %ariable

pararneter from h to W9. The doninant (earth detached tith

mode) vi is least attenuated at the owtput port f (See 1 ° -" jiSA t f /4't (13)

Fig. 
1.)

Analytical and numerical procedures used to obtain the in which the elements of the transmission arid reflection ma-

(olutions to the modal equation (5j are described in detail in trices 1,9A and R
4 4 

are the kth mode transmission and re-

the technical literature i tahar and -itz'aater 19811. flection coefficients J'HA anid RI5A for the Itli mode of unit

For the sourceless perturbed region 6A < 0 < 08. where amplitude incident at port A. To facilitate the solution of

th/dO 0. thie coupled wave equations may be written in 1 1 )with the itixed boundary condition 112), define

matrix form as

d ~ )~ (( (a G -. (4

in which f' andt G are n x n matrices. Since 7' is a constant
matrix fIl) reduces 1o

(SA ,• a Q) (8)

lie C, G ,

-here a and b are n x I "tatrices whose elements are the n ( s`A \5"88 n)

forward and backward wave amplitudes afu,O) and b(v,O), + AA ," AhS G1k15)
I is an n X n diagonal matrix whose ,lerients are the mode

propagation coefficients 3, and S"1' are n x in scattering ma- with the unmixed boundary condition

trices whose elements SY' are the differential transmission

tP A Q) and reflection (P = Q) coefficients. For the mth f'6 8 ) = , G(O, '
5

) (16)



The unknown wavegude junction transmission and reflection The fields are least affected by the perturbation for m =

coefficients are given by 1. 'This is because the earth-detached mode tends to be
guided along the air-ionosphere boundary, while the higher-

TBA ý F(OA)-, R4AA = G(OA)TBA (17) order mooes are reflected at the ionosphere and the earth

boundaries. Furthermore, since the earth-detached mode is
Thus by using the Runge-Kutta method (Abramnowitz and least attenuated, its magnitude is larger than the magnitudes
Stegun 1964), rigorous numerical solutions may be obtained of the scattered higher-order modes for all 0 when the inc.i-
for the transmission and reflection coefficients by solving (15) dent mode is m = I (Bahar 1980).
subject to the unmixed boundary conditions at 0 = 01 (16) While it is difficult to excite the earth-detached mode
instead of solving (11) subject to the mixed boundary condi- a g t bsed an te the a anth-detcitingmode
tions. When port B (a = 01) is excited instead of port A, from a ground-based antenna, the advantages of exciting this
the above analysis is repeated on interchanging superscripts mode by elevated sources ae very significant. The trans-

A and B to obtain the matrices TAB and R u whose el- mission and reflection scattering coefficients that characterize

ements are the transmission and reflection coefficients TAB mode scattering by a perturbed ionosphere excited in both

and R"B. directions are presented in Table 1. Since modes n > 5 at-
Bi tenuate strongly over the propagation path, only four modes

It has been shown that the scattering coefficients S51  are considered in the analysis. The results are in very good
satisfy the exact reciprocity relationships for spheroidal waveg- agreement with reciprocity. These results can be used to de-

fides (Bahar 1976). In view of the normalization used in this termine the electromagnetic fields for arbitrary excitations.
work, the reciprocity relations for the perturbed waveguide

junction are 3. TRANSIENT ELECTROMAGNETIC FIELDS TRANS-
MITTED ACROSS IRREGULAR MODELS OF TIlE

T•B =f•A (18) EARTII'S SURFACE

and Propagation of radiowaves in uniform lavered models of

SA R4A OB Ihe earth has been anidvzed extensiveiy in the technical liter-
1 =5 ! 9ture. lor horizontally stratified osoueis. the electromagnetic

The analysis presented in this section can be used to fields cani be expressed compietely, in weparaole form, in terms
,of a continuous spectrum of radiation tields and lateral waves

compute the electromagnetic fields in the perturbed regions
0' < 6 < 6 as well as in the unperturbed regions 0 < 0 a. well as a discrete sit of surface waves i 'ahar 197,1.

iud 0 >B. For instance. when port A is excited by nmoe 'When it is necessary to ionsidvr inore r.aiistic. irregular

to of unit magnitude, models of the propagation mediumr consisting of inhomo-
geneous lasers of nonuniform thickness, the electromagnetic

0lr.r) = Z ý [a_)(O) - 6•,.t)] 120) fields cannot be expressed in separable Corm. In these cases.
using the full wave approach. it is shown that incident plane
wave-s are diffusely scattered in nonspecular directions and

and partially converted into lateral aid surface waves.
I'.,.r, 0.1 = , Z'(r)-•-, (r)a ) - j) 21) The resulits of a steady state, full wave analysis of verti-

/3 n rally polarized waves incident upon one-dimensionally rough

where U.,,, and bIt are the elemeit of A and 13 defined in surfaces (Bahar 1977. 197,8bl are the basis for tie investi-

( 11 and ',-.( rj is the nth mode basis function. Z, the mode gation of transient electroinagnietic response front irregular

impedance and B,. is the normalization coefficient Mlahar models of the earth's surface. In this work. the excitation
191 is assumed to be a LORAN C pulse and the Fast Fourier

801 < Arransform technique i Brigham 19711 is used to obtain the
For 0 < OA transient response.

,.,,, -,,,exp{-iL• + I/2)(0 1 221 Since the transfer function for dissipativ nedia is not
analytic, it is found convenient to express the total signal re-

SR 4A eXP~i(e4 + 1/2)(0 - d")] 23) sponse as the sum of the contribution from the poles of the

excitation transform and the contribitiou from all the singu-

larities (poles and branch cuts of the transfer function. Since
and for the region 0 > the third zero crossings of the response to the LORAN C exci

(1 A = 13A exp)-i(v. + 1/2t(0 - Oth) 211 tations are regarded as the effective arrival time of the pulse.
- + 1/2((0 25) it is not only necessary to determine the propagation delays

0 (25) but also the phase aomailies due to the irregular ground ef-
inwh n are roth the mode pararmeters at ports fects. Ioth the instantaneous response and the envelope of

i and which s, aiel v.~ the response are obtained.
.- amid II. respectively•

Dhe stability (if the phase of the signals is important for For a magnetic line sourve of intensitv K at a large dis-

navigational purposes. the phase anomalies are delined by tance from the nonuniform boundary. the magnetic scattered
arradiation fiehl is given bl*vy (IBahar 1971b)

-- arg {JlrO)exp 101i-,., + l!21d)} t26d 1I;{r.y) = 2ll53exp)i-i(po + p]l-,/w,!l''l
AI(C C,",h.LI (2-R)

arg ,(r 0)e~x 10i~v + /2)10 27) where jh,J is the magnitude (if the verticallY porlarized spec-
, =arg bE r.O6)Gexp j i(', + I]2ldOA 271 ularly re'lected field for a flat. perfectly conducting stirfaae

at the carrier frequuei-y ricy

Th1us 1,• - ernst when no mode scattering occurs. Y]h-e !I,] / /I1.)1 2k 5 - 1L (L,/i2kiyp i291

fluctuations in Ao,, are largest when two interfering modes

are Of approximately equal magnitudes. The magnitude of the vertically polarized tintident wave at
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the origin is (HI I; po = (zx + V po2 , p= -xz + yp)
5

/
1 

are the where

distances from the source and field point to the origin (see
Fig. 3) and ke, = aAoo)12 is the free-space wave number F(C,,C') = (CCl, - S'So.)I(Co + C1/n)
at the carrier frequency w,. .n(l + l/(,) (39)

FC C) 2cAclC{ - sgs)}(l -I ±jexfo) l ~I
F(CC) 2, -(30) I(CC",l, L) =

+(So. - S),)zx)dz (40)

I(Cf C'ih L) = _-expji(Co' + Ci)koh
in which the surface wave parameters are

+i(slo - S4)koz)dx (31)
So. = C1,= I• C,)

5
/2, Co. =- (Im )1/2 (41)

where CO' and So are the cosine and sine of the angle of in-
cidence, 0', in the medium V > h and CJ and Sf, are the This solution for the scattered surface wave is also consistent

cosine and sine of the scattering angle G/. The corresponding with reciproLity relationships, Thus (38)-(41) also represent
expressions for the medium y < h are denoted by symbols the scattered radiation fields due to an incident surface wave.
with subscript 1 instead of 0. Thus, For highly conducting medium 1, the surface impedance con-

cept (36) can be used to characterize the boundary y = h(z)
u. ko1 C{ = k0 e cos0ll (32) to obtain approximate expressions for the scattered surface

wave. In this case. the function F(C,.C') in (39) is replaced

k s{ = ko, sinO, (33) by
F(C ,C' 03 0,5",1o - S0)-1 1 ,1I-z•I .

in which k 0 , = )M,.) t
/
2 and in view of Snell's law. FIC,,C) =,S,(So. - SO'9(Co + _)(I - (42)

ko21 -- , lin,, <_ 0 !:31) ini O3,I the input term lI(j expj-ikopoj is the incident radi-
ation field and the output term expi-akoj So.x + (-"o,y)] is the

The intrinsic impedance is r.o = i=io/tojt ' . n is the refrac- scattered surface wave isee Fig. 3). As in (28), the coupling
tive index, and the nonuniform boundary is given by phenomenon is represented by F(C. C') and It C, C', h, L).

hiz), -1, < z < L The scattered lateral wave due to line sources at large
distances from the boundary is I Ilahar 19771:

It is assumed here that the surface is gently undulating and
slopes are small. In 128), the scattering phenomenon is rep-
resented by f(CC.), which is a function of the angle of I[,,(z~y) = [
incidence io', the scatter angle 90, and the ground relative f'(C',C"t - [fC6,Cjsh, L)
permittivity (, and I(CI.C'.h.L), which is the only term expi--ikLt + k, 1L ij (43)

that depends on the expression for the rough surface hlxr.
For a flat, perfectly conducting surface, and with 0. = 0f, where
F(C.C') = I and I(CtC.h.L} = 1. When medium
I (y < h) is highly conducing and the fields in the region I "CC') = In(C, +S, S65)

y < h are of no practical interest, it is convenient to ana- /((', + (c;/n )n 3 1
/. (141

lyze the problem by characterizing the interface y = hix)
by an approximate surface impedance for waves of grazing
incidence (Bahar 19721: .. C1. C."It. .1 ,, k,,t S - dr "45)

Z, -/ lf-
1 2

/f - 36)
in which A. 'Ii' t free,-spacc aveh, snth at the carrier fre-

and F(C',C') in (30f is replaced by qiency _-

,2cr(i - s",s(' - J) = kost, = ksý = k., = k.oU
F(C. C') = 0  - ) (37) 0 1

(c. + z.)(C., + .,•(C; + C.1) ,37 = 0 ,Co = koV _-s- .,

The full wave solutions for the scattered radiation fields sat.

isfy the reciprocity relationships in electromagnetic theory. rhe lateral waves are ofpractical sigtifica-(ceonly for low-loss
The scattered radiation fields vanish near the boundary (&.I medium I where
,r/2). This agrees with the empirically well-known result that

for any surface, regardless of roughness, a scattered radia- = n' - in" = sin = sini ' - "
tion field will not exist at the surface except for grazing in- s i sin 6 47W

cidence (tleckmann and Spizzichino 1963). However, due to

surface irregularities. the incident radiation fields excited by Thus.
line sources at large distances are coupled into guided surface
waves and lateral waves (see Fig. 3). The scattered surface n = k0 L6 + k• i (48)
waves and lateral waves could therefore be the predominant

contributions to the total field near irregular boundaries, and the distance Ls and Li are (Fig. 3)

The scattered surface wave due to line sources at large
distances from the boundary is (Bahar 19771: L6 = y/cos 6' attd L, = z - y tan 

t  
(09)

HI, (,y) = II[(exp(-ikopv)(ia/wj5 /
2 likoLF(C*,C) where 6' is the critical angle for total internal reflection. In

IIC,,C'h,L) -exp[-iko(So,x + C9, y)](38) (43) Ill•lexpf-skopol represents the incident radiation field



and the output term expt-i(kiLt +c koLb)] is the scattered where .is the %smuol for the complex conjugate. However,

lateral wave (see Fig. 3). The coupling between the radiation itt generaj. f.- ý ý) IxI' -w since fh(t) is complex. The tran-

field and the lateral wave is represented by F(Cb,C') and ~ ient -esponse can so shown to be given by

I(C', C', hL). The solution for the scattered lateral wave is

consistent wkith reciprocity relationships, thus t!,e expression l.) teF I'F )
(413) also represents the scattered radiation fields due to an Re 11,3j)/w ex~wt
incident lateral wave. The lateral wave contribution cannot .

be derived if the approxirmate surface impedance concept (36) -Rch,(ir,t) i57)

is used. When the line source is near the boundary /s(z), it
excites surface waves and lateral waves in addition to the In this. work. LORAN C plus excitations are considered in de-

ra~diation term. In this case. it is also necessary to consider tal. This pulse ý an be represented as a sum of three damped

the coupling between the lateral waves and the surface wave sinusoids (Johler and Horowitz 1973).
at the irregular boundary. The surface wave generated at the
irregular boundary h(x) by an incident lateral wave is =,t 34 x(-,)~)(8

H:1(zyi =[Kif2ir/-2iriktze)
31 21

-exp(- zko(Ci'Yc - S~o1in which ul Cl is the unit stepi function.

*F(C,,C')I(C,,C
6

,h.L) - 1" . J r + 1, W

exp - ik(Co,y + S,~xr] 150) 14 1/ -4. F2  C + t...-'2- = ,.ý, +2,,

t/i-i4, r3 C+L. &"3 2' (59)
where

F(C,, CI 4) = i [C' I![/( 1 2 )13/2 (51) hs

H jLL exp-k( h 0 ep Cl~'.r xi.).i (0

-('- 5e.)xr)Idz (52)

mnd the envelope is
and for -xO > L the ampiiLude of the unperturbed lateral

wave at the origin is: r,kt i = eXpt-ectl sin'ý,t (62)

In general for dissipative media, the transfer functions
- K uýco M,() are non-atialvy~c. In these cases, the transient response

ll~(,0)= -Gi22r)~~-iizs~'
2 h,lr, t) is expressed as follows i ahar 1978a):

.exp[-ikO(C,'yu - Sýýoj (5ý31 ){) 6
U 1 ()(

Hence in (50) exp)-,kO(C'yo, - S6.i,))I[kixoJ13I corresponds where hiLt is the contribution to is,ft) from the poles of
to the incid!ent lateral wave while the output term exp(-zko Fus) =F(t.,1 (at s =-r,) and hHMt is the contribution
(C'0.1 + S~,z)] corresponds to the scattered surface wave, to ui)it from the singularities of the transfer function l11(sl.

This solution for the coupling between the surface wave If 1I,'(.) does not possess singularities in the vicinity of the

and the incident lateral wave by irregular surfaces is also poles of F(sq) it follows that JisH(t)) <t JhLM1-j

consistent with reciprocity relationships in electromagnetic T'he termn hilir) is significant only at the leading elge of
theory. Thus, (501 also represents the lateral wave generated the response. llowever, any distertion of the leat-rig edge of
at the irregular boundary by an incident surface wave. hpusdetomiumfecsoldrutiraefciv

It should also be pointed out that if the exact bound- delay in arrival time of the radio signial.

ary conditions at the irregular surface are replaced by the The instantaneous phase pio) of the transient response
approximate Kirchoff type boundary conditions (Beckmann is given by the phase of the complex response h,(t). Thus
and Spizzichino 1963), the surface wave and lateral wave con-
tributions are not taken into account. of)=arctan[lm fj 1t))jRe {f,ltl)J (64)

To obtain the full wave solutions for transient excita-
tionts, analytical and numerical Fourier techniques are em- For the undistorted LORAN C pulse Po(t) -~-,.However,

played. For arbitrary time-varying excitations, the instanta- in general. the phase deviation for phase anomaly) for the

neous expressions for the magnetic force j-~ for it > 0 is transient response

Jm(i',t) = Re(KJ.(1l6(x - zoe(y(1 - y041j (.54) A4-f(t) = 0t) + -,, (65)

where for convenience the excitation function f,(t) is take'n does not vanish. Rapid variationis in :miot) Occur at the lest-

to be complex. The Fourier transform of f.(t) is ing edge of the transient response. Thus, examination of the

terms hqt)l and Aol ) is; also iiseful to determine medlium

Ffw) = F.WM j f.(t)exp(-i,.4)d1 15.5) effects on pulse delays.

For the Piustrative examples presented in this s;ection.

'The trans''r function fl,(w) for the scattered fields satisfies the carrier frequency f, = 10' 11z, f, f. / 10. and -= 1f,

the relationship The irregular boundary between the two nedia is. given by

0f()=l(~ 56) h~)=hmax I i- cosixx/ L)1/2. -L < z < L 1661



where 2L = i0Aa. k'-kiTnax - 2 The free-space wavelength
at f, is )A,,, 3 X 10" in lde I tic

In Fig. 4. the instantaneous, specularly scattered radia- TU tk d1
tion field is plotted as a function of t' = t - 14, where 14 is

the arrival time of the earliest response. Medium I (ys < h) in which

is assumed to be highly conducting i, =I10 - l (/)r 1
and 8',= = i= S'. The envelopes of the scattered field VV ,-E5

and the undistorted LORAN C pulse are also given in Fig. 4. H= , l "L
For convenience, both have been normalized to unity at their I ,
respective peaks.

For the case studied in Fig. 4. the pulse scattered in the u - 1&o 0- -1 . (69)
specular direction undergoes very little distortion.

In Fig. 5. the non-specularly scattered radiation field is an d ko ;,spofo)'t is the free-space wavenumber. The el-
considered. For this case f, = 10{i - ii,,j), 0' -- 80' and ements f, of the 4 x 4 dimensionless matrix 1 which are

Oaf = 50.8'. This value of 90 corresponds to the direction related to the susceptibility matrix M are in general also

where the scattered field is at a minimum. In Fig. 5a in function of vA (fludden 1962). The :axis is normal to the

which the scattered instantaneous response and envelope are horizontally stratified media, and the direction of the inci.

plotted, we note that the pulse is distorted. Furthermore. in dent wave normal in free space is
Fig. 5b, the undulations in phase anomaly result from the
fact that near the direction of a minima (09 = 50.8 ) the It = (.Or + curi,. I70)

scattered fields undergo destructive interference.
where s and c are the sinep and cosine of the angle of incidence

-4. INHOMOGENEOUS ANISOTROPIC IONOSPHERE 0 for propagating waves. Thus. the fields are independent

EFFECTS ON NAVIGATIONAL AND POSITIONING .4 y. y tan. a-summne titne harmonic excitations, the factor

SIGNALS ,*xjt - i,sk expi i.t) i- suppressei thro-iKhout this work. The
transverse electric field components are Er and E,, while

Numerical and analytical expressions are obtained for Ii, and 11, are the transverse components of the normalized
the reflected and transmitted horizontally and vertically po- magnetic field rtH where Yi = ffoi ý', is the free-space wave
larized wave incident upon an inhornogeneous anisotropic lay- impedance. and H-f is the magnetic field.
er such as the ionosphere. To this end, it is necessary to deter- When the parameters of the sus-,,ptlbility matrix M
mine the transfer functions (the reflection and transmission iplasma frequency f, collusion frequency v, gyrofrequency
coefficients) as a function of frequency and to apply Fourier f.j, and the direction of the earth's magnetic field dH) are
transform techniques. slowly varyins, functions of z and the medium is devoid of

Full-wave solutions for the (steady-state) transfer fune- critical coupling regions. the matrix transformation
tions are used. These full-wave solutions ace based on a
method which utilizes generalized characteristics vectors to = fII

determine the elements of a non-singular transformation ma-
trix (Bahar 1976). This transformation matrix is used to can be used to convert Maxwell's equations (67) into a set

convert Maxwell's equations for the transverse components of loosely coupled equations for the upward and downward

of the electric and magnetic fields into a set of loosely cou- propagating ordinary and extraordinary wave amplitudes f,
pled first-order differential equations. However these WKB ft = I. 2, 3, 4):

solutions fail in critical coupling regions where the charac- f= f 4- r f72)

teristic roots tend to merge. For these regions, numerous
analytical and numerical techniques employing several spe-
cial functions have been used to obtain suitable solutions for
the fields. Special mathematical functions are not used here '-TS F = S-'S' 73)
for the critical coupling regions. Instead, a suitable set of lin-
early independent wave amplitudes are derived through the The matrix transformation S-5 TS yields a diagonal matrix
use of the generalized characteristic vectors (Bahar 1976). A whose elements are the characteristic values of the matrix

An approximate analytical expression for the transient T. These characteristics values q, are solutions to the Booker
response is also obtained through a suitable expansion of the quartic ( Budden 1962):
transfer function about the carrier frequency. This analytical
solution does not account for the singularities of the transfer det(T - qt) =_ IT - q,11 = 0 (7-11

function. However, since the third zero crossing of the re-
sponse is regarded as the effective arrival time of the received in which I is the identity matrix of rank n = 4, The columns

signal, the analytical solutions can be used to determine the of the 4 x 4 matrix S are the four characteristic vectors that

signal delay as well as the time of the third zero crossing. satisfy

The fast Fourier transform (FFT) techniques are also used TS' = q,.P (-,5)
to determine the transient response, the amplitude distor-
tion (due to the singularities of the transfer function), as well
as the phase anomaly which influences the effective arrival Since the medium is varying c. q,, and S' are functions of z
time of the response. in (72). To solve (72) numerically for the region -Azf2 <

- z, <5 Az/2, it is convenient to evaluate S' using (75) at
Maxwell's equations for the transverse electromagnetic z = zx, for the entire partition of width Az. Thus for each

field components in horizontally stratified anisotropic media, partition Ir - z _< Az/2, (72) is replaced by
such as the ionosphere can be expressed in separable form as
follows (Budden 1962): f' S-1 TS"I 5"t(T, + TI)Sf

= (1, +)f Cf (76)



in which these transfer functions, it is necessary to numerically solvethe first-order coupled differential equations (76) or (79) in

= T(z-), ..1, = .. (z), and -i = S-'TS (77) conjunction with the continuity conditions (81) at the inter-
face between two adjacent partitions of width Az. For free

The elements )_ of the coupling matrix y; vanish at z = Z, space above and below the anisotropic dielectric layer, the

since T6 = 7 - T, vanishes at the center of the partition transformation matrix S can be written as (Bahar 1976)

of width Az. When the fourth-order Runge-Kutta method ]
(Abramowitz and Stegun 196.1) is used to solve (76). the par- I 1 0 -

tition size must be chosen such that tC,-kAzJ , 1, where S - 0 0(82)
C,,,, are the elements of the matrix C. 0 0 1

For critical coupling regions where the characteristic val-

ues q, tend to merge, the transformation matrix S obtained Thus for an incident horizontally polarized wave of ampihtude

by using (75) becomes near singular, and the coupling coef- f]1 i at z = 0. the value of the wave amplitudes at z = 0-

ficients -7,, become very large. In these regions. the inter- and z L+ are fi"' and fjn. respectively, where

action between the characteristic waves f, constitute large

reflections or strong coupling between the ordinary and ex-

traordinary waves traveling in the same direction. Thus, the fill fiOH Ru8,,)

transformation based on (75) is not suitable for critical cou- 0

pling regions. For these regions. it has been shown that it RvH

is possible to construct a non-singular transformation matrix

S by using generalized characteristic vectors (Bahar 1976).
Thus for instance, if for the matrix T = 

To the characteris- fril - 4, H ! 01

tic equation 1
T
7 - ql) 0 has a root q, of multiplicity m, it T%

has been shown that. associated with this root. there exists

in linearly independent generalized characteristic vectors. In
this case. even though To and the generalized characteristic Similarly, for an incident vertically poiarized wave of amphi-

vectors are independent of z. the transformation matrix S is tude ff' at z = 0. the values for the wave amplitude at

z-dependent. It can be shown that the non-singular matrix z = 0- and z = L' are f'V and I" . respectively, where

S satisfies the equation (Bahar 1976) f 0 I
S-1 (ToS - 5')= .78 N.; rJ

t
v 'vit!5

(78 1 5)

in which A is also a diagonal matrix. Thus for critical cou. Rv-

pling regions, where the characteristi, values q, tend to merge, r TI

(67) can be transformed to the following iatrix equation:

S-'(TS - 5')f = S-'[(T0 + T6)S - S'lf TTv v (86)

- (A+()f-Cf (79) 0

in which Since the values of the wave amplitudes f are unknown ini-
tially at either boundary z = 0- or z = L+. we first solve (79)

T6 = T - To and -Y = S-'TTS 180) subject to the two separate boundary conditions at z = L+:

Hlence. at a critical coupling point where T7 = To, the elementsof the coupling matrix -y,, vanish, = and0 (87)
0 1

Since the transverse components of the electromagnetic 0 O
fields are continuous for sourceless regions, at the interface

(z = zT) between two adjacent partitions the continuity con- Denoting these solutions as g(z) and hi z), (whose elements

dition is are gi and h,, i = 1,- - -4) respectively, and setting g(0-) =
g9, h(O-) = hI, the wave amplitudes f(z) can be expressed

e(zT) = S-fz-) = S+f(zT +), (81) as a superposition of these two independent solutions. Thus

where S- and S+ are the transformation matrices for z = fH(z) = g(z) + Cklh(z) (88)

ZT - and z = zr , respectively, and zT = lim 6_o ZT6

(6 > 0). f(z) = Jg(z) + N(z) (89)

The transfer functions for an inhomogeneous anisotropic Equating (88) for z = 0 and x to (83) and (84),
dielectric layer are the horizontally and vertically polarized respectively, we get
reflected and transmitted wave amplitudes excited by a hor.

izontally or a vertically polarized incident wave of unit am- al 1h', foi' = -f + (90
plitude. Thus for instance, the reflection and transmission

coefficients RvH(w) and 
T

VH(w) are the vertically polarized ' 1
reflected and transmitted wave amplitudes, respectively, due RHHI 1 -

to an incident horizontally polarized wave of unit amplitude. 0 = (g + 1 lht),

for a dielectric layer of thickness L (0 < z < L), there are RVt 7
eight transfer function Rpq(w) and 

T
pq(wo) (P, Q = V or

transfer functions for waves incident from above (z > Ll. 0

They are related through the adjoint reciprocity relationship 
Tv H an

in electromagnetic theory (D. M. Kerns 1976). To obtain



Similarly. equating (89) for z 0- andz = L- to (85) and e'nvelope of the incident LORAN C pulse: however, the in-

(86), respectively, we get stantaneous phase is ,.lL + rR1 - "4 i. The approximate

analytical expression 1100) for t95) only accounts for the
,¢.= -34/g. /g 0  3 k .92) residues at the poles of the transform ,1.1-.. However, the

expression (95) accounts for singularities of both F(,') andE0 Q 1 R(R). The singularities of R(.') account for the distortion of

RHv I ,"g + hl, the transient response which is expressed as follows:
1 = jo-v"t g'+ ). ,~~' = f
1J 1 Af(t') = Re -1 F(..l!R,;)(expt ,jreR)

0
9T3v I Y I 3c (t') +iActtt') 101)

o0 1 Since an analyticaJ expression for R(-i) is rot known for ar-

bitrary anisotropic media, bo:h (95) and 101) cant only be
For low frequencies where the width L of the anisotropic evaluated nurer~caily. The FFT tchniques are found suit-

dielectric considered is of the order of several wavelengths, the able to evaluate these integrals. Thl- instantaneous phase of
numerical solutions to (79) can be obtained using a fourth the transient response (95) is given by
order Runge-Kutta method (Abramowitz and Stegun 1964l.

Typically. the number of partitions needed is 20L/A > X > 0t') = tan- 
1

,rj(t')/eRjt')] (102)
10L/A. For high frequencies f 3 fi, and L/A > I, the
Runge-Kutta method is not suitable, and it is more conve- Thus the phase anomaly of the instantaneous response is

nient to convert the coupled differential equations ( g) into a
set of coupled integral equations ( Bahar and Agrawal 1979Y an 0') :o. t'l + •'-i ' 4- 7H + ,-. 1 1103)

Numerical as well as analytical techniques are used to de-
termine the transient response to navigational signals. l'e 1,r the ilustrative ex.ampi•,s presented :n this section.

LORAN C excitation f(t) ( considered here in det",' iý ex- :he carrier frequency f = to' Itz. fpr " f"/;0. atO d ri f l0fr.

pressed in terms of the complex functions fit) as in Sectin J. Dhe inhornogeneous ansiotropic ionosphere is characterized

The transfer functions RpQt;.) and 7Pt....) satisfy the hy the plasma. .olisýion. and gyrofrequencies -',, v. and _,-,
relationship respectively The intionioeenelous plasma freuuenry f, is as-

Sumed to be given Dy

RpQ( wd) = R PQ(- ,,) and TpQ(,Y,) = 91Q(- .) X1z = ( §1)) = - c i r _ L 11,

where the asterisk denotes the complex co jugate. Thus it ( 1

can be shown that the full-wave expression for the transiet< A

response is the real part of the inverse Fourier transform: "where

Ree,lt) =Re'[F(i)R(.,)L I -' X = A (L) = ,. L)1ýi t 2 A/Art L i} 10,5)

= Re _f F() R(w) exp(vIt)d.&

RefeR(t) + Iet(t)] = ePt} 095) and

in which R(..,) is any one of the eight transfer functions A L l 5 x 10-rnmc=hi L

Rpq(,) and Tpq(,ý;). To obtain an approximate analytical .. = ,if• - 106)

solution for e(t), we express the transform Ri)l as follows:

R(w) = IR(w)I exp[10(w)j --"- R(-2,)exp(-:•. + a,)rRj"tfi. 1 " 'he collision frequencv is given hy

in which Zz: =- virW Zexp(-'zl. 0< < L (107)

R( = - R(-w 5)Ie(-) = R (97) where

is the value of RpQ at w -w_, and the time delay rR is Zi = Z{0) = = ./AJO0 (108)

r75 = -1ol,=:., 9S) and

=2xco/v = 3x 104 m, " 2 x 10-4M-1 (109)
Thus on substituting (95) into (61), we get

e,(j) iexp[-c1(t - rR)sin2[lWr(t - rg)] The gyrofrequency fIl is given by
,exp[-i{WS - 0(-W•)}J U't - Tr) (99) Y(z) f= AIhH1-0

V~ q 9)YZ A/AH (110)

Noting that 0(-,.a:) = -4{o) and setting t' = t - rR, (99) f

can also be written as where

c,(t')= exp(-cit')sinIwPt' IA = o/Jfj = 3 x 10
2

m (111)
exp{-ifw,(t' + TR) + )]} U(t') (100)

The direction of the -arth's magnetic field a&• is given by

Thus in the above analytical expression, the envelope of the
response with respect to the shift time t' is the same as the Y = (0,5ar + -,./54 + 0.Sd,)Y Ya

1
(112)



In. Figs. 6 and 7, the transfer functions Rffu(,),l and T!Ht•..) Bahax, E. and B. S. Agrawal, 1979c, Distortion and depo-
are given for waves incident from below the anisotropic layer larization by the ionosphere of L band signals coded by
at an angle 0 = .151: thus the direction of the wave normal phase reversals: full wave solutions. Radio Scienc,. 14,
is n = (ax + a5,)/V12. The value of the transfer functions at 843-853.
Id = w,/2, w = w•, and w = 2., are indicated by symbols 0,
A, and o, respectively. Bahar, E. 1980, Computations of the transmission and re.flection scattering coefficients in an irregular spheroidalIn Figs 8 and 9, the normalized values of eqNjt') and its model of the earth-ionosphere waveguide. Radio So/.-

envelope jeN(01')) are given for the transfer functions RHH(,.) model of t8 h- ion0R

and RvH(w). These functions are evaluated using the FFT ence, 15, 9871000.

algorithm as well as the analytic expression (99). The differ- Bahar, E. and M. A. Fitzwater, 1981. Numerical tecibique
ence between the numerical FFT results and the analytical to trace the loci of the complex roots of characteristic
results Ae(t') (101) is negligible for t > 3 /fo. The effect of equations in mathematical physics, SIAM Journal on
the medium is to cause the delay rg and the shift in the third Scientific and Statistical Computation. 2, 389-403
zero crossing of approximately half the period I/.fc. The de-
lay •R is not shown in the figures since eRN is plotted as a lBeckmann, P. and A. Spizzicsino. 1963. The Scattering of
function of the shifted time scale t' = t = rR. For the cases Electromagnetic Waves from Rough Surfaces, Miac-ul.
considered in Figs. 8 and 9. rR is 6,666 x 10-s and 6.t60 Ian. New York.
x 10-s, respectively. There is excellent agreement between Brigham. E. 0., 1974, The Fast Fourir Transorn, Prentice-
the value for r. obtained from (98) and the numerical results Hall. Englewood Cliffs. NJ.
obtained by using the FFT algorithm in Figs. 8 and 9.
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Fig. 1. Irregular multilayered spherioial mnodel of the earth -ioniosphere wavegulde.

-- L

Fig. 2. Loci of the roots v,• for 71 2. :3. S as h varies from 60 km to 90 kin.

•o'0.,•I k .LV-"•

Fig. 3. The scattered radiation fields, surface waves and lateral waves due to incident plane waves
over rough surfaces.
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Fig. 5a. The scattered radiation field for lo I0 q; SO' ' and 0. 0S.iP ntnaeu
response and the envelopes.

Fig. 5a, The scattered radiation field for f, 10( 1 - R= 80~ ' and 01 081 Th i phan aseou

anomaly A(,O).
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Fig. 6. Reilection coeolicient for ho rizontally polarized wa.es Fig. 9. Normalized transient response CrN'') and its enve-

waesFI.j)ope ',v,'(l)p corresponding to the transfer function

Rujflt-'. i') analytic. (0) FFT.

F B I -' S

g 7•. - ranstnj s~ion roe ilk i'lt 3' •r 0or iizontalk- p ol ari ed El- . 9. Nortntaliized transient respon+< so e0 y(! and its enve-
waves I'H() !ope Fe,,,-t )1 corresponding to the transfer function

R *t+i ' analytic. (') IFT.

rAII.:L I COMI'OSITE; SCATTERING MATRIX
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The transmission and reflection scattering coeffi:ients magnitude is the top number of each pair,
and the phase, in radians, is the bottom number.
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Nous exaxnunons dans cez article les effets de propagation sur les Propagation ionospherique - mulitinajets - anisotropie - doppler -
s,' ýstemes de Localisation A Station Unique die la gamme Lrace dec ravon - modele MQP - raduogontiomnetre - intcrfdromcstrie
dC'amtitrique. - filtrage de polarisation - localisation a station unique -tilt -

rdactualisaition.
Nous consitidrons tout d'abord. le probldme direct qui consiste a

stmrles angles d'arrivee des difftrents plans d'ondes INTRODUCTION
incidents. Pour tine situation du milieu ionosphdrique doninde.
nous ddtermiinons pour cela les angles Cincidence de l'ensemble Les techniques de radiolocalisation A station unique ant toujours
des trajets et modes de propagation. L~e moddle simplifid que suscite un grand intdrit lid i l'exploitation aiste des rdsultats
nous ddveloppons permet ensuite ]a simulation edi comportement espdres. Ces techniques s'appuient sur:
d'un radiogoniomdtre.

- une procedure d'obtention des angles d'amrvde, (6livation etOn donne un aperqu des performances des systdmes bases sur azimut)
des techniques d'interfdromdttrie , de craitement die donnees et - une recherche de la source d'dmission baste sur une
d'analyse spatiotemporelle. La proximit6 des modes de moddlisation A une ou plusicurs dimensions du profil de densicd
propagation ndcessite dans certains cas d'ajouter une procddure flectronique associde A une technique de tracd dic rayon rdel ou
de filtrage de polarisation. 6quivalent.

Le probldme inverse consiste A localiser un dmetteur i ['aide des A ['inverse de la plupars des publications qui sont cit&s ici par I2
resultats die goniomnetrie prdcddents. Nous voyons leffet d'une suite, cet article aboide les deux aspects du probidme en paralidle.
incertitude sur le profil. avant d'introduire deux techniques de
LSU : l'une traite le probldme A partir des resultats de sondage Dans une premidre pan-ic consacree aui probidme direct
vertical aui point de rdception. la seconde rdactualise en oblique (tditermination des angles d'arrtvee), on suppo's- connu Ic
les parameitres essenitiels du profil. Un exemple d'influence de comportement du miiileu ionosphdrique dans 1espace et le temps.
l'inclinaison des couches est 6galement dornnd. Les paramdtres utilises sont td~duits die prdvisions de

propagation.
ABSTRACT

Ainsi nous ddterminons d'abord, pour one liaison donride. to
This paper deals with some propagation effects which can nombre dic trajets, de modes die propagation et la polarisation des
influence Single Station Location systems. diverses andes incitientes au systdme. Ccci conduit. A mettre en

6vidence les contraintes impostes aux radiogoniomdtres HF, ct
We consider first, the direct problem which consists of aussi A ddfiir ties limites d'utilisarion.
estimating several directions of arrival of the incoming waves.
For this purpose and for a given state of the ionospheric medium, La modidlisation des signaux requs en vue de tester les divers
the angles of all propagation paths and modes are determined. In types tie radiogoniomttres, revdt une grande importance. Nous
a second step, the simplified model of waves coming from the ddcrivons le moddle de signal utilist incluant la polarisation des
ionosphere which has been developed before, permits us to ondes incidenites. la rdponse des antennes & ces ondes et les
simulate the behaviour of radiogoniometers. dopplers intermodes.

We analyse the performance of goniometinc systems basd po Le comportement de certains systbrmes existants est analyst ; le
interfeornmcry. data processing and space-a time processing. macdle czonduit igalemcnt A associer A un goniomdtre HF testt
P'oximity in such propagation modes leads to the addition of a rdcemnment. tine technique de rtcepsion en diversittd ti
polarisation filtering procedure. polarisation,

The problem in reverse consists of locating the emitter thanks to Enfin, dans tine dernidre partie. quelques aspects du probldme
the previous radiogoniometry results. We look at the effect of an inverse sont abortids :influence des paramdtres du profil tie
imperfect knowledge of the profile, before introducing tw SSL densite, doe l'inclinaison des couches. nicessizd tic disposer
methods : the furst dealing with vertical sounding results ;the dinformations sur le profil tie densitt 6lectronique.
second works from a partial updating profile. We give also an
example of an influence of tilt.



1. LIAISONS POINT A POINT, DETERMINATION ALTIThIIE(k.)
DU NOMBRE DE TRAJETS L.T DE MODES

Le premier probitme qui se pose lorsqu'on veut simuler le 30
comportement d'un systame de radiogoniom~trie 1-F est de30
savoir comment s'effectuent les liaisons pmjnt A point par VoiC
ionosph~rique. Ceci necessite deux etapes:

la cdefinition d'un protil de densitd dlectronique
-une technique de d6tennination des angles d'anivee.

1.1 Profil de densit~k kiectronique

Nous avons choisi un profil de dcr.sit6 prenant en comptc !zs 200
diffdrentes couches de densitd ~iectronique (E. F 1 172 ). Parmi
les diffirents modeles disponibles nous avons choisi Ic modele
multiquasiparaboliquc de Hill [I I representant le profil de densit6
N(r) A partir de morceaux de quasi-paraboles. Cc modele (MQP)
est actuellement utilisd par de nombreuses 6quipes 12 ,.31 .On a
ainsi:

N Pr=X ijl±[r-rm,]2[2i] 100

0 
22]6

avec:6
r distance point ionosphdrique considdr6 - Centre de la N .1-12 -

termeFGR RFLDEDNIEEETOJU
Nm. densitd au maximum (ou minimum) de la couche FILUECTOIC-POI DEN DESY PROFILEC-OIU

paxabolique iFETOI EST RFL
rmi valeur der pour N(r) =Nmni
rhi valeur de r A la base de la couche considdrde
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P nombre de morceaux de quasiparaboles - Vapfiator de:] otd Bouguer. I'nl 'lvto w

L~e modele est construit avec 3 couches (E, F 1 1F2 ) (figure 1) et t(r,
une valI&e entre E et F I . Nous pia~ons entre deixx Couches sansi Ek = AMr COS Frt. (
dtfinies des couches de liaison i~galement de type r
quasiparaboliques. line idlle couche peut dgalement Etre utilisde
pour assurer une continuitt entre le bas de l'ionosphtre (pris A 80 Ek angie d'arrvee correspondant au mode k
kin) et la couche E. Ceci conduit A 7 ou 8 morceaux de distance centre de la terre-point de r~flexion d~termint par
quasiparaboles, scion qu'on prenne en compte cette dcrni~re r tk itrto
couche ou non. Les param~trcs de la vallde sont deduits de ceux ~ r)indice de phase pour r =r,
de la couche E suivant la technique utilis& dans le logiciel 1(t)
d'inversion des ionogranlnes verticaux POLAN [41. Les prof 1s On ddduit des valeurs dc hit ct r,, lcs temps de groupe et de
ainsi ddfinis rendent bien compte des observations, phase.

Dans nos simulations, nous calculons les principaux vram~tres Dan-, le c~s r'ii on tient compte de l'induction magndtique
par prtvisions de propagation. Nous difterminons ainsi les terrestre. une technique plus complexe est n~cessaire :nous
fr~iuences critiques des couches E. Ft. F2. l'altitude et la deini- avons utilisd des traces die rayon 161 associe ý une Procedure
dpaisseur de la couche F2. Les autres param~tres sont estimi~s. Sinterpolation de donnees. Pour chaque trajet. on d~finit deux
A l'image de la vailde, nous nous donnons la possibilit6 de modes die propagation appel~s Oct X (71.
renpLacer ces valcurs par celles ddduites de sondagcs verticaux et
par application du logiciel POLAN. Dans le cas oii le milieu est considdrd comme idtani isotrope,

nous determinons donc le nombre de trajets entre un i6metteur et
1.2 Techniques de ditermination des angles un rdcepteur, alors que si on tient compte die l'induction

d'arrivke lorsque ]a position de I'imetteur est magnetiquc terrebuc. nous #AcwnmiuzIuic~I nomtbre dec mode tdc
connive propagation.

Suivant que Yon tienne compic ou non du champ magnitiquc 1.3 Exemples de risultats et conskquences pour la
terrestre. Ia technique misc en oeuvre pour ddzerminer les angles radiogoniomktrie
d'arriv~e sera diff~rente. Dans Ic cas o6x le milieu est consitidrd
comme isotrope, une mdthodic simple est ddcrite dans (5]. Gettc Les figures 2,3,4 pr~sentent respectivement des courbes typiques
indthade s'appuic sur: des angles d'ilivation attendus en fonction tic la frequence :

- l'avantage de Ia repre'sentation du profil par morceaux die . pour une propagation en considdrant l'ionosphere isotropic (le
quasiparaboles conduisant A une expression analytiquc die la profil utilisd est celiw correspontiant A Ia figure 1)
distance die saut en fonction dies paramttres du profil obtenus A pour les modes de type 0 (figure 3)
partir de prdvisions tie propagation ou de mesurcs, die Ia -pour les modes de type X (figure 4)
frdquence et tie l'angle td'ldvation. Elie conduit A Ia
determination ties angles d'arrivie pour la liaison considdrde.



Pour simpbifier. nous nous sommes fimit~s, pour Ics figures 3 or La techniquie du trace de ralyon peiTnect d estinmer 1'ecar entre lc%
4. au cas otb la couche Fi est inexistante.Les caklcus sont fans vigles d elevation correspondant aux mode-, 0I ct X. Dans Id
avec foE =3 MHz- hmnE = 110 kmi YmE =10 km. toF2 = 9.3 zone hineaire tie la figure prtcedcnte, (zonle pour laqucile %I n v a
%Ihz, hrnF2 = 300 km. yrnF2 = 150 kmn. la va~ll~ est A 14 km. qu un scu I trajeit. les valcurs des angles d artivee restent Eres

'.oisines .par contre ces valcurs peuvent notablemeni diffrrer
La figure 2 monire que pour certaines frdqucnces, deux ondes pour des frtquenccs volifles de la MIF
peuvent arriver au recepteur pour une riflexion sur une couche Ccci conduit aux consequences suivanies pour elfcctuer urn
ionn&c cc sont Ics andes dites hautes et basses. L'onde basse -dontrirc
est toujours observite alors quc fonde haute nest prtsente que o doonmm
pour une plage de fr~quences iniffrieure A la MUF. Ces rtsultats - plusicurs tratets correspondiant A un memec mode de propagation
sont caract~nstiques des mesures en sondage oblique 181. peuveni ctrc tr~s voisins. Ceci implique une contralntc do

separauon qui ne sera pas toujours iusce a etlectuer en paruculter
1 2 C't ',, , CP 03 avec des rescaux de petite dimension.1a resolution spatila d'un

rescau aritennaire ne permertra donc pas de separer tous les tra~cts
de propagation.

fF2 .deux modes de polarisarion correspondant a un mimne trajet
50- F2 peuvent arriver sous des angles encore plus voisins que darts le

40 cas precedent :compte tenu des limites expenmentales des
40 ~- -- gonionientes. Ics techniques qwi ne nennent pas comptr des effets

30 - -* de polansation ne pourront sdparer ces modes et les resultats
.0F obtenus pourront itre errones.

1E
-0---- Enfin. un grand nombre de trajets ict de modes) peuvent itre

presents stir une liaison :ccci implique un nombre dc capteurs
5 7 ~ 3 Uffisant par exemple.

IMzi 1.-i .separation des signaux oflienus autrement qu avec un filuzige
HE .1c-20k nYn Fl 50ýF~- 7 ~ i esi donc necessaire si on veut 2aigmenter les performances

Hl'1F2-325ý,, YIFZ*i62I" FOF2.8 14MHZ Jes goniometres. L 6tablissement d'un mx1ele de signal realisic

FIGURE 2 - PREVISIONS DES ANGLES D'ELEVATION perrnet de definir des techniques de separation.
SUR UNE LIAISON DE 871 KM (JUIN 1992) 2 MODELISATION ANALYTIQUE ET DETERMI1-
ELEVATION ANGLES FORECASTS FOR A 8~71 A:MA NISTE DU SIGNAL A LA RECEPTrION
CIRCUIT LENGTH

2.1 Expression generale

Plusieurs approches sont possibles I a premirenr consiste i
- , ~~onsidterer Ic canal ionosph~ftique- coumae uT% fda- tintaire variants

-~ ...~,dans le temps. Le canal est alors d~cr-t soit par sa rtponse
- -. impulsionnelic h(u)t, soit par sa fonction de transfert H(oa~t). La

-~ ;zs ~ 'Jtermunation analvtique doe cs deux fonctions nest pas aisee A
p--rdumoen-a Ic canal est rcprtsenit de faqon rdaliste. Do

- -.----- -plus. l'approche fil~te lintaire" ne Itemt pas compte. jusqu'A
- - prisent. du caractere vectorsel de Ia propagation. Cec stgnific en

particulier que les fonctions hI tt) ou 1I(w.:) incluent le
___________ph~nomtne de couplage charnp-anienncs. Darts cc qui suit. nous

- -- Ut. -~'-'--proposons une approche physique du probl~me deja abord6 par
*.~ *. ~ . ailleurs 19,101.

En hande 6trotte. nous ecrivons quo le signal reiu. surFIGURE 3 -ISOCLINES DE DISTANCE POUR LX MODE 0 l'antenne i. se met sous la fomiet analvtique suivante:
SKIP DISTANCE ISOCLINES FOR 0 MODE

s, Y Ak eC e ~k,G, EA~kPk)
k-t

- -.- - - - N -out k repitsente le mode incident (O ou X) associt i un trajeL.
- -N nw~nbre de modes ret~us.

o I Ak est caracttristique tde l'anplitude de cc mode et ek sa, phase
7? 55(en bandc dtroite Ok=wk t. (ok = w+A (ok () WacpuIsaon

I ____ ~ -. du signal tmris et A wk~ decalage dopplet)-

747 Fik est une fonction caracteristique de l'antenne dipendant de son
* ~type et lieu d'implantatian dans Ie rdseau (paramn~tre GO des

ilevation (Ek) et azimut (Azk) d'arriv&, or de la polarisation de
l'onde incidente (Pk) ddpendant elle-mmex de la fr~quence. des

FIGURE 4 -ISOCIJNES DE DISTANCE POUR LE MODE X angles d'arrivde et de la, nature du sal au voisinage de l'antenne.
SKIP DISTANCE ISOCLINES FOR X MODE Nous exarninons le r6Ie d- cette fonction au paragraphe suivanL
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lians It cas ;,4 les signaur tint une bande infenecure a 3 KlIlz.
nous 6crivorts que:

S'(t) = m(t - -1gjAk e' "kFik(Gr Ek~AdkPk)

oh tgk~reprdsen, . temps de propagation assoc.'6 en mode k. et

kOk(0) ,"WO~l t danstoutelabandc; A w /7>

tý..int ad au temps de phase.,z/

Ceci constitue evidemment une approximation puisque It milieu
est dispersif mais qui reste acceptable compte tenu des onires de
grandeur des di fferenis termnes.

2. 2 Erret combink des antennes e( de ]a polarisation
des ondes HIF

Connaissant les angles d'arriv&e des trajets dc propagaution. etI
assimiulant la base du profit i l'altitude de sortie des ondes de
1'ionosph~rc, on calcule lHtat de polarisation des modes
magndtoioniques. en utilisant les conditions auit limites de
Budden [7). Elles donnent en particulier. It rapport (R) de
polarisation dans It plan d'onde et ['angle a entre It grand axe de FIGURE 5 - ABAQUE DE POLARISATIO1N (PARIS-6 MHZW
Fellipse de polarisation et I'horizontale locale. On ntgligc It POLARIZATION CHART (PARIS-6.4Mlz)
ierme dc collision.

R et ai d~pendront dc la localisation gdographique du recepteur,
et de la direction d'arriv& de l'onde. Les composantes du champ
c-lectrique associ6 A chacun des modes sont. par suite.
propornonnelles au phaseur [I1. U(R~a), 01.

Le capteur suppose en diversit6 dc polarisation, esi constitue de
plusicurs aniennes (foucts ou cadres). 11 est represenie par une
macrice T (Az, E) L effet de so) y est inclus.

La connaissance du champ 6lectrique au voisinage des antennes;
permet de determiner leur reponse caractdrisde par FAk nombre
ý:omplexc iniroduit dans I1I11, 11 est fonction par suite de.-
IUantcenne. de son lieu d'implantation. du type de mode. dc la
polarisation de londe. et, par let conditions de Budden, de Ia
direction d'incidence de lonide. 11 s'dcrit

Fik = T (Azk.Ek) .f I.U(R,(z)AiJT MD

Une 6iude compkte du comportement des antennes filaires
actives a 66 pub:i~ c par ailleurs Ill]I. 

F G R
Trout figures illustirnc les ridsultais obtenus:

La figure 5 montre (si I'on adiet lets conditions prdc~denies,
1l6tat de Ia polarisation dans It plan donde. des ondes incidentes
aux antennes. Suc zette figure. It point milieu reprtsente le point. - .. .

a Ia venticale de l'observateur. Lorsquc It param~tre t-aractdrisant
let isocourbes tend vers 1, Ia polanisation est quast-circulaire. s'il
est dgal A zero, ta poiarisation "st lin~aire. Pour Paris, let ondes -

incidentes son: polaris~es circulairement lorsqu'elles amrvent duA
sud. aver- tine 61vation dc Vordre de- 64o. Nous sommes dans cc
cas en propagation quasilongitudinale.Des calculs analogues
effectuts pour d'autres stations [11., 18] montrent Ia grande
variabilitt de ces graphes en relation avec It comportement du
..:hamp magnktique terrestre.

- Let figures 6 et 7 repitsenten lets modules des r~ponses A 6
M41z d'antennes ftiaires actives plac6es A 5 m dc hauteur pour Ics ....
deux polarisations (0 et X)eciune station situee a Pans. Le
sol est caract~rise partsa permittivit6 (er =IS) et sa conductivite OE

(0Y = 10 S/in ). La variation des modules a 66 interpri-E6c
matlidmaniquement dans [ Il1. Let diff~rences de pha3e entre Ies
signaux obtenus. sur lets deux antennes croise~es, sont dgalemcnt
donndes dims1181. Les antennes cadres trts souvent utilisfis en FIGURE 7
radiogoniomnttrie HIF ont des comportements semblables A ceux
des antennes filaires plac'~es darts lets mEmes conditions AMPLITUDE DES SIGNAUX. ANTENNE . E-W
exp~rurnen tales. SIGNAL INTENSITY., E-W ANTENNA



2.3 W~culage doppler Ce dernier formalisme neglige la composante continue du
doppler, mais rend bien compte d'observations rtalistes par

Nous consadrons des miouvements lents de l'ionospritre. OU ailleurs 18,10,121. Le d&calage doppler csE d'autant plus
'Tune couche particoli~re. tels que par exemple It mouvement important que i'ekvauion est ilcvtc, cc qui, pour une liaison
ascensionnei des couches ionosphriques au cours de la joutfl. dornnde. traduit lPinfluence de la p~rnftration darts It milieu
.,-t Ie mouvement pseudopenodique induit par It passage d'une ionospherique. Typiquement. pour des distances de 1000 km., on
oride atmospherique de gT'avit6. prendra a =1, cc qua conduit A des effets dopplers

Si v(rat) repr~sente la vitesse de cc mouvement, l'indice s'6trtr ionosphtriques de I'ordre de 0,9 Hz au maxtmumn.
,le faqon generale. sous Ia forme: %4ojs ti'ons vu que pour un mime trajet. Its trajectoaires des

mnodes. 0et X restent tirs proches ;lIs doppiers correspondants
n(rT,) = n(r - vlrt).) seront ti-es voisins ct ii sera difficile dc stparer ces ondes en des

temps de I'ordre de quelques secondes. Seule une tec! ntque
pour des miouvemnents sufftsamment lents et de petites Ochelles utilisant la diversitt~ de polansatton permnetra dc It faire.
Vis at vis de Ia distance de propagation. lallure des variations
donnee A v(t.r) se retrouve sor celles do temps de phase et de La figure 8 presente les signaux observ~s sur 2 cadres crois4s
groupe. En notant fo ]a freqoence de la porteuse, ]a d~rivdc du darts Ie cas d'une liaison de 620 kint, On const~ate un
Jiemin de phase donne l'allure du doppler attacht au klý-n mode~j Lomporiement tres different , ce qol est conforme au modtle
Ae propagation particoliTe. On dcent :d~veloppd.

fdk(0)= -fo .d(P;*(t,f)I/d t 3 (ONIOMETRIE: PROBLENIE DIRECT

1',,k (If) Cst Ie temps de phase du mode k. Nous considrons darts cette partte lt cas de reseaux de pentes
bases avec: lesquels on souhatte esttmer Its angles d'arny~e des
inultitrajets tonosph6nqcues. Nous presentons des risultats de

Plour simplifier la g#n~ra-ion do signal pour one periode de arnuiation et nous n'envtsagcons pour cela que Its effets de
ýimuiation typiquement itefricurc A I heure, nous donnons au ,propagation modelisds darts la partit 2 : nous sopposons
.loppler one allure simple de type stnusotdale d~jA ir.,roduirc dans .;galement que le svst~me antenne-Electronzque-trattement, est
11 et lýS. Les valcurs d'amplitude des osciiiations et icur petiod pa~rtaitr ct que les effets de bruit oo de couplage sont n~glifts.
50111 d&duiies d'expenmentations 110,121.

Ainsi l'amplitude des mnoovements ionospheriques ten particulier ILes stmulations montrent notamnment comment Its multira jets
,:elle due aux ondes atmosprienques de zravit6) croit josqo ~a one ~atfectent Ics procedores dites classiques et dans quelles lim~tes oin
altitude votstne do maximum dionisatton f1131 .Nous ecrnvons ratmndeonespredeesa lorr

,]Ue Nous presentons ensutte one premiere approxiie de gontomiEtrie
2~tpar one technique de traitement de si.gnal simple :clie consiste i

+ k a r T Cos (I) sýparerIts multimodes par analvse spectrale 114 1.

ob 7 L'attention esi por0Cc davantage sur I'appltcation r~cente de
I'algonthme H-aute Rtsolution MIUSIC a on sysitme HF
experimental . Nombreuses refdrcenes sont faites A Rogier et al

Ek: est I1angledc'&lvation exprimd en degrds 1151, en ce qut concerne l'impldmentaiton de I'algorimhme. la
T est la p~node doune perturbation (T typique assoctcte a one description do systemne et sa validation expenrneritaic.
onde dc gravit6 voisine de 15 mn)

Cio: est la pulsation de la porieose (nulle en bande de base) Nous montrons dgalemeni I'int~rit d'ajooter un filtrage de
polansation (ce qot revieni 5 travailler avec on reseau d'antennes

Ok CNt la phase ý l'origine en dtversiti de po~arisation) darts le cas d'one trop forte
a terme d'amplitude assocte Am la distance emetteur-r~cepteur. cotrrdlation entre modes de prnpagation.

4 0 0C) "M'I

0J 4.

FIGURE 8 -EXEMPLE DE SIGNAUX REIýUS PENDANT 80 SECONDES SUR DEUX CADRES CROISES: 6.09 MHz
LIAISON LUXEMBOURG -RENNES

80 SECONDS OF SAMPLES RECEIVED ON TWVO CROSSED-LOOP ANVTENNAS: 6.09 M/IZ
CIRCUIT LUXEMBOURG -RENNES



3.1 Comportement des interfiromktres

Plusicurs types de radiogoniomnotres ont &6d divelopps en
particulier pour la localisation en VHF et UHF. Les techniques
utiliss~s ont souvent 6t transfirdes pour rtabiser des gonionittrs
dans la gamme HF (interfirom~r~res. goniomiltres doppler.
balayage de lobe). L~e paragirasphc prc&kdnt nous a montxt Ia
complexiti des signaux regus. Pour illustrer leur compo.iement s k1
en HP. nous nous lim~itons ý la ptdscntation du coiportement de ,

l'interf~rom~sst, Its aurres techniques conduisent i des rdsulta~ssIfi
analogues.

Goniomwirie par inferfiromntrie intsantahn&i avec unlisation de
capteurs composis dsuze seale amenne ~~'::
Les angles d'ars-ivd sans ditersnints I partir des differenccs de .8 VIM V F
phase des signaux observis stir chacune des ajnennes. Aucune
amelioration dans It traitement West apportte et cecst pourquoi FIGURE 9 -SIMULATION DE RESULTATS D'UNE

nosqualilionts ces intcrf~romittres dc "classiques'. INTRFEROMETRIE CL-ASSIQUE
fl~tiSSIMULATION RESULTS OF CLASSICAL

Liapplication aux goniomftres de dimensions faibles par rapport INoTERFEROMETRY BASED SYSTEM
i [a longucur d'onde. du modee tci des relations de
I'interf~vim~trie conduisent aux conclusions suivantes :

a) en Fabsence d'effet doppler diff~rentiel et pour des amplitudes
de signaux identiques pour chacun des modes de propagation, It
sysftie calcule utin eldvation "moyenne" telle que:

N
Cos Emoyen~ CO E

k--I

N ; nombre d'ondes incidentes au syst~me.

b) L~a prisence d'un doppler diffir-ntiel intermode introduit des *

variations importantes de l'angle moyen calculi autour de Ia ~.t
valeur pxr&ddente. *..'

Vans tous les cas l'azimut pour tine mime liaison 4.metteur- "-:,,..

ricepteur est calculi correctement dans la niestre oii on suppose.................. .-.-

quc Ies cmdes incidentes ont It mieme azimuL . -

La figure 9 prdsente It risutilat d'une !oniornitie simuIde stir ce
principe et rialisde en supposa-. 3 modes incidents (Ek =300, FIGURE 10 -SIMULATION DE kESULTATS D'UNE
60P., 620) de meme azimut (00) et d'amplitudes igales et incluant INTERFEROMETRIE AVEC FILTRAGE DE
tin doppler difffrentiel. On petit constater Ia variation des angles POLARISATION (2 MODES 0 ET X INCIDENTS)

caluls.Ce frme d fucuaion sntoberdesftqumnnt POLARIZATION FILTERING APPUJED TO A CLASSICAL
et uIs.n Ces formbes dvecI fluctatiosm sronsobserd s rqiem iNTERFEROMETR Y BASED SYSTEM (2 INCIDENT

et sns xplcabes vecIc Iormiise popot. f ODES 0 AND X)

Goniorni:rie par inierfironalrrie instantannsie avec utilisation de
capteurs 0 plusieurs antennes

Lecmploi de plusietirs ansennes pour constisuer tin capteur pen-net
de rialiser des filtrages de polarisation tels qu'ils ons dti definis
de faton gdn&rae par Compton [17], es en HF par Bertel et al
[161 es Rojas (10]. Dc faqon industrielle. en HF. la solution *'II

souvent retenue consisse A sommer Its signaux obtenus stir 2 ., [\p *¾i/ Ii I? 1 1j, ý
ansennes A polarisation horizontale dispos~es perpendictilairemens t-.~
en diphasarntlun deux dc ± ,U2

Ccci permemrait d~Iiminer I'une des ondes 0 oti X di'n rneme I-rýý1T'I -1-,U 30% .0 ,
crajt si Ies signaux correspondlants itaient taujours d~phasds de00Cf _Aý aI, e
i Vs2.Cc nest pas toujours le cas [ 18]. o0 0 rh1' wt - 0I

Cettc procddure dans It cas d'un trajes petit ameliorer Ia 0 ~
goniosnktrie carmne It montr la figure 10. 9 0 on 160 ORO ý49 "0~ 320 390 0

Vans Ie -as o6 il y a plusietirs trajets. It probl~me sc rarnbie aui
r as pr~c~ddnt (figure 11). FIGURE I I - SIMULATION DE RESULTATS D'UNE

INTERFEROMETRfl3 AVEC FILTRAGE DE
Ces remarqucs montrens qtie It comportement de cc type de POLARISAT1ON (3 MODES 0. 0 ET X INCIDENTS)
radiogoniomttre nest pas satisfaisant et que Ititilisation des POLARIZATION FILTERING APPLIED TO A4 CLASSICAL
rdsultats obtenus dolt Etre associ6e A tine analyse i posstsori. INTERFEROMETRY BASED SYSTEM (3 INCIDENT

MODES 0,.0 AND %)



Amdlioration de la technique precedente et interfL~rom.irrie J2
&oajtmearude doanides

Le sysittme Skyloc [191 represente tine amelioration de la.
technique pr~c~dente. Elie consiste I conserver Ites donn~es qut -

verifient one certaine liniaritd do plan d'onde It long du rdseau.
Ces donn~es particuli~rcs verifient I'hypothtse de propagation
unimodale (QUMP). La cutnul des resultats d'interfdrornktric
sous forme d'histogrammes permte tin gain scnisible darts la I
precision et 1exploitation des goniorn~ries. La distinction ernte
modes 0 et X est cependant difficile. Pill

Les deux techniques pr~c6dentes ne prennent pas en compte de
modtle de propagation iii dc signal HF. Les rdsultats sont bien fl5
sfir corrects Si l'hypoth~se QUMP est respect~e. En pratique
cependant la probabilitt d'avoir ces conditions diminue
rapidement des quo Ic nornbre de trajcts depasse 2 (201. IXM09AES"n"1

L'exploitation des rdsultats en terme de gomoniomtre repose -

ensuite stir la variabilitt du canal HF : en considdrant N ondes I
incidentes, N- I s'annuient par interference. Reste tin mode qwi
apparalt distinctement ct peu, .tr goniomi~trt. aucun cfot > BtURG
d'identification nest fait A ce stadc. On cspbe ensoite que Its N
o,-.dzs vont se combincr entre ctles et 'tpparaitre & tour de r6le. -

Lavantage est dans la. simplicitt. le dasavantage dans le temnps 4

d'ttablissenient d'histogramme : typiquement 10 A 20 mn d'apits

3.2 Goniomittrie utilisant la technique do balayage de 'j*I

lobe et traitement des donnies

11 avait &6 montil que lutilisation d'un rdseau phase de graiide
dimension [22) associk A la technique de "beamforing" nNEFR EREPR NLS
permettait pas avec un scut balayage dobtenir tes; valcurs des FIGURE 12 -NEFRMTI A NLS

angles d'arrivee. La riscau. compte tenu de sa dimension peout SPECTRALE
perruetir. la. separation des traiets mais Its antennes utilis6es SPECTRAL ANALYSIS 1KTERFEROMETRY METHOD
(verticales) ne pc-mc'leflt pas Ia separation des modes 0 ct X
dun wIXICR trajeL 3.4 Exemple d'un algorittme Haute Rksoilution

Line technique tdo moyennage Weti Sur la, remarqtie prdsentic au appliquk A la HF :MUSIC

paragraphe 3 .1 conduit. sous certaines contrairltes. i tne bonne MUI:MlpeSinlCasfcto.s uedsmtds

determination des angles darrivi elatifs aux rmiets. Nous ne UI ~tpeSga lsiiain s n e ntoe

diveloppons pas ici ce sujec traitt clans tin autre article 12311 do de goniomdtrie basde sur Ites propridtis de decomposition en
cettem~necon~ece. ldments propres de la mfa'ricc de covariance. Ces mithodes ont
cede ~ ~ ~ ~ ~ ~ t ffdfCClfE~l.~ans Ia demk~re d~cennie I objet de nombecuses recherhes et

3.3 Association d'une technique d'interfirom~tritel~ s'appliquent indiffiremnment A l~anatyse spectralle et It I&
d'anayse pectallegoniomittrie. En HF, citons parmi d'atires. Gething (201 qui
d'aalye sectaletitlise ces proprnets Pout des antene sadaptatives. Johnson 1241

Dan (1 1,nou avnsenvisage one precmi~±re approche pour qtu rapporte [a simulation de MUSIC A testimstion de tlazmut

DianC Is m1 .nus avons d ostaalosSrpres tnu ondes de Sol uniqoement.

s~pairor Its muliets modesnus tar analyto setiral poteise et nou
sopanons lsdinfirent Bgmodpe)supar anaolys ie spctrale t ou no Tris difficultds A t'application de cette technique : la corrolation

parnon flngae d(Boais-ationupr. stttv cmtte c o qui. si cite est totaic, ditniit Ic potivoir haute rtsolution do
paron iltagedeotaisaon.l'algorithme ; t'identificatton do nombre de modes presents ; t&

Si Ia rtsolution est suffisante. on diduit les angles d'arrivie de cOttnaissance en gain et phase do rtseati antennaire (251.

differentes modes, des phases assocides aux maxima du specte csdfdet ont otprioirmen esbe nH.L
Le cas contrairc permet d'accider aui tmcux, aux angles des Cs paic 2 a emis dprpoinssenpr tine odlitrm esaion e p our dex d Lta

trajets de propagation. curi 2 Ia Pcrr i opopsrue oliation, etw da rdone esanenes

La procedure est inadequate aux instants oia tes dopplers ex:l otain tI dos e neis

intermodes sont nuts. La coherence des risultats de gortiometrie A texemple de (241. nous supposons le nombre de modes fixe.
aui cours do temps, oti le cumol de ceux-ci en histogramine. et nous no montrons que l'effet de la corretation et du filtrage d,
permet d'itiminer Ies ambigulft~s dues A ces mauvaises polarisation Stir Ia goniometrie. Par suite, noos titilisons
goniomitries. tiniquement Ia mdthode de mayennage direct pour lestumanon die

La temps de stationnaritt do signal limite t'emptoi de Is FF1' A lam c dcorine

des dureses de mesure de 20 & 50 secondes environ, scton it Ulne etude pltis ginerale de cette technique est prtsent~e par G.
nombre de modes presents. Les mdthodes; de Burg et de Marpte Multedo dans tin autre article de cette confdrence 1261.
apporte si ndcessaire, tine meiltewe risolution que Ia pr~c~dcente:
i resolution igale. et pour on rapport signal sur bruit suffisant, Pr#2enuagwlz
elies peimettent igalement de diminuer le temps n~cessaire poor
goniomftrer on Eetteuur. La figure I I prtsent tin r~sultat obtenu L'application die MUSIC ndcessite tine formulation matricidelc du
avec Its marnes donnees que pour tes figures 9 et 10 . Le signal rqu stir Ie ittscau. La vectetir dobservation x(t) fomidi des
doppler intermode est suppose etre de 0.1 Hz et I& durde de signaux sQ) sinles diffdrents capteurs. s~crit:
td6chantilloninage de 12.7 s,



x(t) = A.s(t) + b(t) Nous nous pla~ons par la suite dans Ic cas diffavorable d'une
porteuse pure. ou seule une int~gration sur le temps perinet I&

x~t) a la dimension du nombre de ricepteurs (P) Constituant le d~correlation. La figure 14 montre cet effet, pour diffirentes
reseau amplitudes dc doppler internode, en foricton de l'instant initial
s(t) de dimension N, repirtsente les modes incidents. dont de mesure to.
1lexpression Cst doonne dams la partie 2
b(t) cst Ie bruit additif sur chacun des capteurs du rdseau.

A une matrice dont chaque colonne a (Azk. Ek) repr~sente un -- ~- ---

modele de plan d'onde incident. -- *--.

L'algorithmce MUSIC utilise les vecteurs propres de la marince de
covariance spatiale Rxx, ou de son estimie obtenue par ~ .

moyennage sur une durde Ta de la matrice x(t).x(tO+ En .*- . . .. ** - -

supposant N modes prtsents, non totalement corrtlds. Ies
vecteurs propres correspondants aux N plus grandes valeurs. . -

propres ddcrivent IespacC signal. Les P-N viecteurs propres
restant. d~crivcnt lespace bruit. ..

LhIermiticiti de Rxx et par suite, l'orhogonalitt de ces 2 B A T
espaces, permet dec difinir une fonction qui est maximum pour 9
les directions d'arrv~c des ondes incidentcs. Cette foncnon Porte
indiffdrernrnent le nom dec spectre dec MUSIC dans [27,28,291 ou FIGURE 13 -ISOCLINES D*AMPLITUDE DE LA
de fonricton du gonion~tre dans [301. Elie s~ciit: CORRELATION ENTRE 2 MODES DE PROPAGATION

CORRELATION AMPLITUDE ISOCLINES BETWEEN 2

f(Az El) a+ ~zE)a (AE~jMODES OF PROPAGATION

f(Az.~J) a~lzE)a (Az,E))

oii Vk reprisentent les vecteurs propres . U~!

th~oriquement tgal au nombre de capteurs du rdseau mains un.

De plus, dauis le cas o4 lIa miatrice dec covariance est bien esrim6e. ____'

ainsi quc la rdponsc du riscau d'antennes. la rdsolution cst I I I ~ I
infinie. En pratique, tes hypothtses qui permettent d'atteindre ces ____

performances ne sont pas v&-ifiecs.

Allure de la corrtlation entre deux modesj

Le modtle de signal du paragraphe 2 avec son doppler lentement!. ___ I
Taribe rend celui-ci non stationnaire sur un intervalle de temps 0 3 /IL
Pour le cas de deux modes de propagation, la matrice de ' 11 -
covariance Rxx(to,Ta) cstimic par moyennage direct, fait ~ 4~
intervenir le terme r(toTa), qui scion le modale dec signal, est le_________________

produit dec la fonction d'autocorrtlation rm(T) de la modulation t(s) 450
m(t) et du terme de corrflation introduit par Ie doppler
diffdrentiel. Ce dernier dipend de la variable Aw. Nous FIGURE 14 -AMPLITUDE DE LA CORRELATION EN
6crivons, comme Rogier ct a]. [ 15): FONCTION DE to POUR DIFFERENTES VALEURS DU

DOPPLER. TEMPS DINT1EGRATION : 5 s.
CORRELATION AMPLITUDE VERSUS to FOR DIFFERENT

r (to, T.) =r. ('gi - 'eg2) P(o'T DOPPLER SHIFT AMPLITUDES, INTEGRATION TIME .5 s

r.0 .21rt Illuence de la corr~ik~on sur la gonioin~oe
pt, T~)jj x I 2 I Nous considfrons le cas simple d'un riseau lindaire de 3

t, capteurs, et dec 2 modes incidents. Nous avons choisi un mode k
30 degrds, le second A 60 degr~s d'ilivation et de me' me azimut .

1I2 amplitude du doppler entre les modes I et 2 de temps Le signal est une porteusc pure, Ia matrice de covaniance est
de groupe 'e.1 et 'C2estirnde par moyennage direct, et nous; utilisons Ics deux valeurs

propres Ics, plus importantes, sans discrimination sur leurs
T pdriode dec Iondc atmosphdriquc dec graviti! valeurs.
to temps initial dec Ia mesure.

Les figures 15 et 16 montrcnt en para~lel l'volution dec Is
La figure 13 reprtsente les isocdines du module dec la corrtlation corrilation internmode, Ie comportement des deux: valeurs iwopres
intennode;, m(t) est un bruit blanc: de bande B pour simplifier,, to 'signal" et les rdsultats de goniomtridne. ceci en fonction de
est pris nul. La diffirence de temps de propagation entre les l'instant initial to de mesure et pour une durie d'int~gration To
modes (axe horizontal) ou tine int~gration stir le temps (axe non optimisde par rapport k [151. Dans ces figures, I to - 0, les
vertical), permect dec diminuer Ia corrilation. signaux sont corr~lds. la ptriode T est prise A-gale A 900

secondes.



"'3ieurs ofOotAs de Rxx crrelabon osmee Nous prtscntons dcux cas scion que los modes sont cofftris i
. 98% (figure 17) ou compl~temcnt d6coffelis (figure 18). Les

r~sultats sont fonction de I'azimu des multirajeus.

T 5-sa
4/ -- --- - -,---- 1.... .... .... ...................... -........ ....0.6

\ ..../. .. a - >5

- - - -- 0,2
08"

0 5 10 i5 20 25 30 35 40 45 50 55 60

instant - n---- ai to -,--, ----------- " ---'---- -

valour Iropre 1 - vateur propre 2 correlaton I

FIGURE 15 - EFFET DE LA CORRELATION SUR LA - -

DETERMINATION DES VALEURS PROPRES DE LA 40 _ o SO do U :2 140 16o 180

MATRICE DE COVARIANCE ,ZtUT
EFFECT OF THE CORRELATION LEVEL ON THE :G.
BEHAVIOUR OF THE IWO MAIN EIGEN VALUES OF THE Tit 5 , 3 capteure
COVARIANCE MATRIX

x

Cotretaton esuimee Elevation eslrmee e-----'-.--- -- .
1.6 - . .. . . . . . . . . . . . . . . . . . . . . . 65 . . '0

t, i- 58

T i= 5 0-- - ------
o8 • '- ": ' i.o, ", Ta = 5.s .. .. .. .. ... 0....... .. .. .. .. ...

. "-. AZ'MUT
0.6 '--" 40

0.4 35 FIGURE 17 - ESTIMATION DES ELEVATIONS PAR MUSIC
0.20 AVEC FILTRAGE DE POLARISATION. EN POINTILLES:
0 - ,--'"-- - 25 RESULTATS SANS FILTRAGE, SIGNAUX CORRELES

a 5 10 15 20 25 30 35 40 45 50 55 60 ESTIMATED ELEVATION ANGLES BY MUSIC WITH
4 Instant ,nflai to POLARISATION FILTERING. IN DOT UNES : RESULTS

WITHOUT FILTERING, CORRELATED SIGNALS

E'. o•e 1 (30)1 Evrn oe. 260)

mode 1:30', mode 2:60', meme azimul, I

FIGURE 16 - ESTIMATION DES ELEVATIONS DE 2
MODES (300,600) ET AMPLITUDE DE LA CORRELATION x
ESTIMATED ELEVATION ANGLES FOR 2 MODES (3060O) W.. . - .--
AND CORRELATION AMPLIJTUDE • --..

Pour une corrilation inf~ricure 1 95%, l'algorithme detecte les __

deux modes presents. La goniomntrie est considfr& comme .0 4o0 CO so 100 ,0o 40 160 SO0
correcte pour une valeur inf6rieure 1 85%.

Influence dufklzrage de polarisation
'5• T 5 s .3 capteurs

Los capteurs du rdseau sont constitues cette fois de 2 antennes aT 5
foucts horizontaux, orientaes Est-Ouest et Nord-Sud. Le filtrage 50 r

de polarisation consisic i sommer les signaux rewus sur ces deux 45

antennes, apris un ddphasage de ± n/2 de I'un d'eux. Le capteur 40

obtenu est uie antenne i polarisation circulaire droite ou gauche, 25 -/. .-- x
qui permet d'attinuer l'un des modes 0, X des trajets de--
propagation. 25 -

20' .... .----

La th6oric magnitoionique et les abaques, montrent cependant z: 2 40 co 10 01 '20 o40 '60 180

que cc filtrage n'est pas optimum dans toutes Its directions. Les
rdsul.Ats suivants le confi'ment igalement. FIGURE 18 - ESTIMATION DES ELEVATIONS PAR MUSIC

AVEC FILTRAGE DE POLARISATION, EN POINTILLES:
Les simulations prennent en compte lcs deux trajets prdchcnts RESULTATS SANS FILTRAGE, SIGNAUX DECORRELES
avec les deux modes magn6uoioniques pr~sents pour chacun ESTIMATED ELEVATION ANGLES BY MUSIC WITH
deux: 30, 32, 60, 62 sont les anglis d'ildvation attendus. POLARISATION FILTERING, IN DOT LINES : RESULTS
L'cffet de sol nest pas pris en compte WITHOUT FILTERING, DECORRELATED SIGNALS



Sans filtrage, la correlation interonode perturbe la goniomittric. L-es resultats montrent lImpcrtance que revit la connaissance do
L'erreur vanec avec l'azimut, c'est-A-dirc avec la polarisation dc prufil de denisitid Afin de disposer d'informiatons sot celui-ci,
l'onde. Sans correlation. on obtient on resultat intiressant dans It plusicors methodcs peuvent dire utilis6es. Nous Ies ddcrivons
sens oui I'algorithme estime la valeur moyennc des 2 modes (de succinctement.
mi~me 6nergic ici). Darts les deux cas. poor on azimut de 900. Ic
filtrage devient inefficace. Ceci est aisement interpritable quand Unilisadon dun sondeur verncal au pow~ de receptwon

on tentcompe d Iarepose es atenes.Cette technique est employee par diffirentes iquipes. Elle
La procedure avec filtrage stparc les deux modes. Ferreur reste ntccssite l'implantation d'un systime, -atif' ao point dc
infiricure ao degrt. Ues courbes montrent one faible variation reception. Son avantage reside dans l'utilisatiot, possible d'une
avec Ilazimut et le niveau de correlation. mdthlode de determination dc la distance baste sur la

representation I.MQP) do profil 13 1 . Cene mdthodc doit toutefois
4 LOCALISATION :PROBLEME INVERSE itre combinde avec: one transposition do profil de densitt en

foniction do point de ztflexiots.
Dans. cc qui soit, nous ne prdsentons que quclques aspects do
problidme inverse. Nous supposons qoe It probltme direct a itE Proc&ure de rec'ualrwisaaon du profil de derssiid
bien trait6 et que les angles d'armivie correspondant aux ondes Its
plus "dnergetiqucs" sont bien determines. Centc mdthode a 6th ddcrite par ailleurs 15]. elle sappuie sot:

4.1 Influence d'une incertitude sur le profl de des donnes de propagation issues de previsions
densitt klectronique -des mesures effoctutes par It goniomditre sur des emetteurs

connus fonictionnant dans one zone voisine de celle wn It systdme
Pour on cas typiqoc (distance D emetteur-rdcepteur voisine de A localiser se trove. A partir de ces mesures, one rtactualisation
1300 kmn, milieu de journde juin 1992), nous prdsentons ]a partielle do profil de densitd est efu"wee. '.cs premiers rtsultats
variation de Ia distance emetteur-rdcepteur poor on angle obtenus sont trits encourageants.
d'6l6vation donne (30'), en fonction de la variation de hmF2
(figure 20), et de foF2 (figure 19). Noos constatons qo'une Cecte m~thode prisente l'avantage de ne pas titcessiter de

erreur de ± 0,5 MHz autour de la valeur foF2 prddite se traduit systtime actif (emettcur). par contre. clle suppose la connaissance
par one variation relative de distance ADID pour It cas pritsentt de Ia localisation d'aotrcs tmerleurs dans des zones voisines de
de 17 %. I Tne variation de 50 km sur hmF2 conduit de la mdme Idemetteor A localiser.
faqon i on AD/I) de 30 %. 4.2 Influence de l'anclinaison des couches

ionosphiriques
¶11,17-ce ~ ~ ~ i en1ýr'coeL c¶00 Krli

1? L'inclinaison des couches ionosph6tiqoes (tilts) est Ii~e A la fois It
Ia variation diurne do milieu et aux perturbations de petites 00

- movennes echelles assocites aux ondes atmosphtriques de
gravitd ou orages ionosphd-riques. Les couches r~flectrices
peuvent alors schtmatiquement revetir diffitrentcs fortnes :plan
inclint. ondolations, surfaces concaves 00 convexes. Ceci

1.3. conduit:

-~ -A faire varier les angles d'arivde (azirnut et elevation)
-A augmenter parfois It nombrec de trajets et modes.

Do nombreoses Etudes ont ddjA itt poblites sot cc sujet (321.
Notts avons vu qu'il dtait difficile de stparer Ies signaux

76 1 .2 7.4 7,6 7. 8 8 2 8.4 8. . correspondant A chacun des modes de propagation. En
,-onstqucnce, Ies resultats publi~s sur Ics variations d'angles;frequence critique Wot2 d'arrivites, doivent etrc utilisds avec precaution.

FIGURE 19 - VARIATION DE LA DISTANCE EMETTEUR- La figure 21 donne on exemple de variation de l'azimot d'arriv&e
RECEPTEUR EN FONCTION DE foF2 avec l'dldvation poor on trajet donne de 352 km (Cholet-
SKIP DISTANCE VARIATION VERSUS foF'2 Coulommiers). LU dispositif experimental util ist est celui ddcrit

par Rogier et al [ 15. Les mesures ont Eti effectu~cs sot 4 jours
distance emnetteur-recepteur_(x 1000 Kmn en septembre 1991 au moment doune activiti magnittiqoc tids

3,0-----------------___ - -variable. Elles conduisent Ides angles dilivation variant de 2(Y
(propagation en 1 bond par reflexion sot Ia couche E) . A 750
(propagation en 2 bonds par rdflexion sot la couche F2).

L'infloence de Ia variation diorne do milieu ionosphi~rique
1. apparait clairement. On constate en effet quc :

-. - aux faibles E-livations, azimut estimEi et azimut gdomdtrique
(236*1 different de ± P~ environ, cc qwi correspond I Ia precision

1.2-' attendue sur one mesure pertorbde par les mouvements de petites
6chelles.

7 -aux E~livations plus flevdcs, l'fcart entre Ies valeurs;
---------. -expdrimentale et gdotndtrique (poor l'azimut) s'anplifie. Ccci

2 80 2 90 300 310 320 330 340 3508 360 370 380 090 400 peut se concevoir car la precision sur [a determination de I'animut
HmF2 (KCm) d~croft avec l'61dvation. Toutefois, cet 6cart nest pas distuibud die

FIGRE 0- ARITIO DE~ DSTACE ~ UR fagon altatoire. il apparaio comme Itarnt: ndgatif It matin, nul yensFIGUE 2 - ARIAIONDE A DSTANE EETTUR- midi, positif It soir.
RLECEPTEUR EN FONCTION DE hcnF2
SKIP DISTANCE VARIATION VERSUS hJF2
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Elevation (degr6a)

so~

*60- 4 -

50-j-

40

30

224 227 230 233 238 239 242 246 248
Azimut (degrda)

1ý Sh (TU) 4 9h (Tu) 10ih (TU) 12h frU)

X 13h (TU) 0 14h (TU) 15h (TU) 16 lh (TU)

FIGURE 21 - EFFET DES TILTS : ELEVATION EN FONCTION DE L-AZIMUT
TiLT EFFECTS: ELEVATION VERSUS AZIMUTH

On met donc en dvidence un phinomeitne qui est de nature Le modtle de signal dMveloppt a permis d'interpreter le
giophysique et non instrumentale. La liaison est Sud-Quest -4. coniportement dc certains systemes de gortiomitrie, et comment
Nord-Est. Le signe des icarts petit s'interpreter en iteres un filtrage de polarisation indu.-tniel conduit i recouvrcr tine
d'incinaison des couches de la rtgion F: It matin cues sont Plus partie des capacitis penlues. On petit fgalement conclure que I&
basses A icest qu'i I'ouest. et au sud qu'au nord. L'altitude de la conception de ces systemes a longtemps souffert de nimage top
couche E vanec peu. Une liaison s'appuyant stir une riflexion ald-atoire que l'on avait du canal ionosphesiquc.
sp~culaire stir de telles couches, conduit & d~terminer un aZzmnut arolm inesamnrEIrl iptntqecv a
nf~zieur A Ilazimut local gtomditrique Ie matin (Pour cc cas TIh = epolminrsamntdIrl motntq ev s

TL). Le soir, le phnomne*n est inversE. A midi, Its cuchzes sont connaissance du profil de densiti si onl vetit effectuer tine
suppos~es quasiment horizontales et I'tcart est statistiquement localisation avec pricision. Ii a soulignt dgalement 1'effet de
nut. l'inclinaison des couches et la ntccssitd dc letir prise en

consid~ration pour amidliorer les performances des sys*"Ies.
4.3 Conskquences exp~rimentales Enfin, les travaux stir It filtrage de polarisation abodi~s ici,

Les deux paragraphes pr~cidents montrent que pour 8trc montrent It potentiel que I on pouri-ait en attendre en HF. Cette
performante. la localisation HF nEcessite tine connaissance en 4 extension n~cessite en contrepartie tin effort important de
dimensions (altitude, latitude, longitude, temps) du milieu modtlisation des antennes.
ionosphirique. Les techniques de rdactualisation elles-m~mes
doivent temir compte de ceInt vIaribli La notion de haute rO-solution et notamnment It nombre maximum

Du point do vue op~ranonnel. lorsquon dispose de plusietirs dle sources pouvant CtrC rfsolues par ce type d'algorithme. est
angles d'anivde, la variabilitE du milieu conduit d'abord I uilise ddhicate A vdrifler exptrimentalement Cettc observation nest pas
les angles correspondant & tine propagation par la couche E sp~cifique de la HF. La mise en oeuvre d'une telle technique
relativement stable pour d~lermniner la distance. La discrimination nicessite tine mnalaise parfaite de I'diectronique et des m~tliodes
entre tine liaison par tin ou plusiturs bonds, petit alors etre de calibration du r~seati antennaire.
Ouilisde en employant les valeurs des autifes angles d'amrvde. 6 REMERCIEMENTS
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DISCUSSION

C. GOUTELARD
L'utilisation des m~thodes spectrales. ne peut etre faite, me semble t'il. que sur des Emetteurs cooporants ou particuliers. Avez-vous
une mithode particulire pour les appliquer b des imetteurs non coop6rants?
It would seem to me that spectral methods can only be used on cooperative or specific emitters. Do you have a special method for
applying them to non-cooperative emitters?

AUTHOR'S REPLY
II est exact que les methodse spectrales n~cessitent de travailler en bande itroite et donc sut des 6metteurs utilisant une porteuse.
qu'ils soient coopdratifs ou non. II en r6sulte que cette technique sera de preference utilishe pour des Etudes du milieu de
propagation ou d'6valuation d'autres techniques.
It is true that spectral methods will only work in a narrow band, and therefore on emitters, which use a carrier, whether they are
cooperative or not, Therefore, this technique will preferably be used for studies of the propagation environment or for the
evaluation of other techniques.
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A CURRENT ASSESSMENT OF SINGLE SITE LOCATING TECHNOLOGY

Robert B. Rose
Ionospheric Branch, Code 542

Ocean and Atmospheric Sciences Division
Naval Command Control Ocean Surveillance Center, RDT&E Division

San Diego, CA, 92152-5000, USA

ABSTRACT breakdown in SSL performance compromised
their further advancement. Tests had

This paper describes the observed indicated that signal sampling rates had to
performance of a HF Single Site Locator be higher and propagation effects had to
(SSL) which employs current interferometer accounted for. Attempts to develop the next
technology. 142 locations were obtained from generation system failed to capitalize on
non-cooperative targets over a five day history, and since then SSL as been, in
period in April 1989. Locations were general, ignored as a practical
determined from fast, high resolution radiolocation technology by the majority of
azimuth and elevation angle of arrival the HF surveillance community.
measurements and a knowledge of the
ionospheric reflecting medium. Exact emitter Nevertheless, recent advancement of SSL
locations were determined post facto with capabilities has been achieved through
ground truth data from the field units, cooperative programs and in-house research.
Five modes of transmission were encountered This paper oescribes the results of one such
and the signals were successfully located, exercise conducted by personnel from the
Miss distance accuracies varied between 12.5 Naval Command Control and Ocean Surveillance
kilometers to 40.5 kilometers over ranges Center (NCCOSC), RDT&E Division (formerly,
that varied from 109 kilometers to 526 Naval Ocean Systems Center) in San Diego,
kilometers. Performance varied as a California in 1988.
function of modulation type with SSB voice Transionospheric refractive effects
being the most difficult to prosecute and were measured at 30 MHZ by comparing the
packet and burst signals were the easiest direct elevation angle of arrival of signals
to locate. Also performance varied as a from an orbiting HF beacon with the
function of range and the relationship of accurately known altitude/location of the
the operating frequency to the maximum satellite. The angle of arrival
usable frequency between the SSL and the measurements were made with the Single Site
target. Locating Testbed at Southwest Research

T-stitute (SwRI) in San Antonio, Texas. The
I. INTRODUCTION t insionospheric work had required upgrades

aid calibration of the 7-channel
HF radiolocation will remain important interferometer which had been originally

to the surveillance community through the designed as an SSL. It was desired to
next several decades. Use of the HF demonstrate that these modifications had
spectrum continues to expand, especially in improved the SSLs capabilities against
third world countries. The number of terrestrial HF si4nals as well.
emitters will increase and the use of more
exotic modes of transmission is also In April 1989, the exercise described
expanding. From the surveillance point of here was conducted with the SwRI SSL. A
view, the HF signal location scenario for completely independent communications
the next decade is one in which high exercise was being conducted in Texas by
interest regions will change as new crises another facility which provided numerous,
arise. The areas where signals of interest different types of signals. Many signals of
(Sol) will originate will be smaller so opportunity offered a good chance to
signal search can be more focussed. A key evaluate the performance of a modern single
element in future direction finding is site locator in a non-cooperative signal
expressed by the term "rapid deployment." environment. Modulation types were a mix of
Smaller, tactical systems that are easily older, more familiar modes and newer modern
transportable will replace the large shore- digital schemes. This also provided the
based direction finding networks. first opportunity to make SSL measurements

of digital burst and packets signals. The
Single Site Location (SSL) technology data were considered non-cooperative in that

was first conceived in the late 1960s. the locations of the SOIs were not known in
However, its initial development was advance of the measurement period. Also
overshadowed by the large shore-based and their transmission schedules were not known.
smaller shipboard netted systems. In those
systems, signals were located by
triangulation using multiple lines of II. DESCRIPTION or THE SINGLE SITE LOCATING
bearing. But recent events have revealed TESTBED
that the present netted-sensor concept lacks
mobility and flexibility, both of which are Radiolocation with a single station
noteworthy attributes of SSLS. In the 1970s, location system includes an azimuth
early testing burdened SSL technology with measurement on the target's signal and an
a "10% of Range" accuracy specification. estimate of the target's great circle range
And in the early 1980s, systems developed based on ionospheric parameters measured at
and tested by the research community were the SSL site. The system combines azimuth
lacking in performance. Furthermore, a lack and range to the target to produce the
of awareness of the real reasons for this targets location. This is also expressed in
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the corresponding geographic coordinates as point estimate (BPE) of the target location.
illustrated in figure 1. Figure 4 shows the operator display on the

present SSL Testbed. Once the operator hasFigure 2 illustrates the essential selected a SOI, he presses the "execute"
co-- pt of SSL system operation. An HF button initiating the scanning process on
radio wave transmitted from a target the array. The azimuth and elevation are
transmitter reflects from one or more displayed for every frame that passes the
reflecting regions in the ionosphere. The phase linearity test. When the operator
radiowave propagated by each mode arrives decides there are sufficient data to
at -the SSL site with a given bearing and calculate a fix, the computer is switched
angle of elevation. A radio direction tothe "location" mode. Then the elevation
finder measures the azimuth and elevation cursor is placed on the range transmission
of the arriving signal. curve to achieve a "range" solution. The

azimuth angle of arrival calculation isThe SSL system includes an ionospheric automatic and requires no operator
sounder which measures the virtual height intervention. After completing the
of the ionospheric reflecting region. The calculation of the range and azimuth angle,
reflection height measured at the SSLs the computer generates the target's
location is assumed to be the same as at the geographical coordinates. There is no way
reflection midpoint. As shown in figure 2, for the system to distinguish between a one-
the triangle from the SSL site through the and a two-hop signal. Therefore the system
ionospheric midpoint and down to the target generates both solutions, leaving the
transmitter provides a location estimate, decision up to the operator.
This calculation generates a range estimate
(in kilometers) and combines it with the In the past, there have been three
observed azimuth bearing. The SSL system issues which have a significant impact on
output is thus an estimate of the location the accuracy of an SSL. These are (1) theof the target producing the signal expressed assumptions made in the BPE calculation; (2)
in geographical coordinates. This is in the assumption that the signal propagatescontrast to a conventional direction finder along the great circle path at short ranges;
which provides only an azimuthal line of and (3) the interval at which the
bearing to Lne target signal. ionospheric data needs to be updated.

The range calculation uses the measured The assumptions made in the BPEelevation and virtual height of the calculation lead to three weaknesses. The
ionosphere, along with the law of cosines, assumptions are:(1) that the operator will
to determine the angle at the center of the place the elevation cursor on the correct
earth from the midpoint (half range) to the eleation angle and will do so "properly";
SSL system. This angle, when multiplied by (2) that the transmission curve calculation,
twice the earth radius, gives the great generated from the vertical ionograms, is
circle range from the SSL site to the correct and current; and (3) that the
target. ionospheric height at the path midpoint is

approximately the same one measured locally.Figure 3 shows the fundamental system
components of the SwRI SSL system used for Near vertical incidence propagation,
the tests described in this report. The refers to skywave propagation between 100
computer interfaces both to the phase- and 500 kilometers. It has long been thought
measuring interferometric direction finder that near vertical incidence signals inside
and to the ionospheric sounder. The antenna 100 kilometers will not produce reliable AOA
system has two parts, a low band array (3- information. A primary assumption in SSL is
10MHz) which is 150 meters on a leg and a that the ionospheric reflection point is
high band array (10-30 MHz) which is 50 along the great circle path at the midpoint.
meters on a leg. Both arrays are in an "L" Experimental evidence (Paul, 1985)indicates
configuration using seven crossed loop that the skywave reflection point wanders
elements. The azimuth and elevation angles from several kilometers to tens of
of an incoming HF signal were calculated kilometers from the great circle path. For
using a phase linear concept. SwRI refers ranges greater than 500 kilometers, this
to this concept as a coincidence direction represents a negligible error whereas inside
finding interferometer. In this type of 500 kilometers errors are significant and
system, the phase linearity is tested on inside 100 kilometers they are intolerable.
the resolved long baseline phase for each Also for ranges of less than 100 kilometers
leg of the SSL antenna array. If the where the elevation angles are greater than
differences between the predicted and 82 degrees, the arctangent function for the
measured value on both baselines are less angle of arrival equations becomes very
than some preset value, then the data frame unstable. While it is recognized that tilt
becomes a coincidence frame, one in which correction techniques exist, they have yet
the array has resolved the angle of arrival to be fully demonstrated in a realistic
(AOA) of the signal. operating environment.

In single site locating, operator
functions were to search and identify a The ionospheric profile has to be
signal of interest, optimize receiver updated at a rate which will maintain
tuning, and start and terminate the acceptable SSL accuracy because the maximum
direction finding process. Automatic correlation time between ionosphericfunctions of the system include computing measurements is 5 minutes (Rose, 1988). One
the target azimuth and elevation angles of objective of this experiment was to see
arrival, measuring the ionospheric height, whether increasing the number of ionospheric
generating an elevation angle/range measurements over a given period of time had
transmission curve and computing the best any impact on the accuracy of the fix.
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III. DESCRIPTION OF THE FIELD TEST DATA (1) Four Second Digital Burst - 40 fixes
COLLECTION (2) Digital Packet (encrypted) - 29 fixes

(3) Upper Sideband (USB) Voice - 24 fixes

Data collection for this test occurred (4) Amplitude Modulation Voice - 28 fixes

between 20 and 25 April 1989. During this (5) Morse (18 groups/minute) - 21 fixes

piriod, solar conditions were relatively
urjisturbed. The 10.7 cm flux varied between In addition to SSL accuracy, other

173 and 198. The magnetic A-index was low, issues to be studied during this exercise,

ranging from 8 to 14. At midday, the F- were operator experience, display

region criti-al frequencies were exceeding interpretation and the user interface. The

15 MHz which means that the 3000 km maximum operator had a broad experience is SSL

usable frequency exceeded 50 MHz. Generally development, direction finder operation and
propagation conditions were excellent. HF propagation and modeling. The accuracy

of the present SSL concept relies heavily
on operator judgement and his understanding

The frequencies used were known before of what is being displayed. It was desired
hand. The operating schedule and the mode to gain enough experience with these issues
of transmission were unknown. Thus, in mind to develop expert systems to
scanning the allocated frequencies was automate some of these processes in the
required to locate the signals which were future.
part of the experiment. C-ound truth
location data could be obtained after the An early observation in this experiment
fact. While this approach may appear rather was that each signal modulation type
"hit or miss," only a day of monitoring was produces very different data clustering on
required to establish the frequencies used the operator display. This in turn affects
and the general locations of all the the difficulty in placing the range cursor
participants in the experiment, and the accuracy of the location estimate.

Figure 5 shows examples of four of the
The five day collection period produced modulations encountered and the type of

locations for 142 signals. After finding a presentation the operator had to contend
SOl, the system was activated. Throughout with.
the test period, the ionosphere was measured
and data processed automatically and stored The encrypted digital packet signals
in the computer data files. A key issue were very easy to find, even in a high
was the speed with which the SSL could interference environment. These signals were
acquire a signal, gather data and generate also easy to fix and produced a very high
a fix. After learning the mechanics of the phase linear ratio. However, they all came
testbed, the entire process could be from a single location 95 kilometers away
accomplished in a matter of seconds. At no and the short range caused severe azimuth
time were there more signals than the spreading. This badly corrupted the results
testbed could prosecute, and all signals from this one site.
prosecuted produced a fix. All of the data
collected were reported. The SSL testbed was By far the most difficult conventional
never stressed by saturation. In fact a narrowband signal to prosecute with the
major concern was the relative lack of present system is single sideband,
signals to prosecute. An entry for the suppressed carrier (SSBSC) voice. Because
signal call sign, event number and signal the received power varies as a function of
characteristics for each signal prosecuted the speech envelope, the signal presents a
were manually entered in the operator log. variable signal to noise, to which the
When the computer provided the BPE for the system must constantly be adjusting. Very
event, the hardcopy output was also taped low (below 20%) phase linear ratios are
in the log as was all the related data for quite common with this mode of transmission.
each event. These data were then used to For this reason, SSB signals normally
reconstruct skywave propagation conditions require 30-60 seconds of collection time to
that could influence SSL accuracy. acquire a sufficient sample to process. It

is very frustrating for a SSL operator to
After the field test, "ground truth" listen to a signal that is very loud and

data were obtained on the locations of the very easy copy to the ear and yet see the
mobile and fixed emitters. With these data, phase linear sample count not increasing.
and the information in the operator's log, This could be rectified with more
casecards were constructed for each of the sophisticated processing in the next
142 fixes. The casecard software, written generation system. The example in figure
during the 1986 experiments, allows the user 5 shows an unusually good example of upper
to determine the accuracy of the SSL fix sideband (USB) voice as it appeared to the
product. For this exercise, the casecard SSL operator. Normally the displays were
data were entered into Lotus 123 much sparser.
spreadsheets for analysis. The next section
presents results from these analyses. Amplitude Modulation (AM) voice signals

provide a continuous carrier which provides
in a stable signal to noise ratio and

IV. PRESENTATION OF THE DATA therefore is a relatively easy signal for
the SSL to prosecute. Normally, 10 seconds

The experiment produced 142 location will provide a phase linear sample
fixes on signals that varied in range from sufficient to locate the signal. Figure 5
95 kilometers to 528 kilometers. Before this illustrates how the AM signal appears on the
exercise there was very little quantitative SSL display. In this example it took 10
data on SSL performance on short path (under seconds to acquire 487 samples.
500 Km) skywave signals. The experiment
encountered five different modulation types: Figure 5 also shows how on-off keyed
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Morse signals appeared to the SSL test bed. propagation, interpretation of the display
In the example shown it took 90 seconds to was still often complicated. Therefore the
acquire approximately 2000 samples. At performance results, while considered good,
reasonable on-otf keying speeds(i.e.15-25 can be improved.
code groups per minute), this mode of
transmission presents a very stable signal The four second digital burst
to noise making it one of the easiest communication mode provides the
signals to locate. Experience has shown interferometer with an optimum signal. This
that any part of a morse transmission mode is extremely easy to prosecute and, at
produces a usable location product. In most ranges of greater than 300 kilometers, it
cases the accuracy of the 3 second fix was is easily located. As the range decreases
the same as the 90 second fix. It was below 300 kilometers, that accuracy of SSL
possible to get good fixes on single dots fixes degrades. Indeed, at these the shorter
or dashes. ranges (<300 km) ,such signals are actually

harder to locate accurately than signals
Table 1 sumnarizes the SSL performance with a higher duty cycle. Because of their

by modulation type. One commonly used short duration, the AOA from a burst signal
measure of SSL performance is the miss is vulnerable to any shifts in the
distance, the distance between the BPE and reflection point from great circle. The
the true location of the target. This can result presents the user with an easily
be expressed in linear distance (kilometers heard and usually loud signal, as well as
in this case) or as a percentage of the true optimum azimuth and elevation displays with
range between the SSL and the target. In very small standard deviations and a
this latter case, the performance measure definite, but wrong location solution.
normalizes out the differences in baseline
ranges. Review of all of the fix data During the experiment, the time between
indicates that 26 (18%) of the fixes had ionospheric soundings was varied. At the
miss distances of less than 10 kilometers, times of the day when the sun was low in the
78 (52%) had miss distances of less than 20 sky, updates were needed every 10 minutes
kilometers and 106(75%) had miss distances to keep fix accuracies between 5% and 10%
of less than 30 kilometers. This is quite of range. During midday and at night,
good considering the short ranges of the sounding every fifteen minutes was
data used for this study. sufficient. When the ionospheric data were

updated hourly, the performance degraded to
Figure 6 shows how location azimuthal .0% to 15% of range. Historically, hourly

accuracy degrades as range decreases. A updates have been the norm.
signal from 423 kilometers presents an
azimuthal dispersion of approximately 6 VI. CONCLUSIONS
degrees whereas a signal from 160 kilometers
is spread over 30 degrees. The longer range Single site radiolocation at HF is a
produced a better location fix, one with a good technology for signal sources located
lower variance. On the other hand, the very between 100 to 1500 kilometers. Future
short range produced a location fix with a conflicts will require a quickly deployable
very high variance which can be interpreted intelligence gathering system in which
as very low co,,Z41ence in the result. radiolocation is an important function. SSL

can do this. Over the last several years,
V. DISCUSSION the new improvements in various components

in this technology have been demonstrated
The exercise described in this report by one means or another. It is now time to

provided new insight on two digital signals, design a well thought out system that takes
the short burst and the packet, that had advantage of the latest advances in computer
never been prosecuted before with this SSL systems, intelligent user interfaces using
and short baseline ranges of between expert systems and modern ionospheric
approximately 100 and 500 kilometers. The sensing.
measurements resembled a tactical situation
against uncooperative signals whose location The data reviewed indicate that the
was unknown at the time. While the upgraded performance of the SSL is influenced by the
seven channel interferometer samples signals transmission mode. The mean miss distances
and makes an AOA measurement very rapidly, varied from 12 kilometers to 40 kilometers
the user interface was not modernized and which represents a variation between 6.0%
presented a less than optimum situation, and 11.0 % of range. It is estimated that
Although the operator for this test had a next generation SSL can achieve 5.0% of
extensive experience in the areas of HF range accuracies if the user interface and
direction findina, SSL develooment and HF the vertical sounder are modernized and

Table 1. Summary of SSL Accuracy Performance

Mean ri.6 Mean Mics Mean
Distance Distance Azimuth

Modulation •km) (% of Range) Error (Deg)

Burst 22.3 6.0 1.1
Packet 12.5 8.3 -0.3
USB Voice 40.5 11.0 1.1
AM Voice 24.0 7.7 -1.3
Morse 23.4 7.4 -1.8

----------------------------------------------------------------.



made smarter. It must incorporate more The ionospheric sounding process needs
collateral information about the intended the following improvements: (1) ionospheric
taiqets. Finally, the next generation system sensing should be sped up, updating the
need.. some sort of propagation mode ionogram every two minutes. Experimental
ident fication. evidence indicated that the ionosphere is

more variable than current models show; (2)
Tr-e experimental data presented in this the transmitted signal use spread spectrum

repczt provides a glimpse of how good single techniques to reduce interference; (3) the
site locating can be today and also, ionoqram interpretation and range/elevation
provides direction for improvement. An angle transmission curve needs to be
earlier HF radiolocation experiment modernized through the use of an expert
established that the baseline accuracy of interpreter system; (4) the sounder
the SwRI seven channel interferometer operation and interpretation must be
testbed is 1.0% of range without the errors transparent to the user.
induced by the ionosphere. This is likely
to be close to the physical li'it of a SSL ACKNOWLEDGEMENT
when it is prosecuting terrestrial targets
since the earlier measurements were made The author acknowledges the contributions
just before sunrise when the ionospheric of Dr. D.R. Lambert in the review and
electron density is at its minimum, editing of this paper.

The requirement of high quality real time REFERENCES
vertical sounding data for the range
solution is critical to the SSL process. Rose, h.B., "High-Resolution HF Time of
This experiment confirmed eerlier wo§' that Arrival measurements (1981-1985)," a
the performance of the systeý, is heavily Science, Vol 23, Number 3, May-June 1988
dependent upon (1) the experience of the
operator and (2) the use and interpretation Paul, A.K., "F-Region Tilts and Ionogram
of the user interface. SSL performance has Analysis," Radio Science. Vol.20, Number
been in the past and remains today very 4, July-August 1985
"user intensive." The next generation SSL
should have an "intelligent" user interface
to assist in the data interpretation and
decision making.
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DISCUSSION

H. SOICHER
Since ionospheric conditions are updated by a vertical sounder, what assumptions do you make about horizontal variations of the
ionosphere'?

AUTHOR'S REPLY
It is assumed, based on work by Charles Rush. that the correlation distance of an ionosonde measurement is roughly 500 km which
practically limits it to tactical targets with ranges of less than 1000 km. For the test conducted, the target ranges were between 100
and 500 km, or ionospheric reflection points between 50 and 250 kin. At these ranges, I was very comfortable using . local
measurement.

G. HAUN
Your data (e.g., Figure 6) illustrate the problem of obtaining good range estimates with the single site location (SSL) method with
the interferometer technique on short paths. You mentioned that this method is not practical for ranges less than 100 km without
employing a tilt correction. Even with a tilt correction, there may be limitations at short ranges. The MUSIC algorithm, when used
with suitable antennas (e.g.. the CART antenna described in the Proceedings of the 1990 Tactical Communications Conference. Fort
Wayne. IN) can be used to estimate the angle of arrival (ACA in azimuth and elevation). Of course. it is still necessary to have
good data on the ionosphere and a good ray tracing model to invert these AOA data to estimates of emitter location. It would be
interesting to test the MUSIC approach on short paths (in the steep part of the Ross curve) versus the interferometer method with tilt
correction.

AUTHOR'S REPLY
While what you say might be true. I am skeptical about using the MUSIC algorithm in this manner. I have observed the application
of MUSIC in many applications over the last decade, and those I have observed have not resulted in a practical. "real world"
solution. I should say, I have yet to be convinced that dynamic tilt correction insidf. 100 km is practical. I have read most of
McNamara's and Georges' papers on the subject. Translating these ideas into a practical, useable system is still developmental and
not a proven fact. I think the work done so far shows we have a "real" SSL capability at tactical ranges of 1000-100 kin. To
attempt to do accurate skywave DF inside 100 km Gwer land) may not merit the added complication.

S. TOWNES
How well did you know -.e antenna calibration and in an operational system how effective is the calibration?

AUTHOR'S REPLY
The SWRI interferometer antenna system was very tightly calibrated using a helicopter point source. We know the patterns very
well. In developing the calibration. experience was gained in learning how the antenna patterns degrade ir field operation. If the
field interferometer is set up to specification and the heights of each element are accurately known, the antenna degradation t•ught
not be more than 5%.

LEROUX
Quel est l'int&t du reseau de monopoles? Comment traitez-vous les multirebonds?
What is the benefit of a monopole array? How do you deal with multiple hops?

AUTHOR'S REPLY
The monopole provides uniformity in the antenna pattern. As with any SSL, one must assume single-hop propagation.

J. BELROSE
Would you comment on how to make a covert vertical incidence sounder?

AUTHOR'S REPLY
Actually. there are two methods. First. it is easy to modify the frequency synthesizer to follow a pseudo-random hopping sequence.
Instead of a linear sweep, the sounder hops until the ionogram is constructed. We have tried this and it works. Second. we are
testing 40 kHz spread-spectrum signals which are undetectable. There is no reason this couldn't be swept in frequency to measure
ionospheric height.
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A NEW PASSIVE SSL TECHNIQUE FOR HF RADIOLOCATION

R. L. Johnson, Q. R. Black and A. G. Sonsteby
Electromagnetics Division

Southwest Research Institute
6220 Culebra Road

San Antonio, TX 78238, USA

SUMMARY to estimate time delays between weak broadband cor-

This paper considers the problem of passive radiolo- related noise received at two sensors. The technique

cation for the case of HF multipath propagation. A first computes the complex coherence function be-
newtc hniqueon sdeveloped for the esseltim gation. of i tween the two sensor outputs and then applies the fastnew technique is developed for the estimation of inter- Fourier transform (FFT) to compute the inverse dis-

path time delay applying an eigen based super- crete Fourier transform of the estimated coherence.

resolution spectral estimation method. The technique The result is a sharp peak indicating the time delay

samples the wavefield received by two spatially sep- b e tween acommo p p eak c ating the t wo de n-

arated antennas to compute intersensor delay time for between comn processes contained in the two sen-

each constituent signal through a normalized eigen sor outputs. A second work which particularly relates

cepstral analysis. The intersensor delays and inter- to our approach is the use of interpath delay time to
compute ground range as described by Gething [1].

path delay are used in concert to estimate the location The technique uses the differential group delay of two
of the transmitter The method is applied to experi- ionospheric propagation paths and the corresponding
mental data in a preliminary proof-of-concept analy- elevation AOA's to compute range. The approach is
sis. an application of Breit and Tuve's theorem (61 for a

1. INTRODUCTION thin laye, ionospheric model. The third work is the
location performance analysis done by Rendas and

In this paper we consider the problem of locating a Moura 17]. They consider the general problem of
radio transmitter through measurements made from passive location using intersensor and interpath delays
the wavefield received at a single site. The technique and derive the Cramer-Rao bound for the errors in
used to solve this problem is generally referred to the location estimate.
as single site radiolocation (SSL) [ 1-41. Although this In this work we propose a new anproach to the passive
is an area of active research in several disciplines, SSL problem which is a merger of the complex
we consider mainly HF (3 - 30 Mhz) communications cepstrum and superresolution techniques. The
and ionospheric propagation. The conventional conventional procedure used to compute the complex
approach in the SSL process is to estimate the angle- cepstrum is to perform an FF1 on a time series which
of-arrival (AOA) of the radio signal at one receiving contains one or more echos. A complex logarithm
site, the AOA being characterized by azimuth and is taken of the result to "whiten" the data, and an
elevation. Next one estimates the height of the iono- inverse FFT is computed to estimate the echo delay
spheric reflecting layer, typically accomplished by a times. Our approach differs from the conventional
vertical or oblique incidence sounding. Ground range technique in several respects. Similar to the approach
to the transmitter is computed using the estimated described by Carter, et.al. (51, we consider two spa-
elevation AOA and ionospheric height. Transmitter tiany separated time series and compute a normalized
location is determined from the estimated azimuth cross sepectim (or comple corencedcross power spectrum (or complex coherence func-
AOA and ground range. tion) to remove modulation effects. The cross power

In contrast to the conventional SSL technique de- spectrum is parametric in delay time between sensors
scribed above, multipath propagation through the ion- for each signal and also the differential path delay
osphere can be exploited to accomplish passive time from the transmitter. To determine the inter-
radiolocation without requiring height data from a sensor and interpath delay times, we do not take the
sounder. The essential approach in passive location logarithm but rather compute a spectral cross corre-
is to sample the received signal and to estimate the lation matrix and apply the MUSIC [8] spectral
interpath delay time. There are three published works estimation technique. We describe this process as the
which are of special relevance to the approach we normalized MUSIC cepstrum. The location of the
develop in this paper. The first work is that of Carter, transmitter is estimated by applying Breit and Tuve's
et. al. [51 and their description of the smoothed coher- theorem to the intersensor and interpath delay data.
ence transform (SCOT). The SCOT was developed
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2. NORMALIZED MUSIC CEPSTRUM As a result of the normalization process, the cross
power spectrum has unity magnitude and is charac-Consider a transmitted signal propagating via a tenzed by a complex argument which has a period-

groundwave and an ionospherically reflected skywave icity determined by the intersensor delays and the

which is received by two antennas. (Although the interpath delay. The amplitude of the periodicity is a
multipath geometry is completely arbitrary, we have function of the relative amplitudes of the two piop-

chosen a groundwave/skywave combination for auation paths Teltimate the ir o a ine-

illustration.) We characterize the transmitted signal as agation paths. To estimate the intersensor and inter-

s(t) and denote the differential group delay time for path delay times, one must accomplish a spectral

the signal to propagate via the two paths as tin. Also decomposition of the cross power spectrum, and tothesigal o popaateviathetwopats a "t. Aso do this, we apply the MUSIC superresolution tech-
we characterize the propagation delay between the an- niu. T he MUSIC seped ecause the

tenas n te rceiingaray s Tforthegrondwve nique. The MUSIC method is employed because the
tennas in the receiving array as rg for the groundwave signals of interest are generally contained in a narrow
and TS for the skywave. The signal received at each

antena my b expesse asbandwidth, and as a consequence, the number of pe-antenna may be expressed as riods which we may observe is usually restricted.
xIQ)=t) + A~s(f - Tn) (la) Also the estimate of cross power spectrum is gener-

ally contaminated by noise and may be expressed as

x2(t) = Ags(t - Tg) + Ass(t - Ts - Tm) (lb) S 2(40) = e*(0) + N(o) (6)
where N(o) may be a complex expression involving

where Ag denotes the group path attenuation for the (signal x noise) and (noise x noise) terms. In this
groundwave, and A. the attenuation for the skywave development, we consider the case of additive white
path. If F(ro) denotes the Fourier transform of st), Gaussian noise which is uncorrelated with the signal
then the Fourier transform of xl(t) and x2(i) may be components.
represented as Consider the situation in which the time series at each

Fl (o) = [Ag + Ase of-t I F(o) (2a) antenna is sampled and an FFT is computed for each
antenna output. For each frequency bin which con-

+ tin]tains signal power, we compute a normalized cross
F2(w) = [ AeJ'+ Asei'Xs + W ]. F(W) (2b) power spectrum defined by Equation (6). If the signal

energy were spread over M frequency bins. then the
The normalized cross power spectrum between re- result would be.
ceiving antennas is given by - oW N(0)

S12 (0O) = - F I(co) F*2(w~) 3e*0) N02
S( Fl((O)l 2. I F 2(0o) 2 (3) e

Si2(o) + (7)

The normalization is applied to reduce the effects of
signal modulation. To express the normalized cross
power spectrum in polar form, we simplify the nota- eJO(OM) N(o)Af)
tion by defining AI and A2 as.

Al = Ag + Ase-J rnm (4a) Using the conventional outer product definition, we

form the spectral cross correlation matrix as

A2 = Age-jorg + Ase-jw(Ts + Tim) (4b) C(oj) = E{S1 2 ((o) SI(UW)( , where E{ I is the statistical

The normalized cross power spectrum may alternately expectation and H denotes conjugate transpose. The

be expressed as elements of the C matrix are given as

2 cij (wn) = E [ ( -) + N(wi)] [e-Ji(Oj) + N*(wj)] I (8)

S12((0) IA I -arg(AiA), IF(1n)I 2 (Sa) -)((Oj) +(.2 ((i -_0SlAm = 1,A,4*i ~ol - A2A*_ I jml2
In order to estimate the delay times, we perform a
spectral decomposition of the C matrix using the

S1 2(0,) = Arg (A IA) =) (5b) MUSIC superresolution technique.

A2 sin w. + A2 sin moy, + 2AgA, cos (2Tm + T1s - Tg) sin (Tg + T.)
0 ) = ta n - I 2( 5ta g2 cos + A2 cos +, cos (2m + T,- T) cos (0 + +E

2 2
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To apply the MUSIC algorithm, we form the spectral 88.30 Azimuth
cross correlation matrix C and perform an eigen
decomposition. The eigenvalues are ordered in mono-
tonically decreasing order as XM ? •'M- . X 1>
The corresponding eigenvector matrix is CE = IEM m
EM4t ... E1 ].For the case of two coherent paths, CE -

will be rank one, and will have a nullspace of dimen- -" 3
sion M-1. In general, the rank Of CE will depend -2

upon the number of coherent path pairs. For one pair loom
of interfering paths. the nulispace matrix is given as 62.4m
CN = [EMI EM2 "EI], and we compute the MUSIC
spectrum as,

P (B-4CNC%-ffvBF (9) 3

where B is the "steering vector" defined as 88.8mg / 1 50m

430

"exp ljt(tol)"

exp JOMw2) 7
B (10)

expjo(o)M)/ 4

and the complex argument 0(oi ) is given by Equation Figure 1. Ground Deployment of Receiving
(5c). The essential procedure for computing the delay Antenna Array for Sea Path Experiment
times is to search for the peaks of Equation (9). If
we normalize the amplitudes, the search is through a was estimated from ten consecutive cros power spec-
four dimensional space, namely AglAs T9, s,, and Tm. tra. Thus. each estimate of time delay and transmitter

location was based on 0.354 second of signal obser-
3. SEA PATH EXPERIMENTtime.

As a preliminary proof-of-concept experiment, an HF Histograms of the interpath delay estimates and of
transmitter was placed onboard a ship in the Gulf of the relative amplitude of surface wave to skywave are
Mexico, and a receiving site was instrumented on the shown in Figure 2. Each of the histograms is com-
coastal barrier island near Port Aransas, Texas. The
ship was deployed at a distance of 225 Km and az- posedeofs64nsamples and relativ e frequ e oocu
imuth of 89.1 degrees relative to the receiving site. value. The interpath delay histogram of Figure 2(a)
The receiving antenna array geometry is shown in inte rpat h data of Fige 2(a)indicates that 75% of the data are contained within
Figure 1. Four crossed loop antennas were located +0.125 msec of the sample mean of 1.997 msec. The
at the positions marked 1 through 4, and the diameter amplitude histogram of Figure 2(b) shows that 65%
of each loop was 1.524 mn (60 in). The transmitter of the data are contained within ±0.1 of the average
was operated at 8.4Mhz so that one wavelength was value of 1.57. The amplitude ratio indicates that the
35.7 m. The direction of propagation was along the surface wave contains approximately 4 db more
longest array dimension of 150 m or 4.2), (antennas swrfan the s ap am
1-4). power than the skywave.

The four baselines used to compute the interpath delay In the application of the normalized MUSIC cepstrum,

time and the intersensor delay times were the 1-2 it became apparent that the technique produced a peak

(2.9t 1-4 (4.2k), 2-3 (1i.7) and 2-4 (2.5wr Using value for differential intersensor delay and did not

an linear sweep FM sounder on the ship, it was de- produce a unique estimate for each intersensor delay.

termined that the two propagation modes which ex- In particular, consider Equation (4b) and the terms

isted at 8.4 Mhz were a surface wave and an F-layer involving 'T. and Ts. which represent group delay be-
ionospheric skywave. The signal transmitted for the tween antennas for the groundwave and the skywave.

test was a multitone frequency shift keyed format spectively. Factoring out a common term relating
which filled the 3Khz passband of the receivers. The
sampling rate of the analog signal was 28.888Khz so A2 = FA, + A, e-"XAT + Tm )] e-w-r (II)
that an array snapshot was acquired every 34.616
gsec. Each normalized cross power spectrum was
computed using a 512 point FFT from 1024 time sam- where Ar = 't• - tg. For narrow bandwidths and rel-
pies. An averaged spectral cross correlation matrix atively short spacing between antennas. the term
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50- Histograms showing the distribution of differentia!
intersensor delay estimates for the four baselines are

,0 - plotted in Figure 3. The baseline annotations refer to
the antenna numbers indicated in Figure 1. The least
robust scatter is exhibited by the histogram of Figure

-£30- 3(a). which represents data acquired on the 2-3 base-
E line aligned nearly broadside to the incident
Cfl wa, efield. Because the aperture is aligned with the6 20--
z wave interference field, this baseline was expected to

evidence a lower degree of statistical stability. The
10 differential intersensor delay estimates for baselines

1-2 and 2-4. shown in Figures 3(bl and 3(c). are

0 I- somewhat more robust. This was an expected result
-2 -1 0 1 2 since the baselines are more nearly directed along the

propagation path of both signals. and as a conse-
Intermode Delay, msec quence they have a greater sampling aperture relative

to the wave interference field. The histograms shown
(a) Scatter Relative to Mean Valve in Figure 3(a)-3(c) evidence a bimodal characteristic.

of 1.997 msec and it is presently not clear to us what mechanisms

cause this to occur. The most robust scatter of data
50 -is shown in Figure 3(d) for the 1-4 baseline which

was oriented along the direction of propagation and
as a consequence. had greatest sampling aperture rel-

40 - ative to the wave interference field.

The differential intersensor delay times and the inter-
C. 30 - path delay time can be used in concert to estimate
E the location of the transmitter. Since this is being done

In from a single receiving site and all the measurement
o 20 - parameters are derived from the received signal, thisZ

process is referred to as passive SSL. A scatter plot
10 - of location estimates is shown in Figure 4. Each lo-

cation estimate was based on data acquired over an
interval of 0.354 second, and the entire collection of

0 -2 -1 0 fixes were taken in contiguous intervals over a periodof 5.31 seconds. The receiving site on the Texas coast
Amplitude Ratio line is shown by the square and the transmitting site

in the Gulf of Mexico is shown bv the large "X".
(b) Scatter Relative to Mean Amplitude The estimated locations are indicated as triangles. TheRatio of 1.57 scatter of estimated locations appear to evidence a

Figure 2. Histograms of Estimated Interpath systematic bias south of the true transmitter position.

Delay and Amplitude Ratio To quantify the bias in the location estimates, we
computed azimuth and range error for each point.

exp (-jwyT,) is essentially a constant. For this reason. Histograms of azimuth and range error are shown in
the normalized MUSIC cepstrum produces a sharp Figure 5. Each plot is based on 16 location estimates.
heak normAlized MUSiCctrury ptherefode.nucs shn The azimuth error histogram of Figure 5(a) indicates
peak for A't and arbitrary "t• therefore, in our solution

a bias toward the south of 8.6 degrees. with the great-process, we setT =~ 0 and 'estimate AT. the differential est concentration of data located between zero and
intersensor delay. It is worthwhile to note that the e nt degrees or da to a m oetwe e ero rnormlizd MUIC epstum ouldlea to unque twenty degrees en-or. The histogram of range error
normalized MUSIC cepstrum would lead to a unique shown in Figure 5(b) indicates a systematic bias of
estimate of Tand T for large bandwidth signals. asfo T rmatd.Inthis as 18.5 Km. These data are somewhat more uniformlyfor example spread spectrum formats.scattered than the azimuth error data. Averaging the
the term exp(-jmte)would exhibit a periodicity which
could be estimated. An important observation is that position estimates results in a miss distance of 39.6
the normalized MUSIC cepstrum appears to be in- Km or 17% of the true range of 225 Km.

sensitive to systematic phase offsets between receiver
channels. The interpath delay and differential inter-
sensor delays produce periodicities which may have In the mathematical development of Section 2, it was
a constant offset (or trend). and this does not affect assumed that cross correlation terms involving the
the MUSIC cepstral estimate. transmitted signal and the additive noise were negli-
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gible. The implication of this assumption is that the tures. then these effects must be taken into account
expected phase error in Equation (8) is zero. This will in the array steering vector of Equation (10).
not be the case if the additive noise terms are mutually Aside from algorithmic issues, factors which may af-
coherent with each other or with the transmitted sig- fect the performance of the technique are signal
nal. then the complex argument of Equation (8) will fc h efrac ftetcnqeaesganal.the th comlexargmentof quaion 8) ill bandwidth, antenna separation and relative mode am-
be corrupted and one would expect to observe an at- pnit he issen of sign andwidtis mortant

tendant degradation in the accuracy of delay esti- plitude. The issue of signal bandwidth is important

mates. Also we have implicitly assumed that the since it will determine the number of periods whichare to be used to estimate the interpath delay time.
sampling process is statistically wide sense stationary From Equation (5c) it is observed that the phase func-

and that a time average is equivalent to an ensemble tion has a t io ofser thui there were

average; therefore, if the sampling duration is too
short, the stationary condition may not hold. 2 msec delay between modes, then we would expect

to observe a periodicity of 500Hz in the complex ar-
A second simplifying assumption made in the devel- gument of the coherence function, and a signal
opment of the algorithm was that the antennas had bandwidth of 2Khz would support four periods. On
ideal omnidirectional response. For the array de- the other hand, if the signal bandwidth is very narrow.
ployed in this work, the crossed loop antennas satis- say 200Hz, then a full period is not present and the
fied this condition. In the more general case, if the technique may not provide a satisfactory estimate.
antennas used have directional response patterns or if

The separation between antennas is important sincethe patterns are perturbed by nearby reradiating struc- it will determine the magnitude of the periodicity in
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the phase function of Equation (5c). This can be seen accurate location estimates. However. for short or in-
from the argument of the sine in the numerator which termediate range fixing, the passive SSL approach of-
involves T and t". As the separation between an- fers the promise of significant improvement in
tennas decreases, the intersensor delays approach zero reducing location error due to incorrect identification
and the sine term consequently becomes small. To of propagation modes.
maximize the sine term and at the same time minimize
the denominator, we would prefer to set the distance REFERENCES
between antennas such that T + 15 = (2k + I) r. n Gething. P.J.D., "Radio Direction Finding and
Obviously. this is difficult to do since it requires Superresolution". 2nd Ed.. London, UK, Peter
knowledge of the AOA for each signal. Peregrinus Ltd., 1991.

The relative path amplitudes have a similar effect on 2. Warrington, E.M. and Jones, T.B.. "Measure-
the amplitude of the periodicity of the phase function. ments of the Direction of Arrival of HF Skywave
It is clear from Equation (5c), that as the path am- Signals and Single Site Location Using a Seven
plitude terms Ag and As decrease, the magnitude of Element Wide Aperture (294 m) Interferometer
the phase ripple decreases. An area for further in- Array", TEE Proceedings - Pt. F. 138. 2, April
vestigation is to determine the range of relative am-
plitudes between paths for which this approach is 1991. pp1 21 - 13 0 .

effective. 3. Horing. H.C.. "Comparison of the Fixing Accu-
The experimental proof-of-concept study done in this racy of Simele-Station Locators and Triangulation
effort was particularly encouraging since it indicated Systems Assuming Ideal Shortwave Propagation

"e in the Ionosphere". lEE Proceedings - Pt. F. 137.
that under reasonably favorable conditions, the pas- 3. June 1990. ppl73-176.
sive SSL technique would work. The location data of
Figure 4 evidenced a bias toward the southeast which 4. Sherrll, W.M.. Travers. D.N. and Martin. PE.,
we believe may have been due in large part to the "Advanced Radiolocation Interferometry". in
unfavorable antenna array geometry shown in Figure "Prot,:edings of the Fourth Allerton House Con-
1. To obtain more nearly optimum spatial sampling. ference on HF Radio Direction Finding and Ra-
the angle formed at antenna #1 should have been 60 diolocation Research", Urbana. IL. June 1971.
degrees as opposed to 35.5 degrees. Future efforts 5. Carter. G.C.. Nuttall. A.H. and Cable. P.G.. "The
will concentrate mainly on delta array geometry to
provide improved spatial sampling of the signal in- the Io er 1973, Pp1 4 97 -1 4 9 8.

terfrenc patern.the IEEE. 61, 10, October 1973. pp1497-1498.terference pattern.

One of the major sources of error in conventional SSL 6. Davies. K.. "Ionospheric Radio". London. UK,

technology is the identification of the propagation Peter Peregrinus Ltd.. 1990.

path between the transmitting and receiving sites. In 7. Rendas. M.J.D. and Moura. J.M.F.. "Cramer-Rao
the case of HF communication. one must consider the Bound for Location Systems in Multipath Envi-
possibility of E. F, or F 2 layer reflections in the ion- ronments". IEEE Transactions on Signal Process-
osphere. If we restrict consideration to one hop ing, 39, 12. December 1991. pp2593-2610.
multipath, the passive SSL technique implicitly re- 8. Schmidt. R.O.. "Multiple Emitter Location and
solves the issue of mode identification and is not af-
fected by this source of error. At longer ranges where Signal Parameter Estimation". IEEE Transactions
the propagation paths may consist of multiple hops, 1986o pp276-280.
both conventional and passive SSL techniques will
require a more sophisticated propagation model for



12-8

DISCUSSION

L. BERTEL
Do you use the loop antennas independently or as a polarization filter?

AUTHOR'S REPLY
The loops are quadrature summed to discriminate between the X and 0 modes. The E-W loops are retarded 90- and summed with
the N-S loops to obtain quad left and reject the X mode. Similarly, the N-S loops are retarded 90. and summed with the E-W
loops to reject the 0 mode.

G. HAGN
Could you comment on the use of the MUSIC algorithm fed by your crossed loops when used on short path skywave signals? It
should be possible to use data from the MUSIC algorithm to generate measured ionograms in the standard form, but with azimuth
and elevation information by mode as well. A ray-tracing propagation prediction model (e.g., AMBCOM) could be used to generate
synthetic ionograms for comparison with the measured data, and the inpL: ionosphere varied to obtain a best fit to not only the
ionogram in its standard form but also the elevation-plane angle of arrival. The adjusted ionosphere (giving the best fit) could then
be used for backward ray tracing of the MUSIC-derived signals to obtain the estimate of emitter location. But this is the subject for
further research.

AUTHOR'S REPLY
The essential fixing procedure we have used is based on the intersensor and interpath delays and employing the Briet and Tuve
theorem. It is highly probable that a high ray-low ray combination does not fit this model or the near-vertical incidence case of
ground wave and tilted ionospheric skywave. It would appear that we need to do research on our understanding of more
complicated ray paths and implement this into our fixing model. The approach you suggest of iteratively looking for agreement
between our empirical mode decomposition measurements and theoretical models seems to be a reasonable starting point.
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PROCEDURES FOR DETERMINING THE LOCATION OF AN HF RADIO TRANSMITTER

Leo F McNamara
ANDREW SciComm Inc

2908 National Drive
Garland, Texas 75041 ,' U.S.A.

1. SUMMARY.
The location of an HF transmitter may be derived by either because only one DF site was available in the first place.

of two methods, depending on what observations of the In recent years, the closure of overseas bases for both

target transmitter are available. In the traditional approach political and economic reasons has pointed to the need to

currently adopted for strategic DF networks, the location get by with fewer assets, and has highlighted the

is determined by triangulation using Lines of Bearing advantages of being able to determine the location of an

(LOB) of the signals observed at two or more HF-DF sites. HF transmitter using just one OF (actually SSL) site.

This approach is called here the LOB approach.

Alternatively, the location may be derived by observations This paper compares the traditional LOB or network

at a single OF site, if the observations are extended to approach with the SSL approach, discussing the strengths

include that of the elevation angle as well as the bearing and weaknesses of the two approaches. Generally

of the incoming radio waves. Triangulation in the vertical speaking, there are some areas in which one approach is

plane containing the observed LOB, using a model of the clearly superior to the other, and some areas where there

propagation medium (the ionosphere), leads to an is not much to choose between the two. There is still

estimate of the position of the target transmitter. This some room for improvement in the LOB approach, using

approach is known as the Single Site Location (SSL) modern high-resolution systems which can discriminate

method. The success of the LOB approach depends between the LOBs for different propagation modes,

heavily on two or more OF sites being able to hear and together with propagation simulation, to isolate subsets of

process the signals from the target transmitter, as well as the observations which are likery to yield the most

on having reasonably favorable geometries. When these accurate estimates of the position of the transmitter

conditions are not met, the LOB approach fails. The SSL (position estimates, or PE). In spite of recent advances in

method, on the other hand, is applicable under almost all our understanding of the ionosphere and how it affects the

conditions. This paper therefore compares and contrasts measured angles of arrival (AOA; i.e., azimuth and

the two approaches to determining the location of an HF elevation) on different circuits, there is still much to be

transmitter. The relative advantages of the SSL approach learned about the SSL technique and how it may best be

are shown to be such that all HF-DF sites should logically applied. It seems highly likely, however, that the OF

be SSL sites. systems of the future will all be SSL systems, because of
the overwhelming advantages of the SSL approach,

2. INTRODUCTION
With a few little-known exceptions in the last three The five sets of simulation results presented here all

decades, but more in recent years, the location of an HF correspond to realistic situations, although the exact

transmitter has been determined by a process of locations of the networks are not given. The results do

triangulation, using measured Lines of Bearing (LOB) or depend, of course, on the actual locations because of tn6

azimuths of the signals received at two or more HF variations of the ionosphere with latitude and longitude.

Direction Finding (DF) sites. Ideally, at least three DF sites

should be able to observe the target transmitter. In an 3. METHODS OF POSITION ESTIMATION

alternative approach which is becoming more widely

adopted, the OF system also measures the elevation angle 3.1 Introduction

of the incoming radio waves. Given a knowledge of the Within the SSL approach, three different methods of

ionosphere along the path to the target, it is then possible position estimation are used, depending on the length of

to determine the point of origin of the signals, and hence the circuit, R, and the observed elevation angle, 0:

the location of the target, by simulating the propagation of

radio waves back along the observed direction. This Short Ranges > 75" R < 100

procedure requires observations from only one OF site, Classical SSL with Tilt Correction

and is accordingly known as the Single Site Location (SSL)

technique. For increased accuracy, the procedure also Medium Ranges > 509 R > 150

requires real-time observations of the ionosphere, using an Classical SSL < 75' R < 600

ionosonde at the SSL site.
Long Ranges < 50 R > 600

SSL systems have been deployed operationally for at least SMART-SSLr
m

30 years in situations for which the traditional LOB

approach is not possible, either because the circuits were The transition angles and ranges, 50, 75% 150 km and

so short that the measured LOBs were completely 600 km, are all somewhat arbitrary, since they depend on

unreliable indicators of the true bearing to the target, or the state of the ionosphere at the time, and on the relative
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accuracies of the three methods of position estimation. The extension to a curved Earth is straight forward. The
SMART-SSL" is an acronym for the Synoptic Modelling Classical method ignores the Earth's magnetic field when
And Ray Tracing approach to SSL. The Classical SSL calculating the equivalent vertical frequency, but takes it
method relies on some simple theorems of radio wave into account when the value of h'(f,) is scaled from the
propagation, as described in Section 3.2. Reviews of the ionogram.
SSL technique have been given in references [1] and [2].

3.3 Short-Range Tilt Correction
The SSL approach is most accurate at medium ranges, In general, tilts play a much greater role on shorter
say 200 to 600 km, since the effects of tilts in the circuits. The effects are often so large, as seen in wildly
ionosphere at the reflection point are small, and the local varyirig azimuths, that the standard LOB approach is not
ionogram is a good indicator of what the ionosphere is like applicable, It is instructive to consider the % error in the
at the circuit reflection point. Application of the SSL calculated range, D, due to a tilt 9 in the direction of
approach is more difficult at short ranges, for which the propagation on a short circuit with elevation angle 13. We
calculated position estimates depend strongly on the tilts find

existing at the reflection point, and at long ranges, for
which observations of the ionosphere at the SSL site may 60/D = -1.75e/sin13/cos13 %,

be a poor indicator of the ionosphere at the remote
reflection point, where & is in degrees. Thus if 13 = 850, corresponding to

an F-mode ground range of around 50 kin, the error is
3.2 The Classical SSL Method of Position Estimation 20% of range per degree of tilt. The error drops to 5% for
The Classical SSL method is the most broadly applicable 13 = 70°, corresponding to a range of about 200 km. The
and commonly used of the various methods of range transverse component @, of the tilt deviates the ray path
estimation. Given a local vertical incidence (VI) ionogram, out of the great circle and produces a bearing error. If
it is simple and quick to apply, and can be very accurate. reflection is attributed to a plane mirror at a height h above
The Classical SSL method assumes that the actual a plane earth, then the bearing error is approximately (4]
propagation may be modelled by assuming that reflection
takes place from a simple horizontal mirror at the A0 = (2 h @,) / D.
appropriate height. If the Earth were flat, and if the radio
signals were reflected by a horizontal sporadic-E (E,) layer. Taking a reflection height of 300 km yields bearing errors
for example, the ground range TR would be related to the of 12 and 3 times the transverse tilt angle for circuit
measured elevation angle, 13, by lengths of 50 and 200 km respectively. The effects of any

tilts are thus most important when 13 is large, or D is small
TR = 2, / tan 13. i.e. for short circuits.

The Classical SSL method is a generalization of this idea, In order to correct position estimates for the effects of tilts,
relying on the availability of a suitable VI ionogram to real-time AOA observations are needed from a known
provide the height h, and on the applicability of some transmitter in the same general area as the unknown
fundamental laws of radio propagation through the transmitter. These are used to derive estimates of the
ionosphere. ionospheric tilts at the circuit reflection point, assuming a

tilted mirror at the height h'(f). The tilts so derived are then
The method is based on three simple fundamental used in conjunction with the unknown transmitter AOA
relations - the Secant Law, Breit and Tuve's Theorem and observations to find the range to that transmitter, along a
Martyn's Equivalent Path Theorem [3]. If f, is the frequency corrected azimuth. Any other HF transmitter outside the
which is reflected at normal incidence from the same real range of the ground wave may be used as a remote check
height as the operating frequency, f, the Secant Law states target. An alternative approach is to use an appropriate
that ionosonde located at the SSL site to provide observations

of the tilts in the local ionosphere.
f = f., sec x, The possibility of tilt correction arises only for an SSL

where X is the angle of incidence of the ray at the base of system working short-range targets. The technique cannot
the ionosphere. For a flat Earth, X is the complement of be applied when only the LOB is measured, since
the elevation angle. The frequency f. is called the elevation angles of the target and check target signals, as
"Equivalent Vertical Incidence Frequency". well as the virtual height h'(f,), are also required.

Application of the so-called Classical SSL Method of range 3.4 Long-Range Position Estimation
(or position) estimation proceeds as follows :- Long-range position estimation techniques are invoked at
1. The incoming signal at the frequency f is observed to ranges beyond the validity of the Classical SSL method of

have an elevation angle 13. position estimation i.e. when the ionogram obtained at the
2. The secant law is used to calculate the equivalent SSL site is not expected to be a good indicator of what the

vertical frequency, f,. ionosphere is like at the midpoint of the long circuit. As a
3. The virtual height h'(f,) is obtained from a local VI general rule of thumb, the validity of the local ionogram

ionogram, at the frequency ft. starts to deteriorate at a range equal to the height of the
4. The signal is assumed to have travelled a triangular reflecting layer - 100 km for the E and E, layers, and 300

path, with an elevation angle 13, and with reflection km for the F layer. Beyond these distances, it is a question
occurring at an altitude equal to h'(f,), of how the correlation decreases with the separation of the
5. The range to the transmitter, TR, is then simply 2h'/tan SSL site and the circuit midpoint. Obviously the correlation
13. decreases more rapidly at sunrise and sunset, and in the

presence of other large-scale horizontal gradients.



The technique adopted for long-range position estimation raytracing program is the method of choice.
is basically one of ray re-tracing through a model of the
ionosphere which has been updated in real time to match Some of the possible approaches are:-

the characteristics scaled from the ionogram obtained at
the SSL site. Radio waves are traced in simulation through 1. Analytic two-dimensional raytracing through a multi-
the model, in the opposite direction to that at which they segmented quasi-parabolic N(h) profile with no variation
were observed to arrive at the SSL site, and the point at along the circuit, neglecting the Earth's magnetic field.
which the ray hits the ground is the calculated location of 2. Analytic two-dimensional raytracing through a multi-
the transmitter, segmented quasi-parabolic N(h) profile with the

ionospheric characteristics being allowed to vary along the

The essential elements in this ray re-tracing procedure are circuit, neg'ecting the Earth's magnetic field.
1. A reliable synoptic model of the ionosphere which can 3. Numerical three-dimensional raytracing through an

be updated in real time using parameters derived from the arbitrary N(h) profile which vanes along the circuit,
local ionogram including the Earth's magnetic field.
2. A method of raytracing which has an acc,,racy well
exceeding the accuracy with which tho ionosphere can be All three methods were used by McNamara [8], who found
specified along the whole circuit. that in general it is not possible to specify the ionosphere

along the circuit well enough to cause the more complex
3.4.1 Ionospheric Modelling Techniques methods (2 and 3) to be preferred over the simplest one
We refer here only to techniques which are valid for mid- (1).
latitude circuits, since the bulk of the AOA data currently
available for long-range circuits is from mid-latitude sites. The errors in position estimates are usually described in
The N(h) profile at mid latitudes can be fairly well defined terms of the "miss distance% which is the distance
ýn terms of 10 parameters - the critical frequency, height of between the calculated and correct locations of the
maximum electron density and parabolic semithickness for transmitter. For long-range transmitters, the miss distances
each layer, and the E-F valley width :- are made up of contributions from various sources (9], the

relative importance of which will depend on the particular
1. E layer - f0E, hE and yE circumstances
2. E-F valley - width
3. F, layer - foF., hF, and yF, 1. A bearing error due to the lack of observations over
4. F, layer - fF 2, hF 2 and yF,. the full period of any travelling ionospheric disturbance

(TIO).

World maps or models exist for these parameters, or of 2. Biases in the peaks of the elevation angle distribution
parameters such as M(3000)F2 from which they may be for multi-moded propagation, due to fading and data
derived. The least well known seem to be ymF 2, h.F, and filtering.
yF,. Any convenient profile may be erected at a given 3- A bearing error due to a large-scale synoptic gradient
point along a circuit, provided it matches the modelled not accurately represented in the ionospheric model, or
values of the 10 parameters, since there are currently no not allowed for in the raytracing.
definitive models of the profile shape between the various 4. A range error due to differences between the model
anchor points. and actual N(h) profiles along the circuit.

5. Range and bearing errors due to errors in, or

Updating of the synoptic model is most simply performed limitations of, the raytracing algorithms.
via an ionospheric index, or effective sunspot number, 6. Use of the wrong order of the propagation mode. The
which forces the model' of the various parameters to observed AOA do not seem to contain any information
match the values observed by the ionosonde at the SSL which could be used to identify uniquely the number of
site. A different effective sunspot number may be used fof hops that the signals have made on their way from the
each of the characteristics defining the N(h) profile. The transmitter.
index derived from foF 2 is called the T index, since the 7. Confusion caused by E,. As with (6), the observed AOA
maps of fF 2 which are used arq given in terms of this do not indicate whether or not E, has been involved in any

index [5]. In general, as much relevant information as way.
possible should be derived from the local V1 ionogram,
since the ultimate accuracy of the calculated transmitter In principle, the raytracing procedures may be developed
locations depends to a large extent on how well the local to any required level of accuracy, so the major source of
onogram can be used to characterize the ionosphere errors in the miss distances will be our inability to specify
along the whole circuit. the ionosphere accurately along the whole circuit. In a

strict SSL approach, the only ionospheric knowledge

3.4.2 Ray Re-Tracing Techniques available is that obtained at the SSL .,ite itself, so it will not

Given a sufficiently accurate model of the ionosphere usually be possible to specify the ionosphere along the
along the circuit, the location of the unknown transmitter circuit with arbitrary precision.
can be determined by raytracing through that model back
along the direction of the incoming wavefront. The 4. THE PRODUCTIVITY OF AN HF-DF NETWORK
raytracing may be approached at various levels of
complexity, depending on the relative computation times 4.1 Introduction
and the accuracy with which the ionospheric model can be Several important questions arise when a network of HF-

specified. If the profile shapes are quasi-parabolic, DF sites is proposed:
solutions for the range are given in closed form in terms
of the profile characteristics, the wave frequency and the 1. How many observing sites are needed to cover the
AOA. See, for example, reference (6]. For arbitrary profile area occupied by the target transmitters?
shapes, the Jones-Stephenson [7] three-dimensional 2. Where should each of the sites be located for optimum
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coverage of the target transmitters? The IONCAP runs were made for
3 What are the advantages to be gained by making each

site an SSL site, rather than just an LOB site? 1. Constant gain antennas
4. What are the advantages arising from the use of a 2. A minimum elevation angle of 5'

system with a higher sensitivity? 3. 1 kW transmitter power
4. 1 Hz bandwidth

Questions 3 and 4 are addressed here by using HF 5. Ruraýqevel man-made noise
propagation simulations, with special reference to a 6. Antenna gains of 10 dB.
physically large DF network (Network A) illustrated in
Figure 1. Ideally, questions 1 and 2 should be addressed There is no simple way to adjust the calculated values of
in the early planning stages, using techniques similar to S/N to alter the restrictions I and 2. However it is a simple
those described here. However, in some applications, the matter to reprocess the data to allow for different values
sites and their dispositions are dictated by external needs, for lines 3 to 6.
such as the availability of logistic support.

Interrogation of the output files allows the calculation of the

e number of transmitters for which the calculated S/N ratio
_ _ _ exceeds a specified threshold. The ratio of this number to

the total possible number (18480) is called the
___ I _productivity of the DF network Threshold values of -20 to

d20 dB in steps of 5 d8 have been considered. The
analysis can be performed for different values for lines 3

* to 6. The case considered here is for 100 watt transmitter
powers: a 3 kHz bandwidth; rural-level man-made noise:

* 0 dB transmitter antenna gain, -10 d8 receiver antenna
gain. These are typical values for DF worx.

O 4.3 Result% for Network A

I Locations of the 4 DF sites (X) and tme limits (0) of the grid 4.3.1 Productivities for N-site Fixes
of transmitters considered for Network A The latitude and Figure 2 shows the percentage of cases for which thelongitude lines are given for every 10.' calculated S/N ratio for the 18480 effective transmitters

was above a specified threshold value at one or more DF
sites. The curve labelled "Ary 1 site' is the productivity of

It is important to be able to estimate both the probability the network when only one site has to be able to "hear"
that the network can determine the location of a given (i.e., monitor and process) each transmitter, as in the SSL
transmitter, and the accuracy of the calculated location, approach. The curve labelled *Any 2 sites" is for the case
This section addresses the former question: the latter will when any two or more of the four sites can hear a
be addressed in the next section. At present, we will just transmitter; the curve labelled "Any 3 sites" is for the case
note that any simulations which portray the accuracies that when any three or more of the four sites can near a
can be expected from a DF network can by themselves be transmitter: the curve labelled "All 4 sites" is for the cases
misleading, since the calculated accuracies can be realized in which all four of the DF sites can hear the one
in practice only If the propagation conditions and system transmitter,
sensitivities are such that all the necessary members of the
network can hear a given transmitter.

70 -- -- - - -

4.2 Method 3 kiz
The ionosphere and its variations are so complex that it is R.1 N.0,9e0 - T: 1'G,..Oda
virtually impossible to estimate a priori just how often one A, GO.W -lo0e
or more sites can work the same transmitter, and thus 3.30 Mz

how often the SSL approach would be required, or how s -
often multi-site fixes could be based on observations from
more than two sites. This problem has therefore been PRODUCTIVITY

simulated, using the standard HF propagation prediction 4 - - si
program IONCAP [101. The DF sites for Network A are
very widely separated, covering 3000 km in latitude. 30

Propagation predictions have been made using IONCAP
(Method 17; Condensed System Performance) for circuits 20

between the four sites and transmitters located at 7 x 5 .

gridpoints (7 latitudes, 10' apart; 5 longitudes, 15° apart).
The area to be monitored is illustrated in Figure 1. For ,

Network A, predictions were made for 4 sites; 7 latitudes;
5 lo'iqitudes; 3 months; 2 sunspot numbers; 8 hours: 11
frequencies. There were 7 x 5 x 3 x 2 x 8 x 11 = 18480 As , 10 .6 o , ,M
calculations of the S/N ratio made for each site. Each S/H THRESHOLD
calculation is considered here as the calculation for an
effective transmitter, and there are 18480 of these for each 2 Productivity of Network A, as a function of system
DF site. threshold, for observations from different numbers of OF sits,

assuming typical values for the vanous parameters



Suppose, for example, that the OF system installed at each transmitter (the SSL solution); that any two stations be

site can work at 0 dB S/N ratio. Then 34.5% of all the able to hear a transmitter (the LOB solution, but relying on
transmitters could be worked by at least one of the four a cut); and that (bottom curve) all three stations oe able to
systems, if they were SSL systems. It any 2, any 3 or all 4 hear a transmitter (the LOB solution, demanding a fix,
sites in the network are required to be able to observe a rather than a cut). Taking a. dB threshold as typical, it

transmitter, the productivities are 15.0, 5.4 and 0.8%. can be seen that the productivity drops from 48.7% to
15.3% to 5.3%.

If an extra 10 dB can be provided by higher-gain
antennas, or from 1000 watt transmitters, for example, the
chances of any one of the four SSL systems being able to

work a transmitter increases from 34.5% to 56.1%. An

increase of power has a larger effect when any two sites
are used in the LOB approach, the productivity almost
trebling from 15.0 to 37.6%. This means that the LOB
approach relies more heavily on high S/N levels than does
the SSL approach.

4.3.2 Productivity Advantage of the SSL Approach
Consider again the results given in Figure 2, for a 0 dB
S/N threshold. Relative to the 1o-site (SSL) value, the
productivities when 2, 3, or 4 LOBs are required are 1 . `..

0.43 : 0.16 : 0. In other words, if the 4 sites are equipped
with SSL equipment, they can work 1/0.43 = 2.3 times as
many transmitters as four simple LOB sites if two LOBs
are required (yielding a "cut"); or 1.0/0.16 = 6.25 times as
many transmitters if three LOBs are required (yielding a
"fix"). The probability of all 4 sites being able to hear the
given transmitters at a 0 dB S/N ratio is effectively zero.
Similar scenaricos can be deduced for any other threshold 3 Prorductivity of Netwo- B. as a function of system

value. "hreshold. for observations from different numoers of OF sites.
assuming typical values for the various parameters The full
Iines correspond to the availabitiry of ail three OF sites, whtle

It is also interesting to consider how many of the 3 x 2 x :he dashed lines correspond to the case in wnich DF2 is not
8 x 11 = 508 nominal transmitters placed at each yridpoint available.
may be heard from one or more DF sites. As expected,
the productivity is highest for those gridpoints contained
within the network, and closest to the four DF sites. The The dashed curves in Figure 3 correspond to a two-station
value of the SSL approach is especially great for net. OF1 and DF3. The differences in productiv"t between
tran~mitter locations remote from the DF sites. For the two sets of curves graphically illustrate the decrease in
example, transmitters along a line at the extreme west of productivity caused by the removal of 0F2 from the net.
the area being monitored can never be heard To start with, it is no longer possible to obtain a fix, so the
simultaneously by three or four DF sites with a threshold only comparison which can be made is between the
of 0 dB, and only on 2 % of occasions can they be heard productivities of the SSL and LOB approaches relying on
by two DF sites. However at a latitude close to that of the a cut. At 0 dB. the relative productivities are 39.0 and

southern-most DF site for example, 27% of transmitters 5.3%. giving the SSL approach a seven-fold advantage in
could be heard from at least one SSL site. productivity. For the three-station net. the advantage was

48.7 / 15.3 = 3.2, so the loss of the third station has
4.3.3 Advantages of a Lower S/N Threshold doubled the advantage offered by the SSL approach.
Figure 2 may also be used to derive the advantages
offered Dy an SSL system which can work at a lower S/N
ratio than another. For example, curve 1 of Figure 2 shows
that SSL systems with a threshold of -5 dB can work 46 / 0
21 = 2.2 times as many transmitters as a system with a
threshold of + 5 dB.

If SSL systems with a threshold of -5 dB were used at the
four sites, in place of LOB systems with a threshold of + 5 I
dB, and at least two LOB measurements are required,
approximately 2.2 x 1.8 = 4 times as many 100 watt
transmitters distributed around Network A could be I_
worked.

4.4 Network B _

The continuing closure of overseas sites has highlighted
the precarious nature of the current strategic DF networks.
The solid curves in Figure 3 are for the case of a three- 4. Locations of the 3 OF sites M0 and the limits (0) of ft grid

station net, monitoring transmitters at the 7 x 9 gridpoints of transmitters considered for Network B The latitude and

at pseudo-latitudes 0°N(5)40*N and pseudn-longitudes longitude lines are given for every io*
00E(5)30"E (Figure 4). It is required that (top curve) any
one of the three stations be able to hear a given
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The productivity of an SSL network drops by only 2uJ%
when DF2 is removed. The effect of removing 0F2 from a ,.

three-station LOB net is to drop the productivity from
15.3% to 5.3%, which is a factor of three. Networks of SSL
stations are thus much more stab:4: against the loss of one
station than are LOB nets.

The loss of DF2 as an LOB site has most effect on those > -
gridpoints to the south of that site. For example, the 3-

productivity at the pseudo-point (0°N, 200E) drops from •- 2

26% to 2%. Exactly how the productivity changes is a -

complicated function of the frequencies, times of day etc
which are considered. The productivity for that gndpoint 4. K
would have fallen only down to 39% (from 49%) if DF1 and
DF3 had been SSL sites.

4.5 Network C
This section considers the problem of determining the
locations of HF transmitters operating at the extreme edge
of the area being monitored, as illustrated in Figure 5. An 6 Productivrties of Network C as a function of system SIN

threshold, for daytime and for frequencies from 3 to 7 MHz
array of HF transmitters is placed (in simulation) at There are 4 cases - I. OFI only; 2. OF2 only; 3. OFt OR 0F2;
gridpoints within a rectangle covering pseudo-latitudes of 4 OF1 AND OF2
0°N to 7N, and pseudo-longitudes of 0°E to 18°E. The
productivity results have been groupcd into day (12 to 23
UT), and night (00 to 11 UT), and separate calculations .- . ..
have been made for frequency ranges of 3 to 7 MHz and
for 3 to 16 MHz, to cover two possible scenarios for the 3

assumed transmitters. The results for the lower 2
frequencies are given in Figures 6 (day) and 7 (night). - 2

-- \

-2•0 -•.3 -'0C - .2 ;.. =.3 :..C :5.n 2:.Z

7. Productivities of Network C as a function of system S,/N
threshold, for nighttime and for frequencies from 3 to 7 MHz
There are 4 cases - 1 OFt only; 2. DF2 only; 3, OF I OR OF2;

5. Locations of the 2 OF sites ()o and the limits (0) of the grid 4 OF I AND OF2
of transmitters considered for Network C. The latitude and
longitude lines are given for every 1Or.

As expected, these figures show that the highest The advantage offered by the use of SSL systems
productivities are obtained when two SSL sites are increases rapidly as the required S/N threshold increases.
available and only one is required to hear the transmitter, For example, during the day the advantage increases to
The lowest productivities are obtained when both sites are 3.5 for a 5 dB threshold. During the night, the advantage
required to hear each transmitter. Of the two sites, DF2 increases to 2.4. In practice, all target locations would not
has the higher productivities, but this is only because of its be equally important. Examination of the variation of the
more central location. raking a 0 dB S/N threshold as productivity over the region being monitored, for a
typical for a modern DF system, during the day the frequency range of 3 to 7 M-'z, leads to the following
productivity of two SSL systems exceeds that of two LOB conclusions:
systems by an average factor of 2.4. In other words, giving
the systems at DF1 and DF2 a range capability as well as Daytime; 3-7 MHz.
the usual azimuth capability allows the working of twice as The productivities drop off with distance from the DF sites,
many transmitters, In fact, the productivity of a 102k SSL because of the increasing effect of absorption on the
system at either location well exceeds that of a 2-station longer circuits. The effect is worst for the DFI and the DFI
LOB network. At night, the advantage is somewhat less, at AND DF2 cases, since DF1 is at one corner of the grid.
1.44. This is because HF absorption has disappeared, and
the main reason for different productivities is whether or The relative advantage of the SSL approach increases to
not the frequency is supported by the ionosphere on the a factor of 5 for the western half of the grid, since the Lulk
circuit being considered. The higher frequencies would not of these transmitters can be heard only by DF2.
be supported on the shorter circuits.



13-7

Nighttime; 3-7 MHz.
The productivities reach 100% for the DF1 OR DF2 case.
HF absorption has disappeared, and the higher
frequencies not supported on a short circuit to one OF site
will be supported on the other.

Ci
The productivities for the western gridpoints are higher for
DF2 than for DFP, because the circuit lengths to DF1 are
so lonig that the dominant propagation mode is a 2-hop I
mode, with an extra ground-reflection loss.

The produCtivities for the western gridpoints for the DF1 _

AND DF2 case are low, because they cannot be heard at
DF1.

5. SIMULATED ACCURACIES OF AN HF.DF NETWORK 8. Locations of the 3 OF sites (X) and the limits (0) oef &, gno
of transmitters considered for Network D. The latitude and

5.1 Introduction iongitude lines are given for every 100.

This section considers by way of illustration the accuracies
obtainable with HF-DF networks in several locations, with The simulated LOBs and ranges were set up by a main
varying numbers of SSL and LOB systems. The accuracies program which then called in a standard fixing algorithm
are based on simulations, using representative bearing to determine the corresponding target location. The
errors, range errors and sample sizes. The previous parameters discussed in this paper are the area of the
section has drawn attention to the importance of the elliptical 90% confidence region, and the median
concept of the productivity of an HF-DF network, which is percentage miss distance for the 8 x 8 transmitters (the
a measure of the ability of a given OF network to work an distances between the correct locations and the Best
array of transmitters spread over the area of interest, and Position Estimates (BPEs)) returned by the fixing
operating on typical frequencies, with typical powers and algorithm. The effect of introducing a random error into the
antennas, throughout a full 24-hour period, throughout the correct location of a transmitter (such as would be caused
year, and throughout a full solar cycle. These analyses by site errors or tilts) is to increase the median miss
have illustrated the very large advantages to be gained by distances, and to prevent them from approaching zero.
the use of SSL systems, rather than just LOB systems. There is negligible effect on the area of the ellipse. This
The source of the advantage lies in the requirement for point will not be pursued ;irther here.
only one SSL site to be able to hear a specified
transmitter, whereas the LOB approach relies on at least 5.3 Results for Network D
two, and preferably three, sites being able to hear each
transmitter. Table 1 presents the median values of the elliptical area

and miss distances for the 8 x 8 gridpoints, for different
The accuracy of a OF network is also an important, sample sizes. There are three different parameters or
although secondary, consideration since position estimates situations for which we need to compare the two
with a high level of uncertainty would be counter- measures of error:-
productive. A very high theoretical accuracy, based on
simple geometrical considerations, is of course completely 1. Sample size
irrelevant if the required number of members of the 2. Number of stations
network cannot hear the same transmitter. An analogy 3. Inclusion of range estimates.
from physical optics which comes to mind is the intensity
pattern generated from two slits - there will be an Note that the exact values of the entries in the table are
interference pattern (accuracy) generated, but only at
those angles which do not correspond to minima in the
diffraction pattern (productivity). STATIONS RANGES? N=5 N=121N-19N,38

5.2. Method of Analysis AREA 3 YES 256 107 67 34
Three stations have been considered for Network D, as NO 318 132 83 42
illustrated in Figure 8. As with the productivity analyses, an 3
array of transmitters is considered, covering the pseudo- 2 YES 497 201 127 63
latitude range 0°N(2*)14 0 N and the pseudo-longitude range
OW(2*)14 0W. Observed LOBs and calculated ranges have 2 NO 645 272 171 84
been simulated for each trarsmitter and OF site by a
random distribution about the correct values (knowr a MISS 3 YES 7.8 5.2 4.4 3.8
priori, since we know the locations of the transmitters and 3 NO 8.5 7.0 4.7 3.5
OF sites), with specified RMS errors and no mean error.
The RMS bearing errors were allowed to vary with range 2 YES 13.6 5.4 5.2 3.8
as suggested by the well-known Ross curve, while the
RMS range error was set at (2000/Range) percent, except 2 NO 1L.7 8.8 7.0 5.8
that the error could not be less than 10% of range (in line
with expected values). rable 1. Median values of the elliptical search areas and miss

distances for different sample sizes, for Neiwo*k 0. The
number of OF sites is either 2 or 3, and range estimates may
or may not be included.
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not important. DF2 axis (the south-east gndpoints). The latter increases
are particularly large when DF3 is removed, typically a

5.3.1 Sample Size factor of three.

For an infinite sample size, N, the area of the ellipse can
be expected a priori to approach an asymptotic limit, and 5.4 Results for Network A

this trend can be seen in the table. The decrease in area Grid-point maps and associated contour plots of the area

with increasing sample size is in fact quite dramatic. For of the 90% search ellipse for Network A are given in

example, the top line in the table shows a halving of the Figures 9, 10 and 11. The sample size wfs set at five

area for each increase in sample size. The median miss observations of each transmitter by each station, and a

distance, on the other hand, should asymptote to zero, daytime Ross curve was used to estimate the variance of

provided the errors introduced into the simulated the bearing. Figure 9 gives the results for the situation in

observations are truly random. For example, for a 3-station which all four stations can hear a transmitter, Figure 10

fix including ranges (line 5), the median miss distance gives the results for the three southernmost stations

decreases from 7.8 km to 3.8 km. (excluding DF 1). The contours enclose regions with search
areas of 500, 1000, 15iO and 2000 km'.

The rapid increase in the area of the ellipse as the sample
size decreases (read the table from right to left) highlights . .-. i,..

the fact that a small sample size is not necessarily. .. ...... . ... ,,....

representative of the total population of observations, and ,: .... . ,

draws attention to the need for as many observations of a ° - , \
given transmitter to be obtained as possible.. . \ \\'

5.3.2 Number of Stations ........ .... .. 4,,,,

The effect of the number of staticns can be determined .... .

from a fixed column in the table, taking the entries in pairs,
according as range estimates have been included or not.
For example, the N=38 column for the first four rows .. .. ..

shows that ignoring one station (OF3) leads to a doubling ....... ,...<.",.

of the area of the ellipse (from 34 kmn to 63 kmi', and from ........ . "' '._2 ....... / .,,

42 to 84 kin).

5.3.3 Inclusion of Range Estimates
The effects of ir"zluding range estimates can be

determined from alternate lines of the table, corresponding 9 Calculated 90% elliptical search areas (in kAm) for

to YES (ranges included) or NO. The table shows that transmtlters located at each of the latittde-to•dgude

tincrease in the elliptical area when no grndpoints for Network A. The gridpoints are separated by 5'.
there is about a 25% inThe contour lines include search areas less than 500, 1000,
range estimates are available for a three-station network, 1500 and 2000 kn'. All four SSL sites have been included.
and about a 33% increase for a two-station network

(without DF3). As expected, the effect of not having range

estimates is greater for the network with the smaller ... ...... . ... .......... ..... .....
number of stations. The median value of the miss distance

also increases on average when the range estimates are . -___ ..

excluded, but the effect is small and not consistent. .

The results show that the inclusion/exclusion of range ... .. ' ........ -

estimates does not have dramatic effects, certainly not as . ,,.... .. *,,• ..

large as those of removing a station or decreasing the -..-- --

sample size. This is presumabl9 because the size of the ... . .'4*" 1/ ..

DF net is commensurate with the size of the region being I .... .. .. .. .....

monitored, and the geometry is favorable for the LOB -.... ; .-..........A.. ...... . .

approach. The relative effects of the different error3 also .. ..... ...... ., . , ,...

depend, of course, on the philosophy adopted in the fixing . ______________.>. , *.. ,......

algorithm.

In other situations, in which the size of the DF network is ............. ... ...... ...... ...

much smaller than the region being monitored and the

geometry becomes very unfavorable (see Section 5.6, for
example), it is the accuracy of the range estimates which 10 Calculated 90% elliptical search areas (in Ak?) for

transmitters located at each of the latitude-longitude
controls the overall accuracy of the DF network. For the gridpoints for Network A. The gridpoints "ire separated by 5'.
present case, it is only when the geometry becomes rhe contour lines include search areas less than 500, 1000.

extremely unfavorable that the use of range estimates 1500 and 2000 krAn. The northernmost SSL site (OF I) has

becomes important. been excluded.

The elliptica! areas for each latitude/longitude gridpoint Figure 9 presents no surprises, with 35 gridpoints having

have been calculated for four cases - 3 stations, with search areas less than 500 km'. When only the three

ranges; 3 stations without ranges; 2 stations with ranges; southernmost stations are used (Figure 10), the region

2 stations without ranges. The largest effects of excluding with search areas less than 500 km' decreases to 20

the range estimates occur for gridpoints along the DF1- gridpoints. The search areas increase to over 10' km' at

DF3 axis (the south-west gridpoints); and along the DF1- the extreme edges of the area being considered.
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SAMPLE S:ZE

11. Calculated 90% elllpical 3serh areas (in kin2) for

transmiers located at each of the ltude4onghtude
gridpoints for Network A The grndpoints are separated by 5". of sample size. There are four cases - a. DFe oarya b. DF

The contour lines include search areas less than 500, 1000, only, e. th ere a re th r c ses . a. d .o th b F?
1500 and 2000 ktrr. The nouiemiost DF sire has be onty; c Both Dbeeand nF2, wih range estimtes; t. Both OF1

excluded, and range estimates have not been included and DF2, with no range estimates

Figure 11 presents the results for the same situation as position of the gndpoint, the main effect being an increase

Figure 10 (OF1 excluded), except that range estimates in the area with circuit length. When range esirnates are

have not been used, only the LOBs. Without OF1, the not available, the areas in the western half of the grid

network collapses almost to a straight line, which is a very increase by a factor of 3- The calculations become

poor choice of geometry for a OF network. As would be unreliable for those gridpoints located near the extension

exnected, the search areas become very large for of the DFS-DF2 baseline, because of the unfavorable

transmitters lying along the extension of the OF baseline, geometry.
to the north-east and south-west. Some very large errors
arise for transmitters lying between DF2 and DF4. The 5.6 Results for Network E

errors also increase rapidly in the north-east and south- The problem with Network E is to mondor a very large

west directions for transmitters 500 km or so from DF4 area, using several OF sites with a small baseline. The

and DF2. This rapid increase is exemplified by the very assumed locations of the OF stations are illustrated in

closely-spaced contour lines. Figure 13, along with the area to be monitored. The
relatively short baseline brings with it very unfavorable

5,5 Resuft for Network C geometry for a network solution based on LOBS, except

There are two cases to consider here, the accuracy of for transmitters within about 500 km or so from the OF

each SSL site acting independently, and the accuracy of sites. The SSL approach to position estimation is therefore

the two acting together. Following the procedures mandatory for most transmiters.

described earlier, numbers of values of azimuths and
ranges have been generated, randomly distributed about
the correct values, and passed to the fixing algorithm. The

results are discussed here in terms of the median value of

the elliptical search areas for the 8 x 10 gridpoints. Figure

12 shows how the median value decreases with sample 1
size, for several cases - (a) DFI only; (b) DF2 only; (c)

OF1 and DF2, with range estimates; (d) DF1 and DF2, with
no range estimates. Case (d) corresponds to the
traditional LOB approach.

It can be seen from Figure 12 that there are two ways to
reduce the size of the elliptical area, firstly by increasing

the sample size, and secondly by using a second SSL site.
In fact, the two procedures may be considered identical in

some respects, since adding a second SSL station 13 Locations of the 3 OF sites M0 and the limits (0) of fe

doubles the sample size. For a given sample size, the grid of transmitters considered for Neohvok E. The WtWIe

areas are significantly greater for DF1 than they are for a tottie lies are given r every 10.

DF2. This is because DF1 is at one corner of the grid, and

the areas increase with the length of the circuit. When both For this particular application, the relative producoviies of

sites can hear the transmitter, the size of the areas drops the LOB and SSL approaches are not important, since the

significantly. The advantage of having range estimates is S/N ratios at each OF station would be almost the same

not as great as being able to hear the transmitter from for all target transmitters because of the relatively small

both sites. The size of the search area changes with the separation of the OF stations. This is in sharp contrast with
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other scenarios for which the productivity issue is and north-east portions of the area. The minimum errors
paramount. The accuracy issue is more important than the occur for transmitters located close to the perpendicular
productivity issue, especially for those transmitter locations bisector of the DF baseline, i.e., roughly from north-west
for which the available DF network offers very poor to south-east.
geometry for a network solution. The productivity issue
would be more important for transmitters within about 600 6. ADVANTAGES & DISADVANTAGES OF THE LOB a
to 1000 km of the DF sites, but these are not our main SSL APPROACHES
concern here.

6.1 Introduction
Table 2 lists the median percentage miss distances for The'previous sections have provided sufficient background
transmitters located at the intersections of pseudo-latitudes to allow a comparison to be made between the traditional
from 0%N to 30"N, and pseudo-longitudes from 0'E to 30°E. LOB technique of position estimation and the SSL
These results were derived using the techniques described technique. In fact, the two approaches are complementary.
in Section 5.2, but with one important modification. One
difficulty with using simulated observations derived by 6.2 Advantages of the SSL Approach
randomizing the correct values is that the errors tend to Most of the advantages of the SSL approach arise directly
average out. In an effort to overcome this effect, the from the ability of an SSL site to work by itself, and the
program was looped through the calculations of the miss ability to work short-range targets. The advantages include
distances a number of times (typically 5), and the largest
miss distance derived for each latitude/longitude gridpoint 1. Only one (self-contained) station is required.

selected. A "worst case" scenario is thus built up, and this 1.1 This simplifies the logistics and personnel
is what is given in the table. requirements, decreases the support costs, and minimizes

the need for site defense and security.
1.2 There is no confusion as to which transmitter is being

00 IS to 30 38 23 3.2 33 worked.
30 2S 13 33 3 24 39 42 1.3 There is no need for a sophisticated system of
0.0 ,0 2.8 ,o 35 2 34 30 3 =SITS network communications to coordinate simultaneous
so Is 28 25 lie 2.3 43 2o wTm RANGES measurements on target transmitters.
00 3.2 ,2 23 24 23 21 34 2. With tilt correction, it is possible to work short-range
so 3. at 2.3 1, 35 , ,s transmitters.
0M 7. "M 2 o2 ,% 3., ., 2 3. The elevation angles of the incoming waves are

00 25.1 21.8 ,87 41s .8 fs W measured and used, rather than simply ignored. The SSLso ,l ,2 ,2, ,,, ,8 42A 9.68., procedure therefore takes greater auva-itage of the

00 111 54 a0 84 807 305 244 available information.
50 90 47 6.9 11. 82 54 103 2 SIrES

00 14, 113 120 1i8 a3 81 73 NORANGES 6.3 "Disadvantages' of the SSL Approach
so 31* 290 ego 130 so 15 , 1. For best results, an ionosonde such as the Andrew
Go0 w 72 022 24.0 ,2 1&3 ,3 sounder TILTSONDETM is required.

W~ MW3 er 8% 6408 464- 1.898014.6

04 t.7 &4 10 14 S.3 3.8 To 1.1 Although TILTSONDETM is an LPI instrument, it is still
so a3 so 17 4.0 3.5 20 53 an active instrument. TILTSONOE"' can thus potentially
00 3' 20 23 20 34 2.3 5.2 2 sIs interfere with other nearby sensitive receiving equipment,
20 17 4.7 it0 1*3 , 30.0 34 •.s W RANGES and can potentially be located by an opposition SSL
00 23 25 1•7 20 3.2 24 30 system. (In practice, the potential in both cases seems to
$0 2. 3.0 5.1 43 3. 2.8 29 be exceedingly low.]
00 40 21 46 2 .7 ,, 45 1.2 The requirement for an ionosonde brings with it extra
00 Ise 142 18. 2., 42., 84 080 costs (per site), the need for extra logistic support, extra
so Is. 54 110 08. 373 W08. .3 antennas and ionogram interpretation skills.
00 147 71 22 ,4 138 21.1 2. By itself, a SSL site cannot determine the order of the
so 8.1 so 2., ,0 32 73 137 aSrr propagation mode, i.e. the number of hops. This is the
00 110 73 as 86. Z4 83 , NO RANo•S hop ambiguity.
30 2,15 8 ,3.78 ,88 s o8., 9 3. Even with a co-located ionosonde, it is possible for an

m "0.9% WAN 411111,111 P T EI propagation mode to be wrongly identified as a normal
F mode, and vice versa, because of the low spatial
correlation distance of E,. The presence of E, may also

Table 2. Median percentage miss distances for the 8 X 8 lead to M and N modes, which cannot be identified simply
gridpoints ot Nenvor* E. The spacing is 5'. The number of OF
sites is either 2 of 3, and range estimates may or may not be on the basis of the observed AOA. This is the EF

Included. ambiguity.

The table shows that the effects of including range 6.4 Advantages of the LOB Approach
estimates is to decrease the median miss distances for the 1. There are no hop or E, ambiguities.

area covered by a factor of 5, The inclusion of a third DF 2. Especially for long-range transmitters, when the

station (DF3) has little effect. The largest errors occur uncertainty in range estimates can become quite large

generally in the south-east and north-west of the area compared to the effects of a typical bearing error, the

being monitored, with a local increase in error near the OF network approach is able to provide more accurate

stations themselves. The DF stations are located position estimates than the SSL approach. [However this

approximately at the middle of each section of the table. superior accuracy is predicated on a reasonable geometry

The accuracy advantage offered by the use of range and on more than one DF site being able to hear the
estimates reaches a factor of 10 or more in the south-west transmitter.)
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6.5 Disadvantages of the LOB Approach 7. CONCLUSION - THE OPTIMUM SOLUTION
1. Increased costs. Although each site may be cheaper

than an SSL site, more sites are required. This brings with Generally speaking, the SSL approach is the only one
it all of the features arising from having to maintain more possible for Short-range targets, or when only one DF site
than one site - assuming that conditions are such that can hear the transmitter: the SSL and LOB approaches
more than one suitable site is available in the first place, should be about equally accurate for medium-range
2. The need for network communications. An LOB site targets; and the LOB approach should be more accurate

cannot work alone, and all results rely on the exchange of for long-range targets, especially for multi-hop circuits.
information around the network. This information will However in this last case, the low productivities become
include such things as the frequency and modulation of an important issue.
the torget t ansrmitter. -ny identi,'ng informatio,, and the
LOBs observed from each site which can hear the It does not take much thought to recognize that the
transmitter. optimum solution is to have all existing HF-DF networks
3. By themselves, LOBs are completely useless for short- upgraded to HF-SSL networks. Any new networks (of one
range targets, since they are so heavily affected by the or more sites) Should be made SSL networks
local ionospheric tilts. automatically, with the appropriate number and locations
4. The productivity of a network can be very low, of the nodes being determined by simulation, in
especially when 3 or 4-site fixes are required. conjunction with extraneous constraints. The LOB and SSL
5. The approach needs favorable geometries, preferably approaches would then nicely complement each other.

with the LOBs cutting at right angles. When all available
LOBs are similar, such as when the available baseline is A network of SSL sites can not only perform all the
short compared to the area being monitored, very large standard functions of an LOB network, but also offers the

errors are likely [unless estimates of the ranges are also advantages of being able to work short-range transmitters,
available], of offering higher productivities, and of being able to

provide a solution when only one DF site can hear a
6.6 Some Remedies transmitter. Networks of SSL sites are also more stable
Provided a reasonable geometry is available, the main against loss of a member than are networks of LOB sites.
problem with the LOB approach is that of productivity. Put In fact, one SSL site can in many situations work more
simply, the LOB approach requires that the freauency of targets than two or three LOB sites.
the target transmitter lies between the LUF and MUF for
the circuits to all DF sites. If the frequency is too high on 8. REFERENCES
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DISCUSSION

P. GEORGE
I have a difficulty with your table of median values of search areas and - distances for network D. 1 agree that operational
experience shows that SSL at each site increases the productivity. However. operational experience of more than 30 years also
shows that inclusion of range estimates degrades the line of bearing position estimates by introducing greater variance. My question
is "what range accuracy have you assumed in calculating the table?" I agree with respect to productivity but have serious trouble
with accuracy. You need to look at this table.

AUTHOR'S REPLY
I agree that the inclusion of range estimates will degrade a fix for long-range targets. However, for the simulations, I used range
errors which did not exceed 10% of range. For medium-range circuits, for which a 10% range error is reasonable, an SSL fix is just
as accurate as a two-station LOB cut. The ellipses in this case are nearly circular.

C. GOUTELARD
La localisation par mesure d'azimut prdsente un avantage sur la localisasion SSL en guerre Electromque. II est en effet plus difficile
pour un imetteur ennemi de brouiller simultan~ment plusieurs sites de reception. II rencontre en effet la meme difficulti que vous
en ce qui conceme la propagation ionosphirique. Ne pensez-vous donc pas que ceci soit un argument supkimentaire pour conserver
les deux syst~mes dans les projets strat6giques?
In electronic warfare, azimuth measurement has an advantage over SSL localization. It is in fact more difficult for an enemy
emitter to simultaneouslv jam several receiving sites. Actually. the enemy emitter encounters the same problems with ionosphere
propagation as you do. Don't you think that this could be an additional point in favor of keeping both svstems in strategic
projects?

AUTHOR'S REPLY
You are quite correct. It is much harder for a transmitting site to avoid beiig intercepted by two sites than by one site. so two DF
sites are clearly better than one. A judicious choice of operating frequency can in fact make things hard for a single SSL system to
provide an accurate position estimate.

LEROUX
Comment, pour un site faible, discriminez-vous une onde de sol d'une onde ionosphirique tr~s kloign•e?
For a low elevation angle, can you discriminate a ground wave from a sky wave? In one case D0<70 km. in the other D>1000 km.

AUTHOR'S REPLY
A skywave and groundwave can often be differentiated by an operator because of the fading which exists on the skywave. It may
also be possible to distinguish between them using the qur' .y factors ascribed to each angle of arrival measurement.

R. ROSE
I agree with your general comments about SSL and their shortcomings. However, on a global basis, my experience with
BULLSEYE shows that you need as many sites as possible. In limited areas, such as designing a net to cover Australia. netted SSL
may be appropriate. On a global basis, netted azimuth-only systems with large wide aperature antennas are more appropriate.

AUTHOR'S REPLY
The point I make in my paper is that large wide-aperature systems are becoming less available in the current era. I also find it hard
to believe that the world-wide nets do not suffer from low productivities.



HIGH RESOLUTION SAMPLED APERTURE ARRAY DIRECTION FINDING AT Hr

T.N.R. Coyne
Defence Research Establishment Ottawa

Ottawa, Ontario, KiA 0Z4
CANADA

SUMMARY Sampled Aperture Receiving Array (SARA) was
developed near Ottawa. This was used in
conjunction with a portable beacon trans-

A simple parametric target model fitting mitter operated at various sites in Canada
algorithm, to give a least squares fit to and the USA to study bearing errors on a
the observed in-phase and quadrature data wide range of propagation paths. A detailed
across a linear sampled aperture array, is description of this instrumentation has
outlined. The performance of this bencriven by Ris instrument eion 1).
algorithm with various simulated signals been given by Rice and Winacott (Ref. 1).
and noise levels is presented. In
particular, it is shown that this approach The principal mode of experimental
is quite robust in the presence of noise. operation and analysis was to transmit a
The algorithm was developed for the signal that would allow the separation of

analysis of data obtained on a large HF multiple ionospheric paths (if present).
sampled aperture receiving array operated Measurement of the direction of arrival of

near Ottawa. An example of this analysis individual paths could then be made hy a
is given. In this instance a long range spatial Fourier analysis, or more commonly,

signal exhibiting typical ionospheric by a least squares straight line fitting to

fading (on individual array elements) is the observed phase variation across the

shown to be resolvable into three stable, array (Ref. 2). Path separation was
achieved by exploiting either range orcoherent components spread over a 2.5* arc. Doppler variations. In the former case by

LIST OF PRINCIPAL SYMBOLS using a swept frequency CW signal, and in
the latte-, by a CW signal with dwell times

s suffix denoting array element, -w<s<w long enough to permit resolution.

t suffix denoting incident wave, l<t<v A variety of algorithms giving angular (or
in a more general sense spectral)

A wavelength resolution superior to that achieved by
conventional Fourier-based analysis, have

d element spacing appeared in recent years. Perhaps the best
known of these is the MUSIC algorithm (Ref.
3). Several comparative performance

D element spacing in radians, i.e. 2nd/A studies and reviews of these techniques
a, incident wave amplitude have been published (see, for example, Ref.

4 and Ref. 5). Of the various algorithms
the Parametric Target Model Fitting (PTMF)

ft incident wave phase, at centre element a Pp rach tappe ars el suie d to HFDFapproach appears well suited to HFDF

at incident wave direction of arrival, requirements because of its ability to
measured from boresite handle correlated targets, a requirement if

ionospheric path separation is to be

Ps•, qs,t in-phase and quadrature achieved on general signals when recourse
components of incident wave to other methods, such as mentioned
t at element s previously, cannot be made.

P Q, observed in-phase and During the experimental lifetime of the

quadrature components at Canadian HFDF programme, very little effort

element s was directed toward the application and
evaluation of these "superresolution"
techniques, as they were only attractingA,, Ba observed amplitude and phase serious attention near the end of the

at element s
programme. Since that time, however, the

(0 initial point for Taylor's expansion development and testing of an analysis
algorithm based on the PTMF approach has
been carried out. This method, referred to

1. INTRODUCTION here as the Least Squares Fit (LSF)
algorithm, gives the set of incident plane

Between 1969 and 1980 the Communications waves that provides a match, in a least
Research Centre, sponsored by the Canadian squares sense, to a (single) set of in-
Department of National Defence, operated an phase and quadrature data across a sampled
extensive High Frequency Direction Finding aperture array. Such a "snap-shot" will be
(HFDF) research programme. The objective referred to as a frame of data. This type
of this programme was to investigate and of analysis ir well suited to the important
evaluate the effects of the ionosphere on problem of direction finding on very short
OF accuracy. To this end, an advanced duration signals.
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2. LEAST SQUAREs rIT ALGORITHM Substituting (2) and (3) into (1) gives a
second order error function that, around

Consider the linear array shown in Figure the starting point, approximates (I).
1. The in-phase and quadrature components Doing a standard least squares analysis
of incident wave t at element s are: (i.e. equating the partial differentials

with respect to each of the delta wave
,, a sin(t: ÷ sfsin ) variables to zero) on this approximate

error function, yiclds the set of equations

s. - a, cos(P - sDsin a•)

In general, there is no solution for the 3v M'M x = Mv (4)
wave variables that will provide a match to
the 2(2w+l) observed phase and quadrature where
components since:

2(2w+l) > 3v . op - 35.,

Therefore a solution is sort that provides - q

a match in a least squares sense, i.e., one
that min'mises the error:I

FRR - wE "I ý1 t El P..j j () k'

This expression is not a simple second I? - (P
order function of the wave variables and a ! -
direct least squares analysis cannot be
performed. An iterative procedure, in V6aV

which a starting point in the wave variable1 (q6-
space is chosen and progressively moved to X 6a' V -

the point of minimum error, must be
employed. For the exploratory work
described in this paper, where performance V
not computational efficiency is at issue, Q, " )
the procedure outlined below has been L
utilized.

At a chosen starting point, Taylor's
expansion is used to form a limited linear The Gauss-Seidel iterative procedure is
relationship between the wave variables and then applied. This procedure is convergent
their phase and quadrature components. for simultaneous eqLdtions having a

positive definite matrix form, such as (4),
and, most importantly, the parent error

- .(-,j,÷ P,. ) ,..,). (2) function decreases monotonically with each
iteration (see, for example, Ref. 6). The
iterative procedure is allowed to continue
until the current iterative solution
reaches a boundary set by the accuracy of

q.. o,- - ,. i.,) (3) the Taylor's expansions. These expansions
and equation (4) are then re-evaluated at
this point and the iterative procedure is
restarted. This continues until a point is

where a, - (a,) + 8a, reached where the solution varies less than
• - (P3) . - ap some prescribed amount over a given number
a - (a 8a, of iterations, the required error minimum

is then considered to have been have been
reached.

In common with many problems of this type,
since the error function (1) is not a
simple second order function of the wave
variables it does not necessarily have a

•a single minimum. In general, a true minimum
"and a number of pseudo minima will exist.
"It is, therefore, necessary that the
starting point be chosen such that the

-w 3 -2 -1 // " iterative solution path will not encounter

L" 1 a pseudo minimum or it will hang up there.

/ To establish the starting point, a
conventional summed beam is formed from the
in-phase and quadrature data and swept over
the directions of interest. The amplitude
and phase of the summed beam, phased to

Fig. I. Linear array of (2w+l) elements point in the direction a, are given by:
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signals. This is illustrated in Figure 3
for three pairs of incident waves of equal

•e• A. sm,-) • ,Cos&..Y) amplitude, 120 directional separation andANs--l 00, 900, and 1800 phase differences. At
this angular separation the 0* waves are
unresolved, the 900 waves are just

SjAWB)) ( distinguishable as separate peaks and the
P54tsZI.A - TAJJ•" A. 0fla,.y) ~A. _,Co0(a,., (6) 180* waves are clearly resolved.

wheze A. - FP___

S, - TAN-` [P,., Q]
y - -sDain(a)

In practice - raised cosine weighting is 9 IO

incorporated in (5) and (6), this has been
omitted here for clarity. Amplitude, phase 9"

and direction of arrival starting points
are taken at directions where the swept
beam exhibits clear amplitude peaks. ,

(no
As well as the starting point(s), the
number of waves, v, in the solution must be
determined. A lower limit to the value of
v is the number of clear peaks determined
by the swept beam algorithm. However, if
incident waves are sufficiently close in
their direction of arrival as to be
unresolved by the swept beam, v may be
larger than this. It is then necessary to
progressively increase v above the lower -30 -20 -10 3 10 20 30
limit until the error function minimum does DIRECTION (deg)
not significantly decrease further. This
will be illustrated in the next section. 7

I %

3. LSF ALGORITHM PERFORMANCE

To demonstrate the characteristics and
performance of the LSF algorithm, a simple I "
linear ar-ay with 11 elements at a half- 5
wave spacing, is considered. This array
has an unweighted half-power beam width of
9.50 which increases to 120 when a raised

cosine weighting is applied. These beam D
patterns are shown in Figure 2. The 9L

resolution capability of this array under 13
the conventional swept beam analysis, (5)
and (6), is a function of both the relative o-
amplitudes and phases of the incident 2

5 7

1 1 -30 -20 -10 0 10 20 30
4- DIRECTION (deg)

1 t12I
SFig. 3. Amplitude (lower) and phase

I (upper) of the summed beam as a
function of direction for two
incident waves at +6* and -60,

2 with equal amplitudes and phase
differences as shown.

I I

/ /
/ The question of the range of starting

/ points for the LSF algorithm is not easily
.30 -20 -to 0 10 20 30 answered because the error, be~ng a

DIRECTION (deg) function of the 3v wave variables, is not
easily studied. The behaviour of the error

Fig. 2. Unweighted (broken line) and function for the simplest case, a single
weighted (solid line) beam incident wave is shown in Figure 4. Here
patterns of a linear array of the root normalized error, i.e.:
eleven, half-wave spaced
elements.
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is plotted as a function of two of the function is well behaved (i.e. does not
three variables (the third being set to its exhibit pseudo minima) and the proper
correct value). It can be seen that over a convergence of the iterative procedure is
range greatly in excess of the resolution assured.
of the swept beam analysis, the error For two or more incident waves the error is

a complex function of many variables and
its study is beyond the scope of this
paper. It can be show however, that,
whether or not the waves are resoived by
the- swept beam analysis, the starting
points taken from it are well within the
range of variable space where the error
function is well behaved.

i~i •'Like most deconvolution techniques the true
value of the algorithm lies in its

performance in the presence of noise. A
variety of evaluations involving the
simulating of both internal (receiver) and
external noise have been conducted. It is
outside the scope of this paper to document
these, however the simple simulations shown
in Figures 5 and 6 and Table I are judged
to be very typical. Here pairs of normally
distributed random numbers of the form:

P2 Kosin(Z7TJ) ~2o*

where

I,J = uniform random nu4mbers between 0 & 1

K = standard deviation

are added to each of the eleven in-phase
and quadrature pairs and the resultant
frame of data analyzed. Fifteen such
analyses have been carried out for each of
a number of single and double incident wave
scenarios and nominal noise levels. (Actual
noise levels produced by the random number
generator are shown in the figures.)
The effect of noise on the deduced phase
and direction of a single incident wave is
shown in Figure 5. It can be seen that on
an individual frame basis, an accuracy of
about one tenth of a beam width can be
achieved at a 10 dB signal to noise ratio.
If averaging across frames is introduced
then much higher accuracy is achieved.

Two incident waves with directional
separations of 50 and 20 are shown in
Figure 6. These waves have a 900 phase
difference and would be unresolved with
conventional beam forming (compare Figure
3). Comparison of Figures 5 (lower) and 6
(upper and middle), which aii have the same
noise level, shows a progressive decrease

Fig. 4. Root normalized error as a in the accuracy of the derived signals.
function of amplitude and phase This is attributable to the interaction of
(upper) and direction and phase the waves. As the incident waves come
(middle and lower) for a single closer, and become less well resolved, (4)
incident wave with:- becomes more ill-conditioned and so more

susceptible to noise. To achieve a tenth
a = 5.0 of a beam width resolution (on a single
S= 75.0- frame basis) about a 30 dB signal to noise

= 15.00 ratio is required.

In each case the third variable As incident waves can be untesolved under
has been set to its correct the swept beam analysis used to determine
value. In the lower figure noise the starting point, the number of waves
has been added to the in-phase that should be used in the LSF algorithm
and quadrature data to give a solution is uncertain. The correct number
9.34 dB signal-to-noise ratio. of waves can be determined from the
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residual error, i.e. the minimum error The solution has too many waves when the
observed at the solution point. The addition of another wave does not
residual roo,_ .3ormalized error for the significantly reduce the residual error.
various simu'ations described above and The solution in this case is generally not
some additional ones for waves with a erroneous, one or more of the waves simple
directional separation of 1* are shown in splits into two components with the same
Table 1. direction of arrival.

The first line of the of the table is the
rms in-phase and quadrature noise which is
equivalent to the residual error when no 70 160

waves are present (i.e. background noise). S-19.
The values in brackets are the residual
errors for single wave solutions to the two
wave simulations.

It can be seen that when the correct number .140

of waves is used in the solution the S -
residual error is about at the back ground S _c

noise level (actually slightly lower as the W _
solution to some extent "accommodates" the ( ) C1
noise). When too few waves are used in the
solution, the residual error is 30 -- - °-120

significantly higher. If the back ground
noise is sufficiently high as to mask this,
then in fact the noise is too nigh to allow
the waves to be resolved. For example, in
Table 1 the waves with 1* separation could t
not be resolved for the 9.34 or 19.34 dB 0 1 2 3 4 5 6 7
signal-to-noise ratio cases.

2 M 19.34 d6

0 0 4
SIN -9.34 d8

o 0

o.~C ____ _I___

I q 30- d 120

SOO 00

70 -0L

0 1 2 3 4 5 6 7

0 1 2 3 4 7, 10
DIRECTION (dog)

8L-rStN 29.34 CI

S .1934 d86

* ~ so-- .- 1
SI ] , I i 1% 0 r

-~ :- I -

-m _ - 0i , __ _ F__ _

__ -__[ 1.- Sl +--+ +2

] . i 0 1 2 DIREcTON (do)

3.3 3.4 3.5 3.6 3,7 3-0
DIRECTON (do) Fig. 6. Variations in derived phase and

direction of arrival for two
Fig. 5. Variations in derived phase and waves of equal amplitude and a

direction of arrival for a single 90o phase difference. Directional
wave with a signal-to-noise ratio separations are 5• (upper) and 20
of 9.34 dB (upper), and 19.34 dB (middle and lower). Signal-to-
(lower), noise ratios are as shown.



14-6

SIGNAL TO NOISE 9.34 dB 19.34 dB 29.34 dB 39.34 dB

WAVES

1.206 0.381 0.121 0.038 0

3.50 1.130 0.358 )

10 \ 60 0.328 o
(2.095) (2.084

2.50 \ 4.5- 1.042 0.329 0.104 0
F (1.380) (0.911) (0.860) (0.860)

30 \ 40 1.026 0.330 0.105 0.035 I J(1.188) (0.544) (0.440) (0.431) J (0.4 332)

TABLE 1. Residual root normalized error for various simulations.

N,,

4. APPLICATION TO HFDF

The SARA facility, developed in the 1968 to
1972 time frame by the Communications
Research Centre, lies some 15 km SW of
Ottawa on very flat unobstructed terrain. _

The array consists of two orthogonal arms. 6 -6 -4 2 4 2 4 6 '2
The long arm has 58 antenna element 6 - -1524M

positions (fo'ndation and cabling), a
central portion of 32 positions at a ,
spacing of 7.62 meters (25 ft), one
position at 13.81 meters (50 ft) off each sr.
end of the central portion, and 12
positions at 38.10 meters (125 ft) outside
these. The short arm has 32 positions
similar to the central portion of the long
arm. For the reception of obliquely-
propagated signals elevated feed monopoles Fig. 7. Element layout of SARA facility.
are used, however these may be replaced by
loops for the reception of near vertical
incident signals. To minimise distortion
of the incident wave field all the Frames of in-phase and quadrature data from
instrumentation and support facilities are the 58 receivers were recorded approxi-
housed in an underground laboratory located mately every 78 msec and the analysis of
beneath the ground screen near the junction some 225 consecutive frames over about 18
of the two arms of the array. A complete sec is described here. The signal ampli-
description of the facility is contained in tude recorded on three individual elements
Ref. 1. of the array is shown in Figure 8. These

show typical fading patterns which are
For detailed analysis in this paper a short delayed relative to each other in the
section of 21.88 Mhz CW data was selected. manner of ionospheric "drift" data.
This was recorded during cooperative exper-
iments with the Naval Ocean Systems Centre Application of the LSF algorithm, to data
(NOSC), when the beacon transmitter was from the long arm of the array, shows the
located near San Antonio, Texas, giving a incident signal can be clearly resolved
range of 2350 miles and a bearing of 6.70* into three components with amplitude, phase
off the long array bore site. For these variation and direction of arrival as shown
experiments only half the central antenna on Figure 9. In performing this analysis a
positions were populated, giving the 58 measure of automation was introduced, in so
element lay out shown in Figure 7. At far as the solution for one frame of data
21.88 MHz the spacing of the closest was used as the starting point for the
elements (central section) is just over one next. Only on the first frame of data was
wavelength and spurious side lobes (or the swept beam analysis used. It can be
directional ambiguities) exist. However seen that the three components or iono-
the closest of these are approximately 210 spheric paths are quite stable. The
off the main beam and are not a problem directions of arrival show little flucta-
when data from a known source is under ation, the cumulative phase variations are
study. A more positive aspect of this approximately linear (corresponding to
large element spacing, is that mutual constant Doppler shifts), and the ampli-
coupling, ignored on this study, will be tudes show nothing of the deep interference
significantly reduced, fades that occur when the components are

not separated as in Figure 8.
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Fig. 8. Amplitude variation observed on individual elements.
The variation on element 5 is delayed rouqhl' I 5ec
relative to element -3 and 4 sec relative to eienent
-15.

The analysis of this data by wavefront
testing, when the components are first
separated by an FFT analysis of the Doppler
shifts, has also been carried out. The
analysis was over 20 sec (256 frames)
gi-ing a Doppler resolution of 0.05 Hz.
Three large, and a rumber of smaller
Doppler peaks, were observed. •h
characteristics of the three principal
peaks, which showed good phase front
linearity, are given in Table 2. The
agreement with the LSF algorithm is quite
good.

DOPPLER DOPPLER AMPLITUDE DIRECTION
PEAK SHIFT I".

(Hz) (uV) (Deg)

1 -0.05 1.20 - 7.1I
2 0.15 0.47 -5.5

3 0.30 0.43 -4.5

TABLE 2. Amplitude and direction of
arrival of the three principal ----...

Doppler peaks.

The LSF algorithm may be regarded as a
deconvolution procedure, providing a
direction of arrival resolution superior to
that of the basic instrument, as
represented by the swept beam analysis. A
good visual evaluation of the LSF algorithm
performance is obtained by comparing tie
swept beam analysis on the observed in-
phase and quad-ature data to that on the
in-phase and quadrature components
calculated from the LSF algorithm solution.
This is shown for data frames 31 and 136 in Fig. 10. Summed beam amplitude and phase
Figure 10. The weighted beam width is as a function of direction from
about 0.950, so that while component 1 is the observed in-phase and
always clearly resolved under the swept quadrature data (solid lines) and
beam analysis, components 2 and 3 are that derived from the LSr
generally not (as in frame 31). They are, algorithm solutions (broken
however, clearly resolved under the LSF lines), for frames 31 (upper) dnd
algorithm. 136 (lower).
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Fig. 9. Variation in amplitude (upper), phase (middle) and
direction of arrival (lower) of the three components of
the incident signal.

ACKNOWLEDGEMENTS 3. Schmidt, R.O., "Multiple Emitter
Location and Signal Parameter

Mr. B.W. Lisson conducted the SARA Estimation", IEEE Trans., AP-34, pp.
experimental work. Mr. E.L. Winacott 278-280, 1986 (reprint of RADC
carried out the basic data reduction and Spectrum Estimation Workshop, October
Doppler analysis. Their assistance is 1979).
gratefully acknowledged.

4. Nickel, U., "Angular Superresolution
with Phased Array Radar: a Review of
Algorithms and Operational
Constraints", IEE Proceedings, Vol.

REFERENCES 134, Pt.F, No.1, pp. 53-59, 1987.

5. Barabell, A.J., J. Capon, D.F. DeLong,
I. Rice, D.W. and E.L. Winacott, "A K.D. Senne and J.R. Johnson, "Perform-

Sampling Array for HF Direction ance Comparison of Superresolution
Finding Research", Communications Array Processing Algorithms", Project
Research Centre Report No. 1310, Report TST-72, Lincoln Laboratory,
Ottawa, Canada, November 1977. Massachusetts Institute of Technology,

2. Rice, D.W., "HF Direction Finding by May 1984.

Wavefront Testing", Communications 6. Bodewig, E., "Matrix Calculus", North-
Research Centre Report No. 1333, Holland Publishing Company, Amsterdam,
Ottawa, Canada, March 1980. pp. 125-142, 1956.



I5-i

Detection of Active Emitters using Triangulation and Trilateration Techniques:

Theory and Practice

A.M.Dean

GEC-Marconi Research Centre
West Hanningfield Road

Great Baddow

Chelmsford

Essex

CM2 8HN

ENGLAND

1 SUMMARY 2 INTRODUCTION

Recent conflicts have highlighted the benefits of We shall not attempt to discuss Passive Detection
"soft-kill" electronic warfare (stand off. escort and comprehensively in a single paper. Here we shall
self screening jamming), during intrusion into areas consider only the special case of Passive Jammer
protected by Air Defence (AD) radar networks. These Location relating to airborne jammers in the Air
conflicts have highlighted the need to protect and Defence radar bands. Underlying this is the need to
supplement the Recognised Air Picture (RAP) with maintain a reliable and up-to-date Recognised Air
the ability to locate and track the intruding jammers. Picture in order to commit defence resources
This paper describes a demonstrator Passive Jammer efficiently. To allow sufficient response time, AD
Location (PJL) system, and some of the theory radar networks must have a medium/long range
behind it, currently under development at the detection capabili.y "-d must maintain surveillance
Marconi Research Centre. over large volumes of airspace containing many

aircraft. This type of capability is vulnerable toThe two basic geometrical techniques for locating jamig, for reasons well known to students of the
unknown emitters, usually termed triangulation and jaMm r reason w
trilateration, are identified. The main problems Radar Equation.
associated with triangulation techniques, those of In contrast to predominantly "one on one"
target ghosts and ghost resolution in denser scenarios, interactions between short range defence systems and
are discussed and trilateration processing using their targets, jamming in AD radar networks typically
correlation offered as a solution. involves many jammers. These will almost certainly

The main feature of an operational PJL system is include distant but very powerful Stand-Off Jammers

noted as being the need to positively resolve jammer (SOJs) attempting to dazzle the forward view of any
positedions g to e sub-beam ao acysiny densoe jammig AD radar within range. Groups of intruding hostilepositions, to subibean accuracy, in dense Jamming aircraft will carry sophisticated, agile jamming
scenarios. This includes horizon -and th ' aget equipments which they will use when their on-board
appearing over the radar horizon and the agile Radar Warning Receivers (RWRs) detect
sophisticated jammer. In addition a number of other illumination by defence radars. To maintain the RAPfeatures are identified which would be desirable in the AD network must find, resolve and track such
any future NATO PIL system. intrusions against the competing SOJ background.

Over a number of years the UK MoD and Also, if the network can report individual SOJ plots
GEC-Marconi have undertaken a number of studies this opens the way to countering them by either
relating to PJL architectures and data processing physical or electronic means.
techniques. In 1991 these studies led to the Air
Defence Emitter Location Equipment (ADELE) 3 TRIANGULATION USING JAMMING
Technology Demonstrator. The objectives of the STROBES
ADELE programme are to demonstrate that the To be effective, jamming must be received at good
requirements of a PJL system can be met at a price strength by its victim radars. AD radars are normally
affordable by AD system procurers. Additionally to fitted with means of determining the directions from
confirm that the new PJL data processing techniques, which strong jamming signals are being received and
developed during these previous studies, perform as tse angular strobe reports, when combined from
predicted during live t . radars at different sites in the defence network, can be

The paper discusses the main hardware and software triangulated to frind intersection points defining
modules making up the ADELE demonstrator jammer locations within the surveyed airspace.
including: the multibeam antenna, the resistive matrix A del ised roblem dissed in detail in
beamformer, the PJL multi-channel signal sampling dwiely-re[ognis proat discu ectin d e
hardware, radar interfaces and synchronisation, signal the literature [1], is that strobe inr tions are
and data processing, display and recording and ambiguous. If each of two separated radars reports,
simulation resources, say, 10 different strobe headings these could define
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up to 100 different intersection points when radiate irregular overlapping emissions which cannot
triangulated. At best, not more than 10 of these can be resolved by tuning or by normal ESM techniques,
be genuine (but which?); at worst, in a low-elevation in either the time or freqnuency domain.
scenario typical of medium-range AD surveillance, Five features am essential for effective PIL in air
none need bc anuine since there could be 20
jammers, none simultaneously visible to boti radars defence radar networks:
This problem is shown pictorially in Fig=re 1 for 3 (i) Positive resolution of multiple jamming
jammers. It can be seen that for n jammers, given sources and strobes.
idea] mutual visibility, n*n intersections are produced ( P matching of jamming strobes received
of which n(n-l) are ghosts. at different siteis.

a(iii) Sub-beam plot accuracy for jamming sources.
\ / (iv) "Single-shot" detection and plotting of

a a OMfleetingly-observed jammers.

/ NN/(v) A sensor architectuire and management system
, / able to "catch" brief, agile emissions
/ o "in-beam" at two sites.

a Before presenting solutions to the problems we have
posed, we must consider what other attributes are
needed in a PJL system. While not all of these
attributes are individually essential, taken together
they exert a poweiful influence in shaping PJIL

F9 I JAMMER RESOLUTION BY TRINGULATION architecture and managemenL Without attempting to
,, be comprehensive we can list:

In practice, not all 100 intersections would be (vi) Automatic operation without skilled operators.

plausible and a number of logical and procedural tests (vii) Flexible compatibility with existing AD radars
can be applied to reduce the number of ghost in the NATO inventory.
locations. Jammer tracks can be tested for plausible (viii) No compromise to the operating autonomy of
speeds and manoeuvres and locations can be tested individual network radars.
for consistent heights and existence in real space.
These tests demand accurate strobe angle and angle (ix) PJL reporting compatible with existing radar
rate reports both in azimuth and elevation. net reporting.
Unfortunately, in a typical low-level AD scenario all (x) PIL mobility at least matching that of the
sources (both SOJs and intruders) will normally be radars being supported.
seen close to the horizon where elevation is not a
useful discriminant and where angular measurements (xi) Data links between sites to be simple, reliable,
tend to be corrupted by multipath. easily provided.
Angular accuracy is easily corrupted in other ways (xii) Covert deployment and operation; PIL support
too. Even the simplest type of angular interpolation, not discernible by intercept.
where the receiving beam scans steadily through an (xiii) Total PJL system costs only a small fraction of
isolated source heading, relies on an assumption that the radar network cost.
the source strength remains steady. With agile,
responsive jammers no such assumption can be made. And possibly,
In practice more advanced techniques, such as (xiv) A simultaneous Active-Bistatic radar support
super-resolution 12,31 may be applied but these also mode.
depend on unsafe assumptions such as point sources,
etc. These difficulties are magnified whet, groups of None of these attributes will be contentious except
jammers are seen against an undifferentiated SOJ perhaps the last, which therefore requires some
background: angular measurements are blurred and it comment. Active-bistatic radar, using a receiver
becomes difficult to separate or even count strobes, distant from the transmitter, has long been known but

has been little used in recent times because it isSimple strobe triangulation is thus of limited value usually not a cost-effective alternative to a monostatic
against realistic jamming threats to AD networks. Its radar of comparable power and antenna size.
performance can be extended by applying advanced However, bistatic reception by a distant receiver in
techniques (some of which are relatively costly) but, addition to normal monostatic operation can provide
even so, it is likely to fail in the cases where it is important system performance enhancements [6] in
needed most. Where RAP maintenance is vital, stressful scenarios. The point of interest here is that
triangulation is inadequate and a more powerful PJL PJL support, whether by triangulation or otherwise,
technique must be used exploits bistatic or multistatic dimensions within a

radar network. A P1L system which can exploit these
4 REQUIREMENTS FOR EFFECTIVE PJL actively as well as passively has more to offer than
The ability to distinguish between jamming emissions one which cannot. Where this is done simultaneously
from different sources underlies all aspects of pJL using the same equipment, the additional cost can be
performnce. Achieving this is difficult because very small.
jamming emissions are designed not to convey
information but to deny iL Cooperating jammers may
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5 SOLUTIONS FOR EFFECTIVE PJL A problem is immediately apparent, since a narrow

To satisfy the main requirements, noted above, PSR beam cannot cover a generous sector of view in

special resolution techniqins are required. such as the way we have assumed. Different solutions to this

cross-correlation (4,5M of signals received at different problem define alternative system architectures. Here

sites. Correlation can provide a high-resolution can only discuss two of these. both of

hyperbolic range coordinate for each jamming source, considerable practical performance.
allowing sub-beam plot accuracy by trilateration. The first solution is to scan the PSR beam rapidly
When this hyperbolic range is combined with the across a chosen sector of coverage during each dwell
angular data provided by triangulation processing an period of the cooperating radar. [4] This solution
accurate jammer position is identified. In practice limits- the maximum length of jamming samples
correlation must be supported by the fullest use of captured from a particular target location, and
conventional resources including narrow, requires a more dedicated degree of cooperative
hi;h-quality sensor beams and good antenna sidelobe linkage than would ideally be desired. However, the
rejection (4]. Such requirements would make efficient scheme is entirely practical and can be engineered to
PJL unaffordable were it not for the fact that most give good results.
AD radars already have antennas with suitable A even more powerful solution is to divide a
narrow-beam characteristics. Affordable radar-band generous poverage sector into an aPJL must therefore exploit the antennas of the radiars generous PSR coverage sector into an appropriate
it msuport tefexnumber of simultaneous narrow sub-beams by using a
iL supports. modem beamforming technology of which we shall
Efficient PJL support within an AD radar network have more to say presently. When engineered to have
requires a Passive Support Receiver (PSR) in addition appropriate bandwidth and frequency agility, this
to the network radars themselves. A well designed solution imposes little or no restriction on capture
PSR can support several radars simultaneously, timing or on other aspects of cooperative linkage,
provided of course that each radar has some useful which makes it easier for the PSR to support different
field of view overlapping that of the PSR. A types of AD radar together on the same network.
multi-beam PSR supporting two AD monostatic Further, this type of PSR can more readily give
radars is snown in Figure 2. Within regions of simultaneous active-bistatic radar support since its
overlap PJL support can meet all essential synchronisation requirements for PJL and for
requirements and can have as many of the other active-bistatic support modes are essentially the
attributes we have listed as the designer sees fit to same.
provide.

6 THE ADELE UK DEMONSTRATOR

Although the principles behind efficient PJL are well
established, advances in technology allow these

,J J J J principles to be implemented in new ways, giving

ioJe better performance at reduced cost. As the form of
J J modem AD networks responds to changes in world
Ssecurity, PJL support remains as vital as ever but it

must be more flexible. Effective support cannot be
PAW limited to the major quasi-static radars of national

defence networks but must be free to follow current
and future radars wherever they may be called to

PADAR S*UPP RECENER serve. Meanwhile, jammer technology continues to
evolve; PJL systems must have performance margins

Fig 2. PASSIVE SUPPORT OF TWO AD RADARS and growth potential to counter threat developments
____which cannot yet be foreseen.

With considerations such as these in mind, the
To capture the matching jammer excerpts the PSR is Defence Research Agency, in cooperation with
managed so that it follows not the unknown jammers GEC-Marconi and in consultation with NATO
but its cooperating radar partners. The PSR turns its through SHAPE Technical Centre, have initiated the
relatively broad sector of coverage in the general ADELE PIL Technology Demonstrator Programme.
direction currently being illuminated by a radar
requiring support and controls its tuning and capture The aim of the ADELE programme is to demonstrate:
timing to coincide with that of the radar. What the 0 That all features and requirements relevant to the
radar captures, perhaps unexpectedly, the PSR will passive support of AD radar networks can be
also have captured automatically, so the two can be combined into a compact PSR unit which can be
cross-matched. Provided only fairly short jamming deployed as required.
samples need to be captured by each partner, the
radar can maintain its autonomy in respect of scan 0 That new performance goals, based on advanced
patterns, operating modes and frequency schedules as types of processing, are achieved in practice
long as it can provide information so that the PSR can under realistic trials conditions.
follow it. For the same reason an agile PSR can o That effective passive support can be provided at
support more than one radar simultaneously by affordable cost.
interleaving capture timing.
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The ADELE Demonstrator is based on the BEARS
multibeam antenna developed cooperatively by ix
GEC-Marconi and UK MoD(PE). The BEARS. ,2-r __
antenna, currently sited at the GEC-Marconi
Research Centre near Chelmsford, UK, has already O C"ROEWC

been demonstrated giving active-bistatic support to A S-ION ....... s.1WA•ff
the MoD BYSON experimental AD radar sited at the I0--# I W:,,C4E It WTMMX

Defence Research Agency, Great Malvern, some 200 C."D

km distant This work has been reported elsewhere
[6,71. The ADELE programme complements this by
demonstrating the sane antenna performing a PJL P ,CEMoR
support role.ro

Initial local PJL trials using this antenna were
successfully completed in the late Summer of 1991 Fig 4, ADELE RADAR INTERFACE UNIT: BLCK DIAGRAM
and the equipment is currently being prepared for
larger scale trials later this year in which the antenna
will be linked to a radar sited about 10 km away. 7.1 Antenna Architecture
Substantive UK trials over long baselines are The antenna must form narrow radar-quality beams
scheduled to take place during 1993/94 and a 250 kmn but must be compact and covert. There is no
International Trials linkage spanning the North Sea is transmitter so an efficient receive-only antenna
provisionally planned for 1994. architecture can be used. The BEARS antenna is a

flat phased array composed of thin vertical "planks"
7 THE KEY TECHNOLOGIES populated with Woloszczuk slot dipoles [8). Each
In the remainder of the paper we will look briefly at plank carries its own triplate vertical distribution and
some of the key modern technologies lying at the its own hybrid receiver front end module. The very
heart of the ADELE PJL demonstrator. Leaving aside modest front-to-back depth makes it easy to mount
one or two aspects which we cannot discuss, these the planar assembly conformally in the side of a small
are: motor van or transport container.

0 The BEARS antenna architecture. The vertical distribution defines the elevation beam
pattern. For use in medium to long range AD

0 The simultaneous multiple beamformer. networks the elevation pattern peaks just above the

o Multi-channel signal sample recording. horizon and tapers off at higher angles. The azimuth
pattern ir determined by the number of planks used,

0 Interfaces with cooperating radars, and by the azimuth beamformer which is quite
0 Synchronisation between sites. separate. The BEARS antenna normally uses 32 of

the 36 planks installed. This gives about 2.5 sqm of
0 Signal and data processing. aperture, which is sufficient for reasonable

0 Display and recording. active-bistatic radar sensitivity, and allows 4-degree
azimuth beams to be formed in the 3 GHz radar band.

o Simulation resources. The number of planks installed and used could be
Figures 3 and 4 show block diagrams of the PSR varied to suit space and performance requirements.
Signal Capture and ADELE demonstrator Radar An operational version of the BEARS antenna might
Interface Units respectively, well have more than 36 planks installed.

20 PSA BEAM IPUTS 7.2 Multiple Beamforming
LORA N[CRI'-EIVC]RSince the PSR has no transmitter, and since the

receiver noise figure is determined by the front-end
ITERFCE ,SYDCW OISATION SYON.HAIONI TXzN modules in each plank, there is no penalty for

I IEC•--Dl U'rNIT' Ec' I RD implementing beamforming at intermediate
frequency. Alternative analogue or digital

S... us ,beamforming technologies can be used.
TAPEr simultaneously if necessary. For example, PIL and

PWXESORANDactive-bistatic reception can be performed
MM SC simultaneously using different beam patterns. HereSITECPU 313TORAGE.

s4M CARD I u suNVYWORKsTAT we shall describe only the multibearn arrangements
normally used for PJL operation, although other
options, including an adaptive beamformer, are in

FIg 3. ADELE PSR SIGNAL CAPTURE: BLOCK DIAGRAM fact installed.

The BEARS PJL IF beamformer, shown in block
diagram form in Figure 5, operates at 60 MHz centre
frequency and consists of a film-technology resistive
matrix having 32 plank inputs and 20 simultaneous
beam outputs. The fan of 20 azimuth beams is
designed to cover a 90-degree sector at mid-band, but
any other number of beams, or pattern, could be
generated by adapting the resistive matrix
appropriately.
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Capture of jamming signal samples from a
32 VEX . FLU"M,,,.8•,, cooperating radar can be implemented at RF, IF or

Y •• yyyyyy Ybaseband video according to the beamforming and
receiving channel architecture used by the radar. For

LO tthe Demonstrator this is done at RF and IF. by
providing a duplicate BEARS-type receiver front end

Zil{ i TS0Wf-W' l Imodule coupled to an appropriate radar beam p.z~r

AZ IA FOR, OR-R: RE:8nTRP V and by providing a duplicate IF signal capture A/ID
interface card within the interface uniL The unit also
receives 12-bit azimuth data from the radar which it

20 0 ,,,*,T, ,MULTMEOUS OW.,, relays to the PSR, together with timing information.

7.5 Synchronisation
Fo g.5 MULTIPLE SEAM iUIG Provided jamming signal excerpts captured at

different sites overlap in time sufficiently to allow
them to be cross-processed, exactly simultaneous

The beamformer supports an instantaneous signal capture is not essential. However, very accurate
bandwidth in excess of 20 MHz, which is more than knowledge of the relative timing is necessary in order
sufficient to match the bandwidth of captured to extract accurate range information for any targets
jamming samples relayed from cooperating radars. which may be found. This applies both to PJL and to
Adjustment of the receiver local oscillator (LO) active-bistatic radar detections.
frequency, which is common to all the receiver front
ends, tunes reception to any desired frequency within The requirement is met by having accurately
the design range of the aperture, without affecting synchronised clocks at each site. Recorded jamming
operation of the beamformer. The system is designed excerpts are time-tagged at each site so that when
so that agile control of the LO will allow the PSR to subsequently cross-processed their relative timing is
follow frequency-agile radars. known to the accuracy required for plot reports. The

compact atomic clocks need to be resynchronised
7.3 Multi-Channel Signal Capture only at infrequent intervals. The ADELE

Demonstrator uses Loran C equipment for thisJamming samples received in the 20 BEARS beams proe
must be captured together if all are to overlap in time rpose.
with a sample relayed from a cooperating radar. 7.6 Signal and Data Processing
Capture must, of course, be implcmented in real time,
whereas temporary storage ot signal samples and A multibearn PSR having good instantaneous
cross-processing are most economically implemented bandwidth can capture a great deal of signal data
by a digital system able to deal with beams serially which must be sifted and processed or discarded
rather than all together. In the Demonstrator the real while still fresh. The only economic approach is to
time/machine time gap has been bridged by providing use industry-standard digital processing hardware for
a special analogue/digital interface card for each all signal and data handling subsequent to the special
beam channel in which signal samples are to be A/D channel interface cards we have already
captured. mentioned. The exclusive use of standard digital

hardware distinguishes the ADELE PJL system from
The inputs to these cards connect directly to fth its predecessors and is one of the features which the
beamformer outputs of the BEARS antenna, at 60 Demonstrator programme seeks to assess.
MHz IF, and each card carries out all the signal
conditioning required to prepare digitised baseband An advantage of non-dedicated hardware is that it can
signals for capture. Operation is continuous but when support alternative and adaptive forms of processing.
gated by a synchronised signal capture command For the Demonstrator it means that alternative
pulse, each card "freezes" a suitable length of signal processing strategies and algorithms can be tested and
excerpt in its digital memory. These excerpts are then the results critically compared. This requirement is
downloaded serially into the digital processing reflected in the processing resources provided for the
system. ADELE Demonstrator.

The Demonstrator processing architecture is designed
7.4 Radar Interfaces so that all captured signal samples, in all beams, can
Signal excerpt samples, beam heading, timing be recorded and stored for repeated replay through
information, and other data must be extracted from alternative processing. Although this would not be a
cooperating radars and relayed to the PSR. For feature of an operational PJL system, for an
experimental ADELE trials it is also necessary to experimental Demonstrator it has several advantages.
relay certain control and diagnostic data not needed Firstly, it enables the maximum possible value to be
in an operational system. A special interface unit is obtained from signal samples captured during
provided in order to equip existing AD radars to multiple-jammer trials and Air Defence exercises
provide samples and data in the form required. This is which, for obvious reasons, cannot be repeated at will
coupled to a cooperating radar and to an intersite link. to suit processing experiments. Secondly, hecause it
For the Demonstrator trials this link will normally be is not essential to complete the processing sequence
national or international telephone lines, in real time, it allows existing shared processing

resources to be exploited. F;nally, it permits
diagnostic intrusions into the processing sequence in
order to analyse the efficiency of algorithms in as
much detail as may prove necessary.
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The interface unit fitted to the cooperating radar uses interface between storage and processing therefore
a Force CPU 33-ZB single-board computer card purges and reformats the stored data. These facilities
coupled to a Motorola Codex 3385 modem. relate to the experimental status of the Demonstrator
Associated with the 68030/25MHz CPU are 4MB of and will be absent in an operational version which
RAM, two serial /0 channels, timers, and a real-time will process 'r discard all signals within a few
clock. The modem communicates at up to 19.2 seconds of capuire.
kbaud, which is sufficiem to relay captured jamming The suite of PJL detection processing and plot
strobe samples but not for the real-time relay of extraction algorithms is designed to run in any type of
signals received at all beam headings when recording general-purpose processing hardware. During the
for subsequent replay. Two operating modes are general-ptrphse processing intheefoe povied In"reordng"moe al cpruel development phase, detection processing is
therefore provided. In "recording" mode all capoton performed on a general-purpose multiple-user
signals are stored in full for a limited observationworkstations installed at the
period, and then relayed. In "real-time" mode only GEC-Marconi Research Laboratories.
"important" captured signal sanmples are relayed, as in
real life, but continuous operation can be maintained In its present form the PJL detection processing suite
for extended periods, is generously equipped with subroutines which

A similar single-board computer and modem ae used provide diagnostic data outputs for analysing the

at the BEARS muln- beam site but these red performance of alternative algorithms and processes.
supplemEn RS tedbyaSUN workstatn intheracg For trials use these will be bypassed in order tosupplemented by a SUN IPX workstation interfacing i p o eteo ealp o esn ep netm .S m
with disk storage for captured signal data awaiting improve the overall processing response time. Some
processing, and tape storage for longer-term retention latency is inevitable in any multistazic system which
of trials "runs". The interface unit at the cooperaing adaptively processes selected jamming samples,radar site can be initialised and controlled remotely normally this latency would not exceed the antenna

from the SUN workstation via the modems and link. scan perods of the network radars being supported.
Software for these systems is written in "C" language. 7.7 Display and Recording

The main software routines and data flows used Operational PJL systems must report jammer plots
during the trials phase are indicated in Figure 6 and externally using appropriate formats but the ADELE
described below. Demonstrator will have a local PPI display using an

industry-standard colour monitor. There will also be
SAuR,,AS,,UAR ThL4A SAE-,ES relay facilities for remote display, for example at the

SCOTROL DATA FR M site of a cooperating radar during trials. At the
AT PREVIE BEARS site the display shares facilities already

installed for active-bistatic trials but with the
supporting software revised to provide additional
features. These features include:

0 Hyperbolic trilateration curves relating to
location by cross-correlation.

0 Symbolic target representation indicating
RECORD auxiliary detection parameters.

F I Operator interaction to display additional data for
FRg 6. ADELE EXPERIMENTAL PROCESSNG CHAIN selected targets.

0 Zoom expansion for target groups.
During trials "runs" in which signal data is being 0 Artificial persistence to simulate raw target
recorded at high rates for later processing and tracks.
analysis it is desirable to have confirmation that the
recorded data is not corrupted in any way, that its The display facilities are equipped for recording the
area of coverage is adequate, and that it does include data inputs in fall during trials runs. This enables runs
samples from all important jamming sources. This to be replayed at increased or reduced frame rates,
information is required very promptly so that, if and allows the operator to "freeze" individual frames
necessary, adjustments can be made while airborne and to call up and examine the full detection
test targets remain in view (there are no "targets of parameters for targets of interest.
opportunity" for PJL in peacetime). The ADELE
Demonstrator therefore includes a special processing 7.8 PJL Simulation
function which previews captured signals as they am A realistic PJL test scenario must include a
stored and reports their integrity and content. substantial number of different airborne jammers. It

Extended trials will generate large numbers of stored is practical to provide this only rarely, during major
data files. These are coordinated by a file air defence exercises. Occasional large-scale PJL
management program to ensure that stored data is trials are essential but they cannot adequately test the
identified unambiguously, remains linked to full range of latent performance, so "real" trials must
associated data such as the trials log, and can be be supplemented by simulations. Indeed, simulation
recovered at will for replay and processing. Where is so important in PIL work that we might claim that
full signal samples have been recorded in all beams it is the "real" trials that are supplementary.
the processing load can be reduced by rejecting
samples of no interest. Many of the processing
algorithms, along with extensive simulation
resources, run in FORTRAN 77 which is the
preferred medium for non-real-time processing. The



It is obvious that comprehensive testing by simulation Digital memory can hold large arrays of captured
must embrace multi-source jamming strategies signal samples for long enough to identify those of
spanning realistic AD scenarios out to long ranges. real importance and to relay them via low-bandwidth
What is less obvious is the amount of fine detail links to distant sites. The very high processing
necessary to represent individual jammers and their capacity now available in compact low-cost machines
emissions, because real world jammers do not emit supports advanced adaptive processing which can
neat mathematical waveforims. It is necessary to respond to future developments in the jammer threat.
model interactions between multiple emissions and PJL processing can share machine capacity with other
receiving channel characteristics, including system functions according to demand and priority.
phase-sensitive phenomena, in order to model These technologies enable an architecture in which
detection and resolution performance with good one passive receiver can support several neued radars
quantitative accuracy, and which is easy to manage and synchronise. The

Simulation resources having these and other multibeam unit can be compact, covert and mobile
capabilities have been built up at the GEC-Marconi and can provide active-bistatic radar plots as well as
Research Centre. The simulations run in FORTRAN jammer location when linked to network radars by
77 on SUN IPX and VAX networks. The simulations telephone-quality links.
generate captured jamming signal samples in formats The need for effective passive support in the AD
identical to those used by the real PSR and associated radar bands and the principles by which it is achieved
cooperating radars and are designed for direct have been proved over 30 years; these are not matters
connection to the processing resources used for of doubt. That this support can now be given
detection processing during actual trials. throughout NATO at low cost and at a new level of
Comprehensive simulation resources of this class efficiency will be shown in forthcoming trials of the
constitute an essential working tool without which ADELE Demonstrator.
today's advanced adaptive PJL processing algorithms
could not have been developed and proved. It is 9 ACKNOWLEDGEMENTS
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ABSTRACT challenge was to design an experiment that
would measure TEC, or something

A year long experimental program was equivalent, to test ICED model profiles.
conducted to measure refractive bending,
or how much the signal deviates from true The discovery of an orbiting
line of sight, at low VHF frequencies satellite system that carried a low VHF
(29.5 MHz), and to determine whether this (LOVHF) beacon operating at 29.5 MHz
deviation or error could be predicted suggested a novel approach to this
using large scale ionospheric models such problem. The remainder of this paper
as the Ionospheric Conductivity and describes an experimental program in which
Electron Density (ICED) program. An a ground based HF interferometer was used
experiment to directly measure the angle to locate and track the LoVHF beacon as it
of arrival of a 29.5 MHz signal from an passed overhead. The objective of this
orbiting satellite was successfully experiment was to (1) directly measure the
completed. The satellite was in a refractive error, or how much the signal
circular orbit at an altitude of 1000 km. deviates from true line of sight, on the
It was shown that refractive errors can be transionospheric signal; (2) determine the
directly related to the electron density magnitude and characteristics of this
along the measurement slant range. uncorrected error; and (3) develop an
Ionospheric disturbances such as sporadic electron density data base against which
E and ionospheric storms produce large, the ICED model could be compared.
short term errors that can approach 10
degrees. In addition to day/night EXPERIMENTAL METHOD
variations, seasonal and solar cycle
sensitivities were found. The refractive The signal source for this experiment
error varied so rapidly with respect to was a low orbiting satellite. It
time and space that its prediction with a contained several HF/LoVHF beacon- and
median value ionospheric code is almost transponders which produced morL. code
impossible. signals at 29.5 MHz. For this project,

the morse beacons were used as point
signal sources. Originally planned as two
individually orbiting platforms, the

INTRODUCTION satellites were launched together on a
navigational satellite (NAVSAT). This was

Recent advances in the science of fortunate as the NAVSAT was maintained in
ionospheric measurement provide a detailed an accurate circular orbit at 1000
picture of how the ionosphere is kilometer altitude. This encompasses 98
structured with respect to time and space. percent of the ionosphere. The
What is seen is a much more turbulent satellite's orbital inclination of 83
plasma than previously recognized, one degrees provided two or three useful
that is very susceptible to changes in passes a day. Data were collected every
solar radiation patterns and the earth's 15 seconds as long as the 29.5 MHz beacon
magnetic field. This new knowledge raises signal strength was sufficient for
questions about the predictability of gathering data. A normal pass would last
ionospheric structure. The bulk of the 12-13 minutes from horizon to horizon.
models used to predict electron density
between 50 km and 1000 km are based on Conceptually, the experiment was
empirical measurements. Their outputs are simple. The "apparent" position of the
median values. The key concern is how satellite was measured and compared to the
well they typify the real-time ionosphere "real" position derived from predicted
as a function of time of day, season and ephemeris data specifying the orbital
geographical location, location of the satellite in space and

time. The difference, expressed in
Programs at this facility use a angular error in degrees, is the

variety of ionospheric models. Usually, refractive bending error caused by the
the first question asked is how well they ionosphere between the satellite and the
can replicate the dynamics of the real ground station. The electron density was
world ionosphere. Recently this question then derived using coefficients of
was posed about the Ionospheric refraction at the beacon frequency.
Conductivity and Electron Density (ICED)
model (Daniell. et al., 1986). The To measure the satellite-borne
application of interest required an beacons, a direction finder with fast
accurate prediction of the electron processing time was required. It had to
density between the ground and outer make high time-resolution measurements of
space. One output from ICED is a true angle of arrival (AOA) in azimuth and
height electron density profile between 50 elevation. At that time, the only system
and 1000 km. A predicted total electron capable of accomplishing this was a Single
content (TECI was derived from this. The Site Locating (SSL) Testbed at Southwest
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Research Institute (SwRI) in San Antonio, 5W38 :7A'EEL,.71r ,;TATIS;TIC:;
Texas. The system, described earlier DAY 0 174 SATASET A
(Rose, 1992) , is a 7 element RU SLANT ,bF.ERVFU OELTA

interferometer which uses an "'L" shaped R1::4:SS.SS AZ EL RANGE A"! Fl AZ EL

array. It can perform successive angle of ........... ............... .......... ..........
arrival measurements in 3.5 millisecond 03:55:46.00 47.2 42.4 1365 47.5 42.9 -0.3 -0.5

03:55:46.01 47,2 42.4 1365 47.7 42.6 -0.5 -0.ý
intervals. At this sampling rate errors 03:55:46.02 47.2 42.4 1365 47-2 42.9 0.0 -0.5

due to satellite motion are effectively 03:55:46.03 47.2 42.4 1365 48.1 42.7 -0.9 -0.3

minimized. 03:55:46.04 47.2 42.4 13165 47.9 42.5 -0.7 -0.1
03:55:46.05 47.2 42.4 1365 47.3 42-7 -0.1 -0-3
03:55:46.06 47.2 42.4 1365 47.5 42.4 -0.3 0.0

In order to perform the desired 03:55:46.08 47.2 42.4 1365 48.0 42.7 -0.8 -0-3
03:35:46.09 47.2 42.4 1365 47.6 42.8 -0.4 -0.4

comparisons withi ionospheric models, the 03:55:46.10 47.2 42.4 1355 47.4 43.2 -0.2 -0.8

refractive bending data had to be 03:55:46.12 47.2 42.4 1365 46.9 42.6 0.3 -0.2

expressed in terms of electron density. 03:55:46.30 47.1 42.3 1366 47.0 42.9 0.1 -0.6
03:55:46.31 47.1 42.3 1366 47.4 43.0 -0.3 -0.7

Before and after each pass, the peak 03:55:46.33 47.1 42.3 1366 47.3 42.7 -0.2 -0.4
electron density was measured with a 03:55:46.34 47.1 42.3 1366 47.4 42.6 -0.3 -0.3

vertical incidence sounder. The measured 03:55:46.35 47.1 42.3 1366 47.4 42.6 -0.3 -0.3
03:55:46.36 47.1 42.3 1366 47.6 42.8 -0.5 -0.5

F-region critical frequency, the foF2, is 03:5S:46.37 47.1 42.3 1366 47.6 42.7 -o.s -0.4

directly related to peak electron density 03:55:46.38 47.1 42.3 1366 47.5 42.4 -0.4 -0.1
(Ne) by: 03:55:46.39 47.1 42.3 1366 47.2 42.8 -0.1 -0.5

03:55:46.42 47.1 42.3 1366 47.0 42.6 0.1 -0.3
03:55:46.43 47.1 42.3 1366 47.6 42.8 -0.5 -0.5

(1) Ne(el/cm3) = 1.24x lOE4 x toF2(MHz) 03:55:46.44 47.1 42.3 1366 47.2 42.5 -0.1 -0.2
03:55:46.53 47.1 42.3 1367 47.0 42.8 0.1 -0.5
03:55:46.54 47.1 42.3 1367 47.0 42.8 0.1 -0.5
03:55:46.55 47.1 42.3 1367 47.7 42.7 -0.6 -0.4

Because the interfernmeter produced 03:55:46.56 47.1 42.3 1367 47.6 42.9 -0.5 -0.6
03:55:46.57 47.0 42.3 1367 47.7 42.5 -0.7 -0.2large amounts of data very quickly, data 03:55:46.568 47.0 42.3 1367 47.3 42.8 -0.3 -0.5

collection periods were limited to windows 03:55:46.59 47.0 42.3 13-7 2 42.8 -0.2 -0.5

that were four seconds in length. In this 03:55:46.60 47.0 42.3 1367 1 1 42.0 -0.1 0.3
03:55:46.61 47.0 42.3 1367 4_-2 42.3 -0.2 -0.6

time 1152 frames of data were collected. 03:55:46.63 47.0 42.3 : .2 42.9 -0.2 -0.6

A frame is a 3.5 millisecond AOA 13:55:46.64 47.0 42.3 1ý.7 47,7 43.0 -0.7 -0.7

measurement of the phase data from each of o3:55:46.65 47.0 42.3 1367 46.9 42.6 0.1 -0.3
'33:55:46.66 47.0 42.3 1367 47.0 42.8 0.0 -0.5

the seven interferomter elements. The 03:55:46.67 47.0 42.3 ;3,7 4:.4 42.8 -0.4 -0.5

satellite moved approximately 30 km during 03:55:46.73 47.0 42.3 4337 4'. 42.4 -0.3 -0.1
the 4 second window or about 26 meters 03:55:46.75 47.0 42.3 :367 ;1.) 42.6 -0.9 -0.3

03:55:46.77 47.0 423.3 1,7 ;:.0 42.7 0.0 -0.4
between frames. Each frame was time 03:55:46.78 47.0 42.3 '367 47.2 43.0 -0.2 -0.7

tagged and stored on magnetic media. In 03:55:46.80 47.0 42.3 1361 47-1 42.7 -0.1 -0.4

addition, a vertical incidence sounder Figure 1 - Seciment of phase linear data
ionogram was made prior to and after each from a four second frame
pass to determine ionospheric conditions.
Next, each frame underwent phase linearity
testing. This test determines whether the close the satellite passed overhead to the
arr.y observed a plane-wave and made an receiver, the data mapped represented an
AOA observation based on one signal. The area about 600 km wide and several
frames that passed this test, typically thousand kilometers long. The predicted
100-500 of the 1152 collected in each ephemeris data were checked on each pass
window, were put into an analysis file for by carefully observing the times of
further processing. Figure 1 shows an acquisition of signal (AOS) and loss of
analysis file segment from one four second signal (LOS). This normally occurs as the
window. In a final step, the data are satellite comes over the horizon and is in
reduced into spreadsheet format for line of sight of the receiving station.
analysis. Any error in the predicted ephemeris data

showed up as a bias in the output data and
DISCUSSION OF THE DATA was easily spotted. AOS on a north to

south pass was the most reliable test with
The experimental program was the difference between predicted and

conducted between October 1988 and observed AOS times never exceeding several
December 1989. Over this period, 217 seconds. Prediction of LOS to the south
passes provided information that were was completely unreliable, with the
suitable for analysis. These included: differences between predicted and observed

being tens of seconds to minutes. This
28 Cases - Setup/Calibration - was because the 29.5 MHz signal would

(October - December 1988) become a skywave signal at low elevation
40 Cases - Winter- angles and could be heard half way around

(January - March 1989) the world.
40 Cases - Spring Most of the data were collected

(April - June 1989) between elevation angles of 20 and 82
50 Cases - Summer - degrees. Below 20 degrees, the slant

(July - September 1989) ranges exceed 2000 km, the signal to noise
52 Cases - Fall is very poor and the likelihood of an

(October - December 1989) undistorted plane wave signal was very
low. Directly overhead above 82 degrees,

This experiment performed above the arctangent calculation in the azimuth
expectations throughout the year. There calculation breaks down and answers are
was no period in which data could not be unreliable. Once these boundaries were
acquired. established, data collection became

A unique aspect of this experiment straight forward.
was the amount of the ionosphere that was Several trends appeared early in the
measured on each pass. Depending on how tests and it soon became easy for the
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analyst to discern whether the pass was Figure 2(b) shows a summer pre-sunset
north to south or vise versa. The large case. The refractive error is largely
patches of irregularities that effected by slant range, increasing as
characterize latitudes below 30 degrees ranges increase. The average overall AOA
north were evident. The ionosphere to the error is 3.5%. However, as range
north of the receiver site was less dense increases, the error exceeds 5%, similar
than to the south. Changes in signals to the accuracies of the SSL in locating
from the north were orderly and at terrestrial targets.
expected levels. Signals from the south
were always variable and unpredictable Figure 3 shows the effects of
with greater errors at long slant ranges. seasonal changes and how refractive error

changes with season. Figure 3(a) depicts
winter night where error is minimal due to

Because of the satellite's orbit, the lower electron density. Even at night
times siqnals could be received changed there is some evidence of the differences
daily. This allowed a measurement in the ionosphere to the north and the
schedule that could probe the ionosphere south. Figure 3(b) shows what happens
at different times of day and night. The during the night in the summer when
periods at pre-sunrise (electron density electron density is greater. In both
minimum) and pre-sunset (electron density cases the data were collected during pre-
maximum) were always the most interesting, sunrise when electron density is lowest.
At pre-sunrise in the winter, the electron
density almost disappears allowing the RADIOLOCATION ERROR
scientist to determine the baseline
accuracy of the interferometer without F -qr ,.

interference from the ionosphere.....

Figure 2(a) shows a pass that
occurred during the winter at pre-sunrise
(absolute minimum electron density). To
the north, there is little error in either .- .
azimuth or elevation angles that are , . -
measured. For this pass, the overall •
miss-distance error between predicted and . . .... . .. -
observed AOA is 1.5%. Numerous other
passes that occurred during the pre-
sunrise period show about the same
accuracy. Therefo:e this is close to the ._ _

minimum error of the SSL.
-3
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,.4 •-Figure 4 shows the effect of season
on refractive error during daylight when

S",electron density is at maximum values.
o 003 -...... -.-- .......... The largest difference is in elevation

\ I angle error. In figure 4(a), the winter
I \day, there is little refractive bending

until the signal source is well south of
'' •the receiver site, and the errors are less

than one degree. In figure 4(b), the
.... .. ..... summer day, there is a more pronounced

signal bending over the longer slant
ranges. For both examples the point of

- . .... Lclosest approach is nearly the same and at
24�,,,20�,0,11734,�,100 6 ~Ž�,• 1,•0T67, 2, T " that point the errors are nearly the same.

2233 19. 3686 1327 Po'18 11 0V27 2.61
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RADIOLOCATION ERROR The deviation of the summer curve from the
INTER D., •S "I.•os-. other three seasons is referred to as to

the "seasonal anomaly."

The curve in figure 6 indicates that
.......... the relctionship between transionospheric

-- - ----- angular error and electron density is
nearly linear. They can be expressed with
two terms, one for winter, spring and

S.... - --.. fall, and one for summer. The
-' -' " measurements were made at solar cycle

maximum when electron densities are the
. .. highest. Therefore, the relationships for

solar minimum are already accounted for
S-because it is already known that one of

- the effects of solar decline is that foF2
-1 values are less as depicted in the lower

l, I IT Z 2 -2 1 , 2 -, half of figure 6. The data in figure 6
N R" N OF t ' represent the "slowly varying" component

AZe RE - a for modeling transionospheric electron
density and the resultant refractive

JKA ,DAY. 5 TN bending.

Fig5rt4 4(b)

_ -RADIOLOCATION ERROR
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11T3 1254 1170 1X5 1105 =2327

Analysis of the individual SO RAJ QM, K0L , 's:

spreadzheet data for each pass showed that Al " .E

the errors in the elevation angle were the TRANSIONOSPHERIC EXPERIMENT 29.5 (MHZ)
primary contributor to the overall error.
Elevation errors are caused by horizontal ANGULARERRORBYSEASON
electron density gradients which, in turn, - i -' .
are caused by cyclic changes in time of '-

day, season, and solar cycle. These ' . .. ' --
changes are smoother and less radical than
those caused by vertical gradients.

Vertical gradients cause errors in -- .. ___ ________

the azimuth angle of arrival. These tend , ,- -

to be caused by short term phenomena such • .0
as sporadic-E, traveling ionospheric ___,__......

disturbances and ionospheric storm - _

effects. Figure 5 shows the effect of -- _,

sporadic E on a summer morning pass. The 0 o_ -
positive shift in azimuth error when the .,o
satellite is nearest the receiver (1101 0 .0 0 40 , 4 ,0 107 1,0 ,44 ,, 400
kin) is due to the very intense overhead E ELECTROON OENS£r•Y)F2oF

region. As the signal source moves away, • $,4,444 ,3 ,04444 ,
the effects diminish rapidly because the
layer is relatively thin.

With data acquisition complete, the
next objective was to compare observed

After a year of making measurements, data with predicted data from ICED. For
there-was sufficient data to observe the the exact times measurements were made,
diurnal and seasonal ionospheric effects model ionospheres were derived from ICED.
on AOA measurements. Each pass was The homing mode of a raytrace program was
reduced to a composite vector sum of the used to trace the signal ray path from the
elevation and azimuth errors as a function satellite to some ground point. Ephemeris
of foF2. This was then plotted by season data on the satellite's location were used
(Figure 6). While the results shown in as a starting point. The output was the
figure 6 are not surprising, it dces latitude and longitude of the ground
provide a quantitative relationship that intercept point. This was converted into
can be used to test computer simulations. azimuth and elevation error and then



compared to the measured data. One method degrees. The mean azimuth error is 0.45
of displaying the comparisons is shown in degrees with a 1.0 degree standard
figure 7. The differences between deviation. In combination with the
observed and predicted azimuth and results for the nighttime case, these
elevation errors are used to generate a results point to the error being
differential azimuth/elevation scatter introduced by the ICED model rather than
plot. If the model predictions are close the raytrace. This is because the
to the actual measured data, then the interpolation scheme used in the raytrace
scatter plot provides a tight cluster is the same for both night and day.
about zero. The more the prediction
deviates from the observed data, the CONCLUSIONS
greater the spreading of the data. Figure
7 shows data comparisons for both day and A year long campaign successfully
night situations between elevation angles produced a unique data base on the
of 30 and 60 degrees, the optimum angles refractive bending of a LoVHF signal
for the interferometer array. caused by a variety of ionospheric

conditions. A ground-based direction
finder used an orbiting beacon on 29.5 MHz
to map ionospheric electron density. The
effects of day/night cycles and season
were observed. Short term variations,
such as those due to sporadic E and
ionospheric storms were measured.

During periods of electron density
minimum, the vector sum of the azimuth and
elevation errors ranged near 1.5 percent
of the slant range between the satellite
and rec(eiver. This is likely the
instrumental accuracy of the 7 channel
interferometer that was used.

During measurements when the electron
density was at maximum values, the
transionospheric angular errors ranged

-- *, between 5 and 10 percent of range. Short
term gradients caused by sporadic E and

Fibre -W iLnospheric storms pushed the errors to
° ,., , ,.. °, • , . .• o ,•.o excessive levels.

A relationsh4. was developed that
relates transionospheric angular error to

- _ _the peak electron density as measured from
_ _a ground-based vertical sounder. This was

then used to test various ionospheric
*-models to see if they could first
* .replicate the observed bending and then
. .correct for it. The results were not

"satisfactory as the ICED model tends to
* :over-predict the electron density during

., daylight hours. It is suspected that this
is due, in part, to a poorly modeled
topside ionosphere, from 350 km up to the
. 1000 kilometer altitude of the satellite.
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with a standard deviation of 1.36 degrees. Anderson, J.R. Jasperse, J.J. Sojka, R.W.
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.,- ,..

DISCUSSION

T. COYNE
I understood from your previous presentation (paper 10) tha, problems above 82- elevation were associated with ionospheric tdts - I
take it from your present paper this is not correct. [he problem is an instrumental one - which surprises me as you are close to
line-of-site to the interferometer when it is equipped with loops.

AUTHOR'S REPLY
For an interferometer, azimuth calculations become unstable at elevation ongles of greater than 82.. This is systematic of the
system that we are using. A fairly complex soluti,. was deeloped by Frank Polkinghom of NRL to cirtumvent the large azimuth
errors at overhead angles.

E. HAYDEN
For the interferometer system in question. when the signal arrives from duectly overhead it is true that the azimuth measurement
becomes indeterminate. However, in that same situation it is important to keep in mind that the elevation measurement is at its
most accurate because the wave direction is norm: I to the array plane.

AUTHOR'S REPLY
Crnccur.

L. BERTEL
Calculation of angle errors requires knowledge of the electron density in the vicinity of the satellite: do you take that parameter into
account in your simulations? And, if the answer is *yes'. what ionospheric profile do you use?

AUTHOR'9 REPLY
Initially we used rather simplistic assumptions in structuring the experiment. The beacon transmitter was at 1000 kin altitude, At
this altitude, the emitter is above 96-97% of the total electron content. Therefore, we initially assumed, the transmitter and receiver
were completely above and below the ionosphere and the bending observed was due to the plasma in between. The ionospheric
profiles we used were from ICED for the midlatitude experiment. With the type of day time errors observed, the median
ionospheric electron content is too hi;n already. To account for the residual 3-4% of electron content that extsts between 1000 and
1500 km would only increase the error.

C. GOUTELARD
Pourquoi n'utilisez-vous pas le modele de Bent pour la modelisation de l'ionosphere au voisinage du satellite? (suite i la question
de Mr Bertel).
Why no, use the Beni model for modeling the ionnmq-lire in the vicinity of the satellite? tFoll.w-up ta Mr. Bertel's question)

AUTHOR'S REPLY
Our project was specifically tasked to investigate useability of electron density profiles from ICED. We could have used the same
process on any Ne profile from any model. It just wasn't our task on this project.

H. SOICHER
Transionospheric transmissions at 29.5 MlHz are occasionally subjected to anomalous propagation conditions te.g., reflections to
receivers from totally different directions). Have you noticed such'? Under what circumstances?

AUTHOR'S REPLY
Yes, myself and the scientists at SWRI, where the measurements were made, were very aware of what happens when signals at 29.5
MHz go skywave. One time on a north-south pass, we observed the beacon until it was over Antarctica. To the south, in the
summer when the equatorial anomaly was the furthest north we saw many cases where large azimuth and elevauon errors occurred.
Normally, measurements to the north were well behaved. We have confirmed cases from ionospheric storms, E,. auroral
backscatter, and equatorial E. However, because of the very extensive data base collected during normal conditions, anomalous
propagation amounted to a very small percentage of the data.
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Systematic bearing errors of HF signals observed over a North-South
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SUMMARY Bcanng errors of 2" to 3" resulting from the sunrise/sunset
gradients in the iorsphere have been observed by Todd et a]

Strong gradients in electron density associated with sunrise iReference 1) for a number of one-hop paths in Western
and sunset are a well known feature of the ionosphere and will Europe. In this study, the transmission path is located in the
produce off great circle bearings, particularly if the North American sector.

propagation path is parallel to the dawn or dusk terminator.
Measurements have been undertaken of the direction of arrival 2. EXPERIMENTAL RESULTS
of signals in the range 3 to 23 MHz radiated by a transmitter
located at Clyde River in the Canadian Arctic (70"N, 70'W). An HF transmitter has been located at Clyde River. North
The path from this transmitter to the receiving site at Boston. West Territories, Canada. and the bearings of the signals
USA, is parallel to the dawn dusk line and consequently measured at a site near Boston, Massachusetts. in the U.S.A.
systematic changes in bearings are expected to occur. The frequencies employed ranged from 3 MHz to 2-) MHz and
Bearings measured during January 1989 indicate a positive the results reported here arc for frequencies greater than 10
error of a few degrees at around sunrise. As the day MHz. The upper frequencies have been selected, since they
progressed the error decreased, becoming zero at local noon at were above the LUF and below the MUF during most of the
the path mid point. As the dusk approaches, the tilts in the dawn/dusk periods. Bearing measurements were made using
ionosphere are reversed in gradient and there is a smaller a wide aperture goniometrie direction finder and the observed
negative swing in the mean bearing. The bearing error at dusk azimuthal angle of arrival was recorded at 30 second intervals
is smaller than at sunrise since the ionospheric gradients at during each 2 minute transmission interval. The transmissions
this time are less steep. The diurnal swing in the bearing were repeated at half-hour intervals during the observing
occurs during the winter and equinox periods but is absent (or periods which covered 30 days during the summer, winter and
very small) during summer. This is because the ionospheric equinox periods.
gradients in summer are smaller than those at other seasons
due to the relatively low values of the F-region critical The results obtained during January 1989 are reproduced in
frequency (foF2) which occur during the summer daytime. Figure 1 in which the average bearing for each hourly interval

for all frequencies above 10 MHz has been plotted. The
1. INTRODUCTION signals are first acquired at sunrise when the path opens due to

the increasing electron density caused by the solar
Errors in the angles of arrival of HF signals received after illumination. This results in a rapid increase in MUF to a
reflection from the ionosphere can occur because of gradients value well above 10 MHz. At this time, there is a positive
in the electron density height distribution. Such gradients error of about 2" in the bearing measurement. As the day
produce a tilted reflecting surface which allows the signals to progresses, the error decreases, becoming zero at local noon at
propagate from the transmitter to the receiver via off-great the path mid point (17:20 UT). At this time. the ionosphere
circle paths. Tilts and gradients are produced in the has fully formed and there are no large E-W gradients present.
ionosphere by a number of geophysical processes, eg. the As dusk approaches, the electron density decreases due to the
propagation of internal gravity waves which cause travelling increasing domination of recombination. The E-W tilt is,
ionospheric disturbances. This investigation is concerned therefore, in the opposite direction to that at sunrise. This can
with the influence of the large, slowly moving, tilts which are be seen as a small 1V negative error in the bearing

associated with the dawn/dusk terminators. These tilts are measurements. The smaller error at dusk is to be expected
found to produce systematic errors in bearings, particularly for since the gradients at this time are less steep than at sunrise.
paths whose direction is parallel to the line of the terminator. This can be seen from Figures 2(a) an(' (bh, in which the
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contours of constant electron density (iso-ionic contours) are gradient is then orthogonal to the path direction. As the path
reproduced for summer and winter conditions respectively, direction moves away from N - S, the bearing error due to
At latitudes between 45" and 70"N. the sunrise gradient in these tilts becomes smaller and will become zero for E-W
winter is much steeper than at sunset. In summer, the propagation when this path direction is parallel to that of the
difference is not so marked because of the lower values of the tilt. The magnitude of these errors is not critically dependent
F-region critical frequency which occur in summer daytime. on path length provided the transmission is via a one-hop
The transition from night to day is. therefore, less marked mode.
during this season. This conclusion is confirmed
experimentally and the systematic bearing error during 4. CONCLUSIONS
summer is too small to measure.

The gradients in electron density which are produced in the
3. DISCUSSION ionosphere at sunrise and sunset can influence the angle of

arrival of HF signals. This is particularly true for paths which
The bearing error due to a tilted ionosphere can be determined are perpendicular to the gradient since maximum deflection of
by ray tracing analysis. Ray tracing calculations for the the reflection point from its plane mirror position will occur
Clyde-Boston path have been undertaken by means of the when the tilt is at right angles to the path. The gradient, and
Jones (Reference 2) analysis. The model ionosphere assumed hence the bearing error, are greater at sunrise than at sunset
in these calculations have been based on the data contained in and have their greatest magnitude in winter. In summer, when
Figures 2(a) and (b). Positive bearing errors of about 2 or 3 the difference in the magnitude of the night-tune and daytime
degrees are obtained from the winter model (Figure 2(a)) electron density is smaller, little change is observed in the
whereas very small errors (less than I degree) are produced by bearing. The systematic nature of these errors and their
the gradients present in the summer model tFigure 2(b)). repeatability from day to day suggests that a correction
These calculations confirm the experimental evidence that procedure could be developed for their removal.
systematic bearing errors are associated with the
sunrise/sunset gradient particularly in winter. 5. REFERENCES

The present results and those of Tedd (Reference 1) suggest I. Tedd B L. H J Strangeway and T B Jones, Systematic
that these bearing errors are a regular feature associated with ionospheric electron density tilts at mid latitudies and
sunrise and sunset. Thus, a simple correction (addition and their associated bearing errors, JATP, 47, 1085. 1985.
subtraction) could be applied to the measured bearings for this
type of propagation path. Note that the maximum error will L. Jones R M. A 3-D Ray Tracing program, ESA
occur for North - South paths since the electron density Technical Report IER17, ITSAI7, 1966.
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Figure 1. DF measurements for the Clyde River - Boston path. January 1989. The upper frame shows
the average bearing error as a function of time of day for all frequencies above 10 MHz and the lower
frame the number of bearing measurements made.
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Figure 2 (a). World maps of foF2 for winter. Note the steep East-West gradients, especially at sunrise.
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SUMMARY Since the polar cap ionosphere is known to be less disturbed
than that in the ar,-oral oval and, moreover, there is no

It is well known that the auroral zone ionosphere contains obvious source of ionospheric gradients within the polar cap
steep time varying gradients in electron density which can region. a more detailed investigation of tese observations
produce large off-great circle bearings in the direction of was undertaken with a view to identifying the cause of the
arrival of HF radio signals reflected from this region of the bearing errors. A possible cause of these errors is identified
ionosphere. Recent DF measurements at a high latitude site and the geophysical parameters responsible for the
indicate that large bearing errors are also observed in signals disturbance discussed.
reflected from the polar cap ionosphere which is generally
regarded as being a much less disturbed region than the 2. EXPERIMENTAL OBSERVATIONS
auroral zone. A feature of these measurements is a large (±
50') quasi-periodic swing in the direction of arrival observed During the period 11-20 November 1990, measurements were
for both short and long propagation paths. These changes in made at Alert of the arrival ai.gles of the signals received
angle of arrival are attributed to reflection from patches or from Thule (8.050 MHz) and Halifax (8.697 MHz). These
"blobs" of over-dense plasma which travel with the transmitters are located at 676 and 4200 km from Alert
convection current flow across the polar cap region from respectively (see Figure 1).
dayside to nightside. The periods of large bearing swings are
well correlated with the onset of magnetic activity as Both the azimuth data collected by the goniometer system and
measured by the Kp index. the azimuth and elevation angles measured by the

interferometer indicate that large time varying changes in
1. INTRODUCTION these parameters are frequently observed. Typical examples

of the large azimuth changes recorded by the goniometer
The errors measured by HF direction finders on signals system on 18 November 1990, are reproduced in Figure 2 (a)
received over high latitude propagation paths are usually and (b). In Figure 2 (a) the bearings of the 8.050 MHz Thule
much greater than those of signals received via the mid and transmission are plotted as a function of the time of day (UT).
low latitude ionosphere. These errors have generally been Similar azimuth angle data measured by the same system for
attributed to the propagation path reflection points being in or the Halifax (8.697 MHz) signal are reproduced in Figure 2(b).
near the auroral oval where large gradients in electron density Very large bearing swings, of more than 100 degrees, are
are known to occur. These gradients form tilted reflection evident on both paths during the period 08.00 to 12.00 UT (ie.
surfaces which allow off great circle propagation paths 04.00 to 08.00 local). Note that the swing is from a negative
between the transmitter and the DF site. In November 1990 a bearing error through the true great circle position to a
controlled series of experiments were undertaken in the high positive error in both cases. The true bearings for the Halifax
Arctic, at Alert, North West Territories, Canada, (82.5'N, and Thule transmitters are 182 and 194 degrees respectively
62.4'W) with a goniometer based and with an interferometer and these are marked on the figure. The period between 12.00
based DF system. An interesting feature of the data collected and 16.00 UT is relatively undisturbed but after 18.00 UT
during the tests was that on some days very large bearing (14.00 local), large bearing errors are again observed on the
swings (in excess of ±50') were measured by both instruments Thule path. At this time, however, the bearing moves from a
and on two propagation paths. Furthermore, the large positive value, through the great circle position, to a
interferometer also indicated changes in the elevation angle of large negative value, as time progresses. Note that the
arrival although these were not, in general, well correlated number of bearing swings is fewer in the post noon than in the
with the bearing changes. These large errors , measured pre noon periods and that large bearing errors are observed
on the Thule-Alert path (676 kin) which is always contained only on the Thule path in the post noon period.
entirely within the polar cap and on the Halifax -Alert path
(4200 kin) which has one of its reflection points within the The azimuth and elevation angle data measured by the
polar cap. interferometer during the 17 November are reproduced in
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Figure 3 (a and b) for the 8.050 MHz transmission from reflectors for HF radiowaves. It should be noted that the over-
Thule. High time resolution plots of these data indicate that dense plasma regions can extend laterally for several hundred
two or more bearing angles can occur simultaneously but the kilometres and extend in height throughout the F- .gion. The
dominant feature is the swing from small to large L, arings as features of individual blobs can vary considera- iy and their
time progresses. The changes in the elevation angle are less density will gradually decrease as recombination taken place.
well defined than those in azimuth and there is a considerable
(-15") spread in this parameter. The physical processes which produce the detached plasma

patches are not well understood but are known to be
3. INTERPRETATION OF THE DATA asso!:iated with the dayside cusp region of the magnetosphere,

with the level of geomagnetic activity and the magnitude and
3.1 Production mechanisms for large bearing errors direction of the interplanetary magnetic field (IMF). In order
The large periodic swings in azimuth, for example on the 17 to account for the DF observations it now has to be

and 18 November, indicate that the the incoming wave established that time varying bearing errors can be produced
direction varies from approximately 50' on one side of the by the convecting blobs.

true bearing to 50' on the other side of true bearing within
about 30 mins. The azimuth change is accompanied by 3.2 Modelling of the bearing changes due to a plasma
changes in elevation angle which do not appear to be directly blob
correlated with the bearing change. Let the blob be of sufficiently high electron density to reflect

the radiowave transmitted from T and received at R - see

To produce off great circle path propagation, tilts and/or Figure 5. Assuming that the electron density gradients in the

gradients in electron density are required. If the bearing blob are such that they are capable of reflecting the signal. a

changes with time, then either the gradient must change or the propagation path from T to R via the blob will be established

reflection point must move relative to the transmitter-receiver as soon as the blob is illuminated by the transmitter (position

direction. Gradient changes associated with the auroral oval A). This will produce a bearing error 01. As the blob moves
or the high latitude trough can give rise to large bearing along the direction AB, the bearing error will decrease and the
errors, however, these gradients are slow moving and cannot elevation angle increases. The signal ,ill be received along
produce the quasi periodicity which are a feature of the the great circle position when the bnon is at point D. The
present observations. The most common disturbances in the bearing will then increase in the opposite sense (02) as the
ionosphere, which gives rise to time variations similar to those blob travels. The maximum elevation angle will be recorded
observed, are those associated with travelling ionospheric at the point of closest approach to the receiver. ie. at C. The
disturbances (TIDs). TIDs can occur at any latitude and at bearing angle error continues to increase as th,. blob moves to
any time of day or season. The period of these disturbances the radio horizon of the transmitter at B. This sequence
ranges from 20 min to more than 1 hour. However, the depends on the blob always presenting a suitable gradient for
electron density gradients associated with TIDs are relatively propagation to occur between the transmitter and receiver.
small and will typically produce off great circle bearings of This would require convex reflecting surfaces, as would be
about ±5' for a one hop propagation path (Reference 1). Even the case in an over-dense blob.
assuming that TIDs in the auroral oval were larger than
normal, they could not produce the very large ±50" bearing Since the exact form of the blob is not known, and will, in any
errors observed. case, vary from blob to blob, a somewhat simplified approach

has been adopted in order to model the variation of the
Gradient features specifically related with the polar cap region azimuth and elevation angles with time during the transit of
are those associated with convecting plasma 'blobs' or patches the blob. It has been assumed that the blob is a point specular
of enhanced electron density. Recent observations reflector which moves along any arbitrary linear path. The
(Reference 2) of the polar cap ionosphere have established the height of the reflector can be varied as can the path direction
existence of large blobs of over-dense plasma which convect and the velocity of transit. The computer simulation indicates
across the polar cap region carried along by the convection that changing the height of the reflector (100 and 300 knm)
current flows. These flows usually form a two-cell makes little difference to the form the variation in either
convection pattern with the flow over the pole being from the parameter. The magnitude of the changes are, however,
dayside to nightside, (see Figure 4). On the dayside, during greater when the higher (300 kIn) reflection height is adopted.
moderate geomagnetic activity, parts of the enhanced auroral
oval plasma can become detached. Due to the long As might be expected, the position of the reflector relative to
recombination time-constants in the F-region this detached the receiver at its point of closest approach, makes a
plasma will have a long life time (several hours) and so will considerable difference to the rate of change, particularly in
move across the polar cap embedded into the normal the bearing angle. Furthermore, if the reflector were to pass
convection flow. The feature will then appear as a patch or directly over the receiver, any azimuthal angle of arrival could
'blob' of over-dense plasma moving through the ambient polar be generated. The above modelling serves only to illustrate
cap ionosphere. the kind of changes that may be expected and such changes

have been observed in the measured data. For a real blob,
These features have been observed by high latitude incoherent neither the reflection height nor the reflection point on the
scatter radars such as Sonderstromfjord, Millstone Hill and blob would remain constant as the blob travels and these
EISCAT. The electron density within the blobs is changes would influence both the azimuth and elevation
considerably greater than that of the ambient ionosphere. angles measured at the receiver. The changes in reflection
Consequently, the blob boundaries correspond to regions of geometry between transmitter and receiver would also have to
steep gradients in electron density which act as good tilted be taken into account as would the size of the blob (several
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hundred kin). For example. the blob may not travel along a substantial increase in the F-region critical frequency while
straight line path and there may be more than one blob feature the blob is within the first Fresnel zone of the ionosonde. The
present at any given time. A more realistic model of this kind duration of the F-region cntical frequencies enhancement
is now being developed, will, of course, depend on the velocity of the blob. The time

plot of foF2 should, therefore, contain quasi periodic
3.3 Diurnal changes enhancements during blob activity. Such plots are reproduced
One of the interesting features of the large bearing swings in Figure 7a and 7b from data produced by the Thule
observed on both 17 and 18 November on the Thule-Alert ionosonde (17 and 18 November 1990) (Reference 3). For
path is that the direction of rotation of the bearing error is contrast, the variation of foF2 for a quiet day (19 November
different in the pre and post noon periods. Around local noon 1990) is presented in Figure 7c.
there is little change in bearing which is near to its great circle
value, Thus, the bearing changes from small to large values There is a very clear difference between the F-region
in the morning and from large to small values in the behaviour as measured by the ionosonde on the blob active
afternoon. This implies that the direction in which the and quiet days. The data presented in Figure 7 confirm that
reflecting blob crosses the great circle path between the large transient enhancements in electron density occurred on
transmitter and receiver must change between the two periods. 17 and 18 November whereas, in contrast, no such changes

were present on the quiet day (19 November). Comparison

A bpiz-i model of the polar cap convection flow is reproduced with the DF data indicates that large bearing errors are only
in Figure 4. The two-cell structure is clearly evident as is the present on those days when the ionosonde records large
anti-sunward flow over the magnetic pole. This pattern is transient fluctuations in foF2. Good bearing performance is
fixed in space (relative to the sun) and the earth rotates always obtained during quiet days when there are no
beneath these flows. For the Halifax and Thule to Alert paths. disturbances in the ionosonde records. Detailed comparison
local and magnetic times are quite similar, thus, in the between the measured IbF2 and bearing fluctuations indicate
morning the flo, is almost orthogonal to the path (T - R) as that there is not a high degree of correlation between
indicated in Figure 6 (a). Blobs detached from the dayside (- individual events. This may be due to the location of the
12.00 UT) wdil follow the direction of the convection flow ionosonde not being at the propagation path mid point or that
over the poiar cap as indicated by the arrow. Reflections from the blobs might change their form as they propagate from the
the blob will thus be received first when it is in position (1), location of the ionosonde to that of the OF path reflection
ic. the measured bearing will be smaller than the great circle point.
value. As the blob moves with the flow, the bearing angle
will "icrease to its true great circle (zero error) position and The study of the ionosonde data revealed that the disturbances
continue to increase as the blob travels away to position (2). in critical frequency occurred only during periods of relatively

high georargnetic a.&ivity. The 3 hour Kp values have been
Near noon, Figure 6 (b), the flow is approximately paZ-.-! ýo included in Figure 7 and it is evident that these are much
the propagation path, consequently th: presence of blobs will higher for the active days compared with the quiet day. It
have little effect on the azimuthal angle of arrival although appears that an Ap value of 10 or greater can lead to the type
they will still produce changes in the elevation angle. of fluctuation of foF2 associated with propagating blobs. This

suggests that the magnetometer data might provide an

In the post noon period, the flow is again almost indication of blob activity and, hence, of the likely occurrence

perpendicular to the path but this time the earth has rotated so of large bearing errors.

that the path is in the position shown in Figure 6 (c). When
reflections from the blob are first obtained, position (1), the (i6) Magnetometer measurements. It has already been

bearings will be larger than the great circle values. These established that days of moderate magnetic activity (Ap>10.
values will decrease as the blob moves with the convection Kp > 3) were likely to have blob-like features which could be
flow, the smallest bearing angles being recorded at position detected by the Thule ionosonde in foF2 and by the DF
(2), when the path from the blob finally disappears. systems at Alert as large bearing errors on the polar cap

propagation paths. To enable closer inspection of the

The change in position of the propagation path relative to the magnetic disturbances, magnetometer measurements were

Ionosphere/Magnetosphere convection flow as the earth obtained from four sites in Northern Canada (St Johns, Great

rotates, can account for the change in the direction of rotation Whale. Resolute and Alert) which covered a range of

of the measured bearing errors between the pre and post noon geomagnetic latitude from 60" to 86'N.

periods. The number of bearing swings will depend on the
number of blobs present that can provide reflection points The large bearing errors were observed on days 320 and 321
between the transmitter and receiver. The period of the (17 and 18 November) in the periods 8 to 12 and 18to24 UT.
bearing swing will depend on the velocity of the blob relative The 17 November (day 320) corresponds to the onset of

to the transmission path. This will depend on several factors magnetic activity at all four magnetometer sites and this is

including the velocity of the flow vectors which, in turn, particularly evident in the Great Whale data. At Resolute and
depend on the magnitude and direction of the IMF and the Alert these disturbances occur in the afternoon whereas the

cross-cap potential. bearing errors were present during both pre and post noon
periods. The disturbances at Great Whale, however, occur in

3.4 Correlation with other geophysical observations the morning period some 2 or 3 hours before the large bearing

(i) The Thule ionosonde, The presence of large blobs of errors were recorded at Alert. The Great Whale

over-dense plasma should register on a vertical incidence magnetometer is located under the auroral oval at this time

ionosonde located in the convection flow region as a and is, therefore, sensitive to current flows (conductivity
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changes) within the oval. These disturbances could, therefore, direction of the bearing swings in the morning and afternoon
be associated with changes in the oval which lead to plasma periods. The presence of 'blobs' has been related to
break-up on the dayside and, hence, to blob production. disturbances on (a) the vertical incidence ionosonde at Thule
Further investigation is needed of the relationship between the and (b) a number of magnetometers located in Northern
magnetometer disturbances, the production of blobs and the Canada.
incidence of large bearing erons in DF measurements at Alert.

5. ACKNOWLEDGEMENT
4. SUMMARY AND CONCLUSIONS

Th'e authors would like to thank the Canadian Department of
During DF measurements at Alert, large quasi (>± 50') National Defence for their support of this work.
periodic bearing changes were observed on a number of
occasions. These large errors were observed on a short (676 6. REFERENCES
kin) path contained entirely within the polar cap and on a
longer (4200 kIn) trans auroral path which had a reflection 1. Tedd B L, H J Strangeways, and T B Jones The
point in the polar cap. For the short path, the direction of influence of large-scale TIDs on the bearings of
change of the bearing error was different in the pre and post geographically spaced HF transmissions. JATP. 46,
noon periods. No.2, p. 109 - 117, 1984.

Possible causes of these large errors have been examined and 2. Weber E J, Auroral zone plasma enhancements. JGR,
evidence is presented which suggests that they are due to the 90, 6497-6573, 1985.
convection of large blobs of over-dense plasma across the
polar cap. Modelling of the moving reflection point yields 3. Buchau J, lonosonde data (Private communication),
changes in the azimuth and elevation angles similar to those 1991.
observed experimentally. Moreover, the blob movement
along the convection flow would account for the difference in
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Figure 1. Location of the DF (Alert) and transmitter (Halifax and Thule) sites relative to the auroral oval.
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Figure 5. Schematic diagram of plasma 'blob' movement relative to the great circle propagation path
(T to R). Note the change in the off great circle path as the 'blob' convects,
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DISCUSSION

R.W. JENKINS

Comments:
1, At the end of your presentation, you mentioned that on the east-west path. between Halifax and Ottawa. the observed bearing
swung to the north for several hours in local evening on the days when the large swings are observed at Alert. This could be due to

a reflection from tie northern edge of the ionospheric trough, coupled with a drop in the MUF for the gpeat-circle path causing that
path to be absent for that time. Such an effect was observed by us using the Ottawa HFDF array. on signals from an aircraft flying
over the North Atlantic region near Newfoundland. and is reported in a previous AGARD-EPP conference ('Direction and Doppler

Characteristics of Medium and Long Path HF Signals Within the Night-Time Sub Auroral Region.* R.W. Jenkins. EL, Hagg. and
L.E. Monibriond. Paper 20. AGARD-CP-233, 1979).

2. We have looked at the same high-latitude data taken by interfemmeter, and also interpret the observed motions to be due to
convecting patches. However. we expect that there will be a great many reflecting points or scattering points within these patches.
due to turbulences caused by the gradient-dnft instability - which should cause the spreading mn both bearing and elevation between

consecutive interferometer measurements. We were able to infer the locations of the convecting patches. as well as motions.
between 300 and 800 m/sec. and the directions of those motions to be in agreement with the Fnis-Anderson 2-cell convection

patterns.

D. HAINES
Did you ever see a great circle bearing angle supenimposed upon the deviated path or is the bearing angle usually dominated by the
off.great-circle path when plasma patches exist?

AUTHOR'S REPLY

In 10 days of data we observed no case in which an off-great-circle and great-circle -path were suerimrpx)sed. When present. the
,ignals propagated via the plasma patches did dominate the bearing angle,
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SUMMARY sounder transmitters across the full range of propagating
frequencies.

The performance of high frequency (HF) direction finding
systems is related to the mode content of the received signal Preliminary tests of the system were undertaken in Ottawa

and to the signal frequency. In order to fully investigate this during August 1991 and at Cheltenham during January 1992

effect, a novel experiment has been devised to measure the with further measurements at Alert during April 1992.

direction of arrival of oblique ionospheric sounding signals Results of a preliminary nature from the January 1992 test are
emitted by the worldwide network of BR Communications presented here. Further experiments and analysis are required
chirp sounders. These signals aiz r-diated as a constant to fully understand the influence of the mode stricture on the
sweep chirp signal from 2 to 16 or 30 MHz thus enabling the measured DF bearing accuracy,
DF performance to be measured over the full range of
frequencies propagating from the chosen transmitter. 2. EXPERIMENTAL ARRANGEMENT
Simultaneous oblique ionograrns are also recorded for the
paths of interest in order to determine the mode structure at 2.1 BR Communications chiro sounders
any frequency. The RCS5A is a sweeping HF receiver which tunes through

the HF spectrum in synchronism with a transmitter at the far
Preliminary tests of the system have been undertaken at end of the circuit under investigation. The transmitter emits a
Ottawa, Canada and Cheltenham. UK with the directions of CW signal which starts at 2 MHz and sw,'eps upward in
arrival measured by a wide aperture goniometric DF system. frequency at a constant rate of 50 or 100 kHz per second for
Several interesting features have been identified in these 280 seconds finishing at either 16 or 30 MHz depending upon
measurements. A further measurement campaign has been the sweep rate. An internal clock in the RCSSA receiver

conducted during April 1992 at Alert. a very high latitude site starts its sweep synchronously with the transmitter and
in the Canadian Arctic where very large bearing errors and precisely tracks the sweeping transmitter signal.
systematic bearing swings, sometimes in excess of ±500. are
known to occur. The radio signal propagates by various modes (eg. I hop,

2 hop. etc.) which have different propagation delays. These

1. INTRODUCTION delays correspond to the time required for the signal to travel
from the transmitter to the ionosphere and back to the

The performance of high frequency direction finding systems receiver. Ass,,ming that the transmit and receive sweeps are
is known to be related to the mode content of the incoming started at exactly the same time, the RCS5A receiver sweep
signal and to the frequency of operation. Furthermore, signals will have advanced to a slightly higher frequency by the urme
propagating via the high latitude ionosphere are known to be that the transmitted signal arrives at the receiver. This

particularly disturbed with, for example, the signal often received frequency difference is converted to an audio

arriving at the receiver over paths well displaced from the baseband tone in the receiver. Tones of increasing frequency
great circle (see Reference I reproduced elsewhere in these indicate increasing time delay of the ionospherically
proceedings). Observations at Alert, located high in the propagated signal. In practice, multiple tones are present in
Canadian Arctic, have indicated that large off great circle the sounder's baseband audio signal which represent the
bearings on fixed frequency signals are associated with various delays caused by the different propagation modes.
definable features on oblique ionograms taken over the paths These multiple tones are processed w thin the RCS5A into
of interest. In order to further investigate these phenomena, a discrete components which correspond to the various
system has been developed which can measure the bearings of ionospheric modes present in the rccetved signal. The
signals radiated by the worldwide network of BR chirp processed signal spectra are displayed as an oblique •onogram
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on the RCSSA front panel display. In addition, these data are measurements for the path from Oslo to Cheltenham are now
output on a serial RS232 link, thus enabling the ionograms to presented.
be collected and stored with the aid of a computer system.

3.1 lonograms and bearing measuremepts
Further details of the BR chirp sounder system may be found Figures 2, 3 and 4 show examples of the oblique ionograms
in Reference 2. together with details of ROSE, an enhanced and associated bearing measurements (0.5 second integration
signal processing facility which is to be employed on future time) for three sweeps received over the i200 km path from
measurement campaigns. Oslo to Cheltenham at 02:30 UT on 12 January 1992,

11:00 UT on 9 January 1992 and at 12:00 UT on

2.2 DF6 direction finding system 8 January 1992 respectively. The upper frame of these figures
The DF6 is an automatic HF direction finding system capable display the measured bearing of the chirpsounder signal with
of operation in the frequency range 3 - 30 MHz. The antenna a 0.5 second integration time and in the lower frame axe the
array is a Plessey PUSHER array comprising two concentric correspr nding ionograrn measurements. The y-axis scale
24 element circular arrays with diameters of 75 m and 25 m. indicating the path delay has an arbitrary zero since it is not
The larger of the two arrays (the lowband array) operates at possible to perfectly synchronise the chirpsounder receiver
frequencies of between 3 MHz and (usually) 10 MHz, and the with the transmitter. Each of the ionogram traces is coded on

smaller of the arrays (the highband array) at frequencies a grey scale corresponding to the received signal amplitude
between (usually) 10 MHz and 30 MHz. At Ottawa and for each mode. The true bearing of :e Oslo transmitter is
Alert, both of the arrays consist of single element vertical approximately 310.
monopoles whereas at Cheltenham the low band array
comprises doublet antennas to give an improved beam pattern. The ionogram of Figure 2 shows predominantly sporadic E

(Es) propagation over the full HF band. A spread F region

RF signals from the sum beam output of a PUSHER antenna trace is apparent up to a frequency of around 8 MHz. A large
are demodulated in the system receiver and combined with bearing spread of about ±20 is evident from around 9 MHz to
goniometer positional information for initial processing. An 30 MHz with some evidence of a frequency dependence
average beam pattern from successive rotations of the corresponding to the sporadic E mode, Between 6 and 9 MHz
gortiometer is then formed. These average patterns are known very few bearings are returned by the DF.
as composite scans. Bearings are then computed by applying
software algorithms to the digitised composite goniometer Figure 3 illustrates a period of predominantly multiple hop
sum beam patterns. Further details of the signal processing F-region propagation with an MUF of about 26 MHz. Large
can be found elsewhere in these proceedings (Reference 3). bearing spreads of ±50 are apparent at frequencies up to

16 MHz, the maximum frequency propagated by the 2-hop F

2.3 Sweeping DF configuration mode. Between 16 and 26 MHz, the MUF, the bearings do
A block diagram of the configuration of the Sweeping DF not display large random fluctuations. Two interesting
system is presented as Figure 1. The BR sounder receiver is features occur in this frequency interval: (a) the sinusoidal
connected to an omni-directional antenna of the type like variations between 18 and 20 MHz. and (b) the sudden
employed for the elements of the DF array (elevated feed -lV change at about 23 MHz.
vertical monopole). This type of antenna was chosen to
ensure that a close match is achieved between the elevation A similar period to the previous example, but on a different
angle sensitivity of the antennas from which the bearing of the day, is presented as Figure 4. In this case, a large systematic
received signal and the antenna employed for the mode swing in bearing of about +7* is evident between 10 and
content estimation. The oblique ionogimrns are output from 22 MHz.
the RCS5A in digital form and stored on a PC for subsequent
analysis. Future experiments will employ the ROSE signal 3.2 Diurnal effects
processing unit tReference 2) to obtain higher resolution In order to examine the diurnal changes in both the ionograms
ionograms from the RCS5A. and the associated bearing measurements, three types of

graphical display have been developed. Examples of these are
The local oscillator signal from the chirp sounder receiver is presented in Figures 5, 6 and 7 for the measurements of
fed into a signal frequency converter unit which converts the 8 January 1992.
variable frequency chirp sounder signal being received on the
DF array into a constant frequency signal of 29.750 MHz The modal structure of the signals as a function of time of day
which is input to the DF system. A second PC is used to task and frequency is presented in Figure 5. In this diagram, each
the DF to provide composite scan information (0.5 second mode is represented by a different shade on a grey scale. The
averages) which are returned to the PC for storage and black regions indicate the frequency range over which both
subsequent analysis. A signal is output from the RCS5A at high and low angle signals are received via F-region
the start of each sweep which is sensed by the DF tasking PC propagation. This corresponds to the F-region 'nose* near to
to provide synchronisation between the two parts of the the MUF on the ionogram of Figure 4. Below this high/low
system. angle region is the frequency range at which the signal is

propagated by a single F-region reflection, and below this the

3. EXPERIMENTAL OBSERVATIONS region of multiple moded propagation, both by multiple
F-region hops and by E-region reflections (the dash indicates

At the time of writing, the Sweeping DF system has been the maximum frequency supported by the E-region). Of
deployed at Ottawa, Canada and at Cheltenham, UK and particular note are the presence of sporadic E (Es) reflections

weveral days test of data collected, Examples of these between about 03:00 UT and 09:00 UT which increase the
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MUF to frequencies well in excess of those supported by the high latitude site, during April 1992. However, at the time of
F-region. writing, these additional measurements had not been analysed

Corresponding to the modal structure indicated in Figure 5, 5. ACKNOWLEDGEMENTS
the signal strengths are presented in Figure 6, the darker
shades representing the stronger signals. Of particular note is The authors would like to thank the Canadian Department of
the low signal level of the sporadic E reflections, there being National Defence for their support of this project. GCHQ for
no apparent difference from the background signal level, access to their DF facilities and the DRA, Aerospace Division

for the ROSE signal processing unit. PH would also like to
The bearing spreads (standard deviations) corresponding to acknowledge the SERC and DRA, Aerospace Division for a
the data presented in Figures 5 and 6 are given in Figure 7. CASE studentship.
The most striking feature of these measurements is the high
correlation of the region of low bearing spread with the region 6. REFERENCES

of single moded propagation as indicated in Figure 5. Larger
bearing standard deviations are observed when the signal is I. Jones. T.B. and Warrington, E.M. "Large bearing errors

not single moded. Few good bearing measurements occur at observed at a high latitude DF site", in "Radiolocation
frequencies less than about 6 MHz (the DF does not perform Techniques", AGARD Conference Proceedings, June
particularly well at these low frequencies). 1992, paper 18.

4. CONCLUDENG REMARKS 2. Arthur. P.C., Dickson, AH. and Cannon, P.S. "ROSE -
a high resolution, amplitude coded, high frequency

A new technique has been developed to investigate the oblique ionosonde", in "Remote Sensing of the

performance of an HF DF system as a function of frequency Propagation Environment". AGARD Conference

and mode structure and also to investigate the very large Proceedings. September - October 1991, paper 10.

bearing errors which occur at high latitude sites. The system
has been deployed at two mid-latitude sites and several days

of data collected for paths to Ottawa and to Cheltenham. determination and bearing quality indication from a
Examples of these preliminary measurements have been goniometric HF OF system", in "Radiolocation
presented and several interesting features observed in the data Techniques", AGARD Conference Proceedings. June

identified. Further tests have been conducted at Alert, a very 1992, paper 20.
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Figure 1. Block diagram of the sweeping DF experimental configuration.
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DISCUSSION

L. BERTEL
Your system determines only one azimuth angle - so it is necessary to be careful when you are in a situation of multihops,
multimodes (o-x) or multipath: the azimuth angle calculated will vary with the doppler shift intermode as the elevation angle varies
but with less amplitude (ref paper 9).

AUTHOR'S REPLY
That is true when trying to determine the bearings associated with the individual modes. Our system does, however, give the
bearings produced by the DF at each frequency with the prevalent modes. As such, it does give us an assessment of DF
performance as a function of mode content and frequency.

G. HAGN
1. Direction finding on the individual modes is an excellent idea. and you have shown some very promising results. The MUSIC
algorithm, with the proper antenna (e.g., elements with a common phase center for the 3 orthogonal components of the arriving E
and H fields), and a dechirping algorithm could be used to obtain simultaneously the azimuth and elevation angles of the modes
which are resolved. This should work when several modes are present simultaneously - until the number of degrees of freedom
required is exceeded. Getting the angles of arrival of the several modes simultaneously, would seem to be the next step in the
evolution of what you have presented.

2. 1 believe your explanation of the reason for seeing the "weaker" high ray near the MOF, namely the difference in elevation plane
patterns between your monopole and the Pusher with its wire ground plane. I have measured the elevation plane pattern of the 7.5
foot monopei with 16 ground radials 40 feet long and buried 7 inches, and the results agree well with computations made with the
numerical electromagnetics code (NEC-3) - see IEEE Trans Broadcasting, No. 34. Vol. 2. pp. 221-229. June 1988. 1 also have
made similar measurements on the Pusher (unpublished). Due to the extreme gradient of gain at low elevation angles for the
monopole, it is important (if you can) to use a Pusher element (with a receiving multicoupler). Do you agree? Could your
comment on the groundplane of your monopole?

AUTHOR'S REPLY
i. We do hope to be able to develop our system along these lines in the future. However. at present. the only DF available to us is
the goniometric DFG system.

2. We agree entirely. To be able to fully compare the DF and ionogram traces it is essential that a Pusher element be used with the
sounder receiver since this will have the same vertical elevation angle sensitivity !s the DF. Unfortn""'ely. this was not available to
us during the January test. A Pusher element was employed during our main experiment at Alert-

W. SHERRILL
In an FMCW sounding, each mode appears in a different frequency bin of the spectrum-analyzed ceiver passband. We have used
conventional interferometry to measure the azimuth and elevation of each mode, assigning a DF process tn each frequency bin
(independently) which contains a mode.

Have you assigned your CDAA DF processes to individual mode frequencies?

AUTHOR'S REPLY
No.
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SUMMARY Note: In this paper the term 'bearing' refers to a measurement
of the azimuthal angle of arrival of the target signal.

A computer based model of an automated wide aperture Ionospheric effects may be present which result in the
goniometric HF direction finder (type DF6) has been measured bearing not being along the great circle path
developed to investigate the system performance under between the transmitter and receiver. A bearing which is
various simulated signal environments. Several test runs of referred to as accurate or of high reliability is intended to
the model indicated that the original DF6 algorithm could be indicate that the measurement of the azimuthal angle of
modified to yield a significant improvement in the measured arrival is accurate or of high reliability. No consideration of
bearing accuracy and in addition provide a meaningful ionospheric effects leading to off great circle angles of arrival
indication of the quality of the measured bearing and hence to line of bearing errors has been made.

These modifications have been implemented and tested at two 2. THE DF6 SYSTEM
sites in Canada. A system located in Ottawa has been tasked
against known transmissions from Halifax, Nova Scotia The DF system employed in this investigation is a wide
(950 kin) and several hours of data collected. These aperture goniometric system with a dual band antenna array, a
measurements confirmed that the changes implemented as a single receiver and a computer based data collection and
result of the computer modelling produced improved bearing processing system. A brief description of the principal
measurements. Further tests were conducted at Alert, a very components and the method of operation is presented below.
high latitude site in the Canadian Arctic. At this site, the
bearings often varied rapidly by several tens of degrees. The antenna array (a PUSHER) consists of two concentric 24
These latter observations indicated that further changes to the element circular arrays with diameters of 75 m and 25 m. The
DF algorithm should be made for systems deployed at this larger of the two arrays (the lowband array) operates at
high latitude site. frequencies of between 3 MHz and (usually) 10 MHz, and the

smaller of the arrays (the highband array) at frequencies
1. INTRODUCTION between (usually) 10 MHz and 30 MHz. At Ottawa and

Alert, both of the arrays consist of single element vertical
The performance of HF direction finding systems is difficult monopoles.
to evaluate solely from measurements of real signals
propagated via the ionosphere due to several factors. RF signals from the sum beam output of the PUSHER antenna
Principally, the true bearing may not be known since the are demodulated in the system receiver and combined with
signal may arrive at the DF over off-great circle paths due to goniometer positional information for initial processing. An
the presence of ionospheric tilts and, furthermore, the bearing average beam pattern, known as a composite scan, is then
may not remain constant due to changes in the ionospheric formed from successive rotations of the goniometer. Line
tilts. bearings are then computed by applying software algorithms

to the digitised composite goniometer sum beam patterns.
To overcome these difficulties, a computer model of a wide
aperture type DF6 direction finder has been developed. By In the original algorithm. 16 composite scans are iiput and the
means of the model, the performance of the DF system has follc-wing procedure adoptel to calculate the bearing(s) of the
been assessed under well defined conditions and the affect of incident signal(s):
changes to the bearing calculation algorithm determined. In
addition to calculating the bearing, parameters of the received 1. For each composite scan, a snap bearing is determined
DF waveform can provide an indication of the bearing quality as the point of best symmetry of the DF waveform. This is
(likely accuracy). found by folding the DF waveform at the peak value and
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moving the fold point so as to minimise the area between the rotations are produced. These averaged beam patterns
original and folded curves (see Figure 1). If a minimum does (composite scans) are then input to a third procedure in which
not exist within ±120 of the peak, the snap is flagged as the algorithms employed by the DF6 are applied to the data.
invalid.

As a result of the modelling exercise, the following
2. lit order to separate snap bearings obtained from signals enhancements were made to the algorithm which resulted in a
arriving from different azimuth angles, all valid snaps are then better performance (of the modelled system) when compared
allocated to a series of 10* wide overlapping bins (see to the original algorithm.
Figure 2). Overlapping bins are employed in this procedure to
prevent problems arising when points are distributed around a 3.1 Windowing
bin boundary causing them to fall into adjacent bins. For the To cakii ng from the goniometer output pattern, the

situations where several signals are present, the system relies point of best symmetry of the pattern is obtained by the
on the presence of modulation and fading to ensure that folding process described in section 2. The presence of
significant numbers of snaps are determined for each of the additional peaks or distortions in the goniometer output
constituent signals. pattern due to the presence of several modes of propagation or

interfering signals can severely affect the azimuthal angle for
3. For the bin containing the most snaps, if four or more, a which the best point of symmetry is fod. 6Coimputer

bearing is calculated as the mean of the points within that bin. simulation of this technique indicates that better (more
These snaps are then removed from that bin. and also from the accurate) results can be achieved by reducing the azimuthal
overlapping bins into which they were allocated, range of the DF waveform included in the folding process (see

Figure 4). The optimum azimuthal range, referred to as the
4. A quality factor is then calculated as 20o 2/(n-1), where folding window, is approximately the width of the main peak
a is the standard deviation and n the number of points within in the goniometer output pattern for the case when a single
the bin. If the calculated value exceeds 99, then the quality signal is present. Note that in selecting the window width, a
factor is set to 99. High values are intended to indicate slightly narrow window (ie. narrower than the main peak) has
bearings of poor reliability, and low values bearings of high a much worse performance than one slightly wide. For this
reliabliity. In this context, a high reliability bearing refers to reason, the window width was selected to be 1.1 times the
an accurate measurement of the azimuthal angle of arrival of width of the main lobe for an elevation angle of 200.
the signal. Ionospheric effects may mean, however, that this
is not the great circle direction. 3.2 Asymmetry

The quality of the folding process can be ascertained from the
5. The procedures outlined in (3) and (4) are then repeated area between the two curves defined by the fold (see Figure 4)
until no bin contains four or more points, within the azimuthal window described above. For perfect

symmetry this area would be zero. Since the difference in
Experimental measurements indicate that the quality factor area is influenced by the signal amplitude, normalisation is
calculated by this method is not meaningful. An evaluation of achieved by dividing the area between the curves by the total
this parameter for the 8.697 MHz transmission from Halifax, area under the curve within the folding window.
Nova Scotia received at Ottawa is presented as Figure 3. In
this diagram, each bearing returned by the DF is shown as a Two typical modelled situations for a 10 MHz signal, bearing
piint on a scatter plot where the x-axis is the measured 1800 with signal to noise ratios of -10 dB and +10 dB and the
bearing and the y-axis the quality factor. Most of the points presence of several interferers is presented as Figure 5. In this
for this example have quality factors less than 10, and diagram, snap bearings are shown as points on a scatter plot of
measured bearings in the range 850 - 93*. No indication can asymmetry vs bearing. From this diagram it is apparent that
be obtained from the quality factor as to which are the more snaps with low asymmetry values have a lower azimuthal
accurate measurements. spread than those points at higher asymmetry values. The

width of the spreading is approximately proportional to the
3. COMPUTER MODELLING width of the main lobe of the DF waveform.

By means of the computer model, the performance of the DF 4. OBSERVATIONS AT ALERT
system was evaluated for a range of realistic signal
environments. The model allows for several incident In addition to the computer modelling exercise outlined
wavefronts at specified directions-of arrival (in elevation as above, bearing measurements were made at various sites,
well as azimuth) with various frequency differences including Alert, located in the northern Arctic. At this
(analogous to Doppler shifts for different modes of the same northerly site, rapid fluctuations in bearing of several tens of
signal or differences in operating frequency for interfering degrees are observed, indicating that the 10* bin width
signals). Each of the components can be allowed to fade, the employed in the snap editing process to form a composite
variati6ns in amplitude and phase being generated from the bearing is insufficient at this iite.
model given by Gething (1]. A specified level of random
noise can also be added. S. NEW ALGORITHM

The model produces samples of the receiver output (either the The computer modelling and the observations from Alert
sum or difference beam pattern) at 2* intervals in the suggest two improvements to the original DF6 algorithm
goniometer rotation. These samples then form the input to a which would result in an improved performance. These are
model of the Di system. In the case of the original DF6 outlined below.
algorithm, averages of the model output for four goniometer
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5.1 Determination of snap bearings range 960 kin) on frequencies of 6.430 MHz and 8.697 MHz.
Snap bearings are calculated for each composite scan by the Examples of these measurements are now presented.
folding process described above with the addition of the
azimuthal window suggested by the computer based 6.1.1 Windowing

modelling. The width of this window is selected to be 1.1 The affect of applying a window in the folding process for the
times the width of the main peak in ?he DF waveform as determination of snap bearings is illustrated in Figure 7(a) and
calculated for an elevation angle of 20V. This increased (b). In this diagram, the time variation of snaps bearings is
window width allows for the slight broadening of the peak at presented over two 30 second periods for window widths of
higher elevation angles. The asymmetry value discussed in 3600 (no window) and 600. The variation in the snap bearings
section 3(c) is also calculated for each snap bearing, with time is much less when the folding window is applied

than for the case when all of the goniometer output is
5.2 Calculation of bearings and quality factor included. Note. however, that the true bearing may not be
The procedure adopted for calculating the composite bearings constant due to ionospheric effects.
io be returned by the system is similar to that employed in the
original algorithm, with the following differences: Figure 8 is a scatter plot of snap bearing vs asymmetry with a

600 folding window applied for the CFH transmission for the
I. The asymmetry values associated with each snap 30 second period commencing at 22:29 UIT. The scatter of the
bearing are used to allocate weighting factors to each of the data points agrees moderately well with that expected from
snaps. These weights are approximately equal to the the computer modelling. At other times the agreement is not
reciprocal of the square of the expected error of snaps with the always good. In general, however, it would appear that
specified asymmetry value as derived from the computer improved bearings are obtained by applying the azimuthal
modelling. Since the spread in the snap bearing distribution is window in the folding process, and by giving more weight to
dependent upon the width of the main lobe in the DF snaps with low asymmetry values.
waveform, the weights assigned are dependent upon the
frequency of the signal and account is taken of this variauon. 6.1.2 Composite bearings

Figure 9 represents a scatter plot of bearings and associated
2. The snaps are allocated to bins as in the original quality factors obtained with the new algorithm for the
algorithm and the same procedure followed except that the 8.697 MHz CFH transmission. The bearings are spread over a
returned bearings are calculated as the weighted mean of the range of approximately 8* with quality factois in excess of 30,
snaps within the bin. indicative of poor quality bearings. The peak of the bearing

distribution occ-rs at 87.50. approximately 2.7* less than the
3. The quality factor is calcuiated as 1000/4S. where S is great circle bearing to this transmitter. These data correspond
the sum of the snap weights. Since the weights are related to to those presented in Figure 3 for the original algoritha. The
the expected errors of snaps with that weighting factor, the distribution of bearings obtained from the original algorithm
quality factor should be a measure of the likely error is spread over some 100. with an ill defined peak at around
associated with the returned bearing. This quality indicator is 86.50.
normally allowed to take a maximum value of 99.

6.2 Alert
4. Optionally, the quality factor may be returned on a Tests of the new algorithm have also been undertaken at
logarithmic scale as 10log(1000/lS). Alert, located high in the Canadian Arctic. At this site, rapid

fluctuations in bearing uf as al tens of degrees are observed
5. The width of the bins employed in the snap editing due to propagation effect.,. In this case more accurate
process can be changed from the default value of 100 to allow composite bearings are determined by not weighting the snap
for the large, rapid bearing fluctuations observed at Alert. bearing measurements in the editing process.

Illustrated in Figure 6 are scatter plots of composite bearing 7. CONCLUDING REMARKS
and logarithmic quality factor for the data of Figure 5. For the
case of a low signal to noise ratio (-10 dB). moderately spread Two modifications to the DF6 algorithm have been suggested
bearings are calculated with quality factors between 20 and as the result of computer simulations. The first of these, the
30. indicative of poor quality measurements. For the higher introduction of an azimuthal window into the folding process
signal to nc" ý ratio case (+10 dB), some of the bearings are to determine snap bearings, resulted in less random
much less spread and these have been allocated lower quality fluctuations of the measured bearings and consequently lead
factors indicative of good quality measurements. to improvements in the composite bearings. The second

modification, the use of the beam asymmetry as an indication
6. EXPERIMENTAL MEASUREMENTS of snap bearing quality, resulted in the generation of a

meaningful indication of the overall bearing quality. It should
In order to test the new algorithm, several hours of data were however be noted that this latter parameter requires the
collected at two sites in Canada. The first, Ottawa. is a mid- antenna / goniometer system to generate a perfect beam
latitude site and the second, Alert, is located at a very high pattern when illuminated by a planar wavefield otherwise the
latitude (82.50 N) in the North West Territories. distortions introduced by the system adversely affect the

quality factor.
6.1 Ottawa
At this site, measurements were made of the CFH CW Morse
code transmissions from Halifax, Nova Scotia (bearing 90.20,
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Figure 1. Illustration of the folding process employed to determine the snap bearing as the point of
best symmetry. The fold point is moved such that the area between the original and folded curve is
minimised.

Data points separated by the
bin boundary

Figure 2. Allocation of the snap bearings to overlapping bins. The use of overlapping bins prevents
problems arising when the true bearing is near to a bin boundary causing snaps to fall into adjacent
bins.
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Figure 3. Scatter plot of bearings and associated quality factors obtained using the original OFE
algorithm for the 8.697 MHz CFH transmission from Halifax, Nova Scotia (true bearing 90.20)
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Figure 4. Illustration of the azimuthal window introduced into the folding process. In this case, only
those parts of the original and folded r'urves within the azimuthal window are iaken :ato account when
determining the snap bearing.
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for a signal to noise ratio of +10 dB
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Figure 6. Scatter plots of the quality factor (logarithmic version) vs composite bearing for the data
show in Figure 5. 8 seconds integration time employed. The upper frame is for a signal to noise ratio
of -10 dB and the lower frame for a signal to noise ratio of +10 dB
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Figure 7. Plots of snap bearing vs time for two 30 second periods for the 8.697 MHz CFH
transmission. No windowing has been applied in the snap bearing determinations indicated by the
dashed lines, wheras a 600 window has been applied for the bearings indicated by the solid lines.



20-10

20

>' 15

10

5

80 82 84 86 88 90 92 94 96 98 100
Bearing (0)

Figure 8. Plot of snap asymmetry vs bearing for the 8.697 MHz CFH transmission. Data are for the 30
second period starting at 22:29 UT, 21 March 1989
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Figure 9. Scatter plot of bearings and associated quality factors obtained using the new algorithm for
the 8.697 MHz CFH transmission. These data correspond to the data presented in Figure 3 for the
original DF6 algorithm.
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DISCUSSION

J. BENGER
How did you define signal-to-noise ratio and how did you measure it? In similar trials in Germany, we had problems in measuring
S/N because of its variability.

AUTHOR'S REPLY
Signal to noise ratio was not measured during the system trials, but was one of the parameters used by our computer model. A
random vector was added to the signal vectors in the model and its average power was determined by the specified SNR.



ANGLE OF ARRIVAL CHARACTERISTICS OF IONOSPHERIC SKYWAVE SIGNALS
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SUMMARY DESCRIr'ION OF THE DIGISONDE PORTABLE
SOUNDER

Skvwave signals in the HF band experience a plethora of
effects which distort them in the time, space and spectral P
domains. The ability of a particular measurement to resolve
discrete components which faithfully represent a single The Digisonde Portable Sounder (DPS) is for the most part a
signal source (i.e. useful for angle-of-arrival estimation) is a rmniatuinzed implementation of the well proven measurement
somewhat random occurrence given any one fixed techniques used by tne Digisonde 256 sounder 15,61
integration time. However, the fact that the signal produced for the past 10 years by the University of Lowell
components can be resolved in the spectral domain by our Center for Atmospheric Research (ULCAR) tnow through
Doppler technique much of the Lime seems to indicate that change of name only, the University of Massachusetts
there are indeed a finite number of discrete components in Lowell) Center for Atmospheric Research. The addition of
any skywave signal and that the Doppler shift for each digital pulse compression makes the use of low power
component varies independently such that they may be feasible and the high level language control software and
resolvable in the spectral domain, standard PC-DOS (i.e. IBMIPC) data file formats provide a

new level of flexibility.
INTRODUCTION

Figure 1 shows the DPS system, The upper chassis
Observation of the ionosphere with ground based sensors contains the system computer, signal generation, reception
relies on the accurate measurement of observable features of and processing hardware and over 200 Mbytes of data
an electromagnetic wave transmitted through the ionospheric storage capacity, the !ower unit ccntains a 500 Watt solid
medium. These observab.,s are: state amplifier. The two 19" rack mountable chassis are

installed in a lightweight fiberglass transport case which
1. frequency includes a shock mounted 19" rack. The components in the
2. height or range (i.e. time delay) fiberglass case are, by themselves (with the addition of a 24
3. amplitude volt battery and antennas) capable of making and storing
4. phase preprogrammed automatic measuremen - The peripherals
5. Doppler shift or spread (frequency dispersion) (keyboard, monitor, printers and modem) are only required
6. wave polarization (left or right hand circular) for human interface.
7. angle of arrival

Signal Poessini
Given the ability to measure all of these parameters one can
describe the vertical electron density profile, the existence The DPS is able to be miniaturized by lengthening the
direction and velocity of wave structures (like the traveling transmitted pulse of a small low voltage solid state
ionospheric disturbances associated with acoustic gravity transmitter we can transmit z-i amount of energy equal so
waves) /I/ and plasma irregularities carried by ionospheric that we transmit by a high power pulse tansmitter without
drifts and polar cap convections /2,3,4/. The accurate having to provide components to handle the very high
measurement of all of the above parameters, except voltages required for 10's of kilowatt power levels. The
frequency, depends heavily on the signal to noise ratio of the time resolution of the short pulse is provided by intrapulse
received signal. Therefore vertical incidence ionospheric phase modulation using one of three programmable phase
sounders capable of acquiring high quality scientific data codes. The use of a Complementary code /7,8/ pulse
have historically utilized powerful pulse transmitters in the 2 compression technique is described in our previous paper
to 30kWi:t range. /13/, which shows that the expected measurement quality is

the same as a conventional sounder of 1MWatt peak pulse
The necessity for extremely good signal to noise ratio is power.
demanded by the sensitivity of the measufcmem1ts to
variations in the signal level. For instance, to mneasure phase Y.'ltillexing
to I degree accuracy requires q signal !o noise ratio better
than 401W (assuming a Gaussian noise distribution which is The Digisonde Portable Sounder allows multiplexed Doppler
actually a best case), and measurement of amplitude to 10% integration of up to 64 separate combinations of frequencies,
accuracy requires over 20dB signal to noise ratio. Of antennas (the system includes 4 phase matched antennas
coerse. we also would like these measurementz to be switched into I -eceiver, while the newer DPS-4 contai .s 4
immune to degradation from noise and interference and to receivers to alc .v "true" simultaneous reception on the 4
maintain their high quality over a large fiequency band antennas), and polarizations (i.e. Ordinary or Extraordinary
which requires that at the lower end of the HF band ue have circular polarization). This multiplexing is implemented by
to overcome absorption, noise and interference and still switching hardware narameters between pulses, and is
provide at least a 20 to 40 dB signal to noise ratio, useful for making high Doppler resolution ionograms,
Therefore the goal cf making an inexpensive low-power making precision group height measurements and accurately
portable sounder would at first seem unattainable. determining 0 or X polarization as describcd in /13/. The

angle of arrival me ,'urement of the DPS-1 (the system



which produced all the data presented here) is made possible Application of interferometry principles to signals received
because the multiplexing allows the signals on the four on three or more physically separated antennas can
antennas to be integrated simultaneously, therefore providing accurately determine the signal's angle of arrival, IF AND
phase differences in accordance with the received signal's ONLY IF only one source (i.e. one direction of arrival) is
angle of arrival. This essentially simultaneous (actually involved in creating the received signal whose phase is
interlaced or multiplexed) reception is accomplished by measured. Unfortunately the mechanisms which create
synchronizing the computer's control. data acquisition and multiple source locations in the skywa,,e signal result in
signal processing software functions to the transmitted multiple superposed signals at the receiver. The phase of
waveform through a hardware interrupt. Two systems such a signal is the geometric vector sum of all of the
working in a bistatic mode can be svnchro,'ized by locking separate source components and is not characteristic of any
that hardware interrupt to the I PPS (pulse/sec i signal from a one direction of arrival. If a rneans of separating the-,e signal
GPS satellite receiver mounted in the DPS system. At the components e.g. resolution in range or Doppler) can be
end of a multiplexed Doppler integrauon the system will implemented. such that only one source exists in a given
contain an entire Doppler spectrum for each receiving range/Doppler cell then the phase of that component on each
antenna, each frequency and each polarization measured. at of several (or at least three) antennas can be used to
each resolvable r'nge. For instance a 40 second coherent ('termne its angle of arrival.
integration could contain up to 8192 128-pt Doppler spectra
any or all of which may be stored on a 150MByte tape Angle of Arrival Spreading for Vertical/Near Vertical
cartrdge. If multiple sources exist at the same range (height
for vertical measurements) they are usually resolved in the
Doppler spectrum computed for that height. Since the four ULCAR's Digisonde sounders (the DPS and previous
antenna signals were integrated simultaneously, the phase of Digisonde versions) use a processing program we call
each of these complex Doppler lines will now yield t&.- true ODDA (Online Digisonde Drift Analysis) to compute and
angle of arrival by simple interferometry (triangulation) display these angles of arrval along with the a-dimensional

techniques. The fourth antenna provides a consistency position and velocity (speed and dirccuon of motioni of
check to detect any Doppler lines which still contain multiple plasma features creating the echoes. The DPS can
signal sources. simultaneously measure up to 16 frequencies using each of

the four receive antennas while recording echoes from 128
Autopnatc Seouencin, heights (with 5km height sample spacing this covers 640km

ot ran ge i.
Table I shows the DPS measurement menu. In our previous
paper /13/. the function of each item in the menu is Figure 2 shows the screen display !'or a four frequency
explained, but a summary of its use follows. Parameters I. nieasurement. The first four vertical height profiles show
2 and 3 specify the frequency range s, -p size over which the echoes for the four different trequencies coming from 330.
range and step size measurement is made. The next 4 335, 341). and 345km ireferenced to the axis in km on the
parameters set up the multiplexing of frequencies, transmitter left side. The next four vertical strips show the contents of
phase codes, antennas and polarization. The next 3 the 128-point Doppler spectrum at the height of maximum
parameters detrmine the pulse repetition rate, number of echo amplitude (referenced to the axis in Hz on the ngh.
pulses to be integrated and sample spacing in km). The last side), which in this case is the only echo height 2-0., 225,
5 parameters determine the format in which data wil be 280 and 285km). This 20 second interaton can be repeated
output to hard disk, 150MBytc tape cartridges or printers, an indetinite number of time:, to allow obser:ations as a
Since there are up to 8192 Doppler spectra to store and function of time: 8 repetitte-s are shown in this example.
typically less than 1% of this is useful d;A:a. much of the T'e entire Doppler spectrum at each of the echo heights is
science in making various measurements . affected by this tored as input for the ODDA program.
chokie of data format- The trade-off depends on the physical
phenomena being studied and on the allowable frequency of The ODDA program /12/. after screening the data with
changing the data recording media, but recording all data IS several quality and consistency checks, uses the 4 recorded
one option. ph'ses tone for each antenna) at each of the Doppler lines to

compute a 2-Dimensional angle-of-arrival map (a skymap")
Table 1. Program Editing Screen for each height recorded. Doppler integration times of 10 to

40 seconds are usually sufficient to ensure that each Doppler

(L) Lower Freq (kHz) 2000 (l1) Height Res ,km) 5 line contains only a single source component. but a
consistency check using the fourth antenna can detect and

(C) Coarse Step 100 (M) # of Hgts 128 exclude points resulting front a non-planar wavefront. Echo

(U) Upper Freq (kHz) 12000 (D) Delay (1=504S)0 locations can be accumulated on the plot for a selectable
period of time, but too long a time may obscure some of the

(F) Fine Freq Step (kHz) 5 (G) Gain (0 to 15) 9 short term phenomena being observed as happens in Figure

(S) # Small Steps 2 (1) Freq Search (0,1) 1 3 taken in March 1992 by the DPS system in Jicamarca,
Peru (at th:; magnetic equator). The top frame shows a 5-

(X) Xmtr Waveform 1 (0) # Output Hts 8 minute coliection of echoes from 4 heights and 4 frequencies

(A) Antennas (0=-Beaml 0 (PI) Disk (0,A,M,DF,P) A all plotted together. While the 6 frames below it show the
skymap from the maximum amplitude echo height after each

(N) FFT Size (Power of 2) 5 (P2) Printer (BW, Color) 0 coherent integration (20 seconds). The east-west separation

(R) Rate (PPS) 200 (B) Bonom Ht 2 i0 of echo locations with positive Doppler in the west and
negative Doppler in the east suggests eastward propagation

(E) First Height (km) 90 (T) Top Ht 500 of north-south aligned corrugations. This motion continues

for several hours. The north-south alignment of the
EXPERIMENTAL DATA SHOWING AOA structure suggests that we are seeing field-aligned
CHARACTERISTICS OF SKYWAVE SIGNALS irregularities which are expericncing a uniform electric field

driven (vertical E) drift

There are many propagation phenomena involved in

ionospheric skywave propagation which result in the Angle of Arrival Soeading for Oblique
appearance of several sources at the receiver from a single Iuidenc
transmitter location. For instance, for oblique propagation
characterized by a parabolic electron density profile there is The IONMOD project /14/, an experiment to detect heating
the splitting into two rays, a high angle and a low angle ray effects caused by oblique transmission of high powered HF
/10/, Then there are multihop paths. 0 and X polarization radio signals provided an opportunity for us to apply
modes, and ionospheric roughness (irregularity structures) Doppler resolution to the task of separating skywave
which provide multiple propagation paths between components. A "probe" circuit, a 500 Watt transmitter
transmitter and receiver, separated by 2200kim from a system of multiple coherent



receiver, was established in the southwestern U.S. If 4. Buchau, J., Weber, E.J., Anderson, D.N., Carlson.
operated at a frequency close to the heater frequency the Jr., H.C., Moore, .G.. Reinisch, B.W. and
'kywave signal would penetrate the same volume of the E Livingston. R.C.. "Ionosphenc Structures in the Polar
and F-layers that would be modified by the powerful heater Cap: Their Origin and Relation to 250 MHz
signal. Integration periods from 5 to 30 seconds were used Scintillation," Radio Science, 2&l. No. 3. pp. 325-338,
and it was found that the elevation angles of arrival of May-June 1985.
discrete components of nearly equal strength can be
determined accurately if the components are resolved in the 5. Kelly, M. 'The Earth's Ionosphere," Chapter 4, 1989.
freqoency domain by the Doppler processing. However.
when the two components fall in the same Doppler bin the 6. -Reinisch, B,W., "New Techniques in Ground-Based
computed angle of arrival is ambiguous. Ionospheric Sounding and Studies," Radio Science,

Figure 4 illustrates the sensitivity of the angle of arrival 21, No. 3. May-June 1989.

measurement to the effectiveness of the Doppler resolution 7. Bibl, K., Reinisch, B.W. and Kitrosser, D.F.,
technique. The left side of the figure is a "waterfall" display "General Description of the Compact Digital
of the middle 400 lines of a 4096 line Doppler spectrum Ionospheric Sounder, Digisonde 256," University of
showing the carrer of the received signal. The Doppler Lowell Center for Atmospheric ResearLh, 1981.
range is -6Hz to +6Hz, and the elapsed time between these
spectra is 15 seconds. The color of the Doppler bins 8. Golay, M.S., "Complementary Codes," IRE
represents the amplitude of the signal in 4dB steps and a Tran.actions on Information Theory, April 1961.
threshold selected by the analyst is applied to eliminate the
noise floor. If the amplitude of a Doppler component 9. Schmidt, G. Ruster, R. and Czechowsky, P..
exceeds this threshold then its phase on the three receivers is "Complementary Code and Digital Filtering for
used to compute its angle of arrival. The angle of arrival is Detection of Weak VHF Radar Signals from the
then plotted on the right side of the display in a color which Mesosphere." IEEE Transactions on Geoscience
identifies which pzrt of the Doppler spectrum it came from Electronics, May 1979.
,ideallv we would have 400 colors to uniquely identify each
Doppler line in the spectrum). The most prevalent feature 10. Haines. DM.. "Digisonde Portable Sounder tDPS)
onserved on this magnetically west-to-east path (and the one Svstem Technical Manual," Universitv of
,hown in Figure 4) was the splitting into nigh and low rays Massachusetts Lowell Center for Atmospheric
which would at times provide as much as a few hertz of Research, Version 1.2, April 1992.
,separation in their Doppler shift. Over the 15 minute period
represented in Figure 4 the spectra show the high ray 11. Davies, K.. "Ionospheric Radio." IEEE Series 31.
alternately merging and then separating from the low ray 1989.
such that the plot on the right shows a precise determination
of angle of armval only when the two modes are separated in 12. Scali. J.L., "Online Digisonde Doppler Analysis."
frequency by more that about 0.1Hz. User's Manual, University of Massachusetts Lowell

There were two major weaknesses to this CW measurement Center for Atmospheric Research. 1992.

iecrinique which predate the existence of the bisiatic oblique 3. Reinisch. B.W.. Haines, D.M. and K iKlinski, W.S.,
propagation mode of the DPS system: "The New Portable Digisonde for Vertical and Oblique

1 With no range resolution, the high and low rays were Sounding," AGARD-CP-502. February 1992.
often overlaying each other when they couid have 14. Sales G.S.. Platt, 1., Huang, Y, Haines. D.M.
easily been resolved with a modest bandwidth pulsed, and Hecksher. J.L., "The Investigation of Changes in
chirped or phase coded signal. 'he Ionosphere Caused by High Power HF

Transmitters," URSI International Conference on
The amplitude fading due to Faraday rotation, effects Ionospheric Modification, September 199C .
was so deep and often so last that the Doppler spectra
showed a typical amplitude modulation spectrum. even
though the transmission was an unmodulated CW
carrier. A spread spectrum signal would not
experience such deep nulls.

Resolution of source components by range resolution and
spectral analysis comoined with interterometer principles is a
powerful technique in determining the angle of arrival of
superimposed multipath signals.
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lonosonde Observations of the Polar Cap F Region
Convection." Physica Scripta, 36, pp. 372-377, 1987.

3. Buchau. J. and Reinisch. B.W., "Electron Density
Structures in the Polar F Region." Advanced Space
Research, 11, No. 10, pp. 29-37. 1991.
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DISCUSSION

N1. PITTEWAY
You measure phase as a function of frequency in order to get an accurate group range. so why not measure phase as a function of
trime in order to get accurate Doppler information. rather than your 128 point FFT to get a Doppler spectrum? tHaving heard your
verbal answer, to use spectrum to resolve signals with differing Doppler shifts, my (written only) supplementary question is. surely.
group range, too, should be invalid to separate different effects. also polarization (unplicit in your crossed dipole switching, but what
about linear polarization at the equator?) and differing angles of arrival?

AUTHOR'S REPLY
Getting back to the basic question; we should consider that the FFT process begins by sampling phase (actually complex amplitudes)
vs. time. Then rather than trying to measure the phase of the time domain samples we perform a complex FFT which not only
separates multiple signal components but provides 21 dB of signal processing gain (improved SNR) making the computed phase of a
complex Doppler line significantly more accurate than the original complex amplitude would have been.

Now for the second part. The strength of' our technique is that all these discrminati•ng features (group delay, polarzation, spatially
separated antennas and Doppler shifts) are exploited to ensure that any complex amplitude represents only one sky wave component
tic.. angle of arrival). Perhaps you didn't understand that we build up independent time domain records for each polarization, each
antenna, and each frequency (when frequency multiplexing is selected). Then a separate FFr on each record results in a unique
Doppler spectrum for each range. polarization, antenna, and frequency- as many as 8192 Doppler spectra (I million complex
Doppler lines) may be computed at the end of one 40 second coherent integration. Such a computation requires about 15 seconds.
So the input samples for a DPS Doppler spectrum have already been separated by range. polarization, frequency and antenna before
the FFT is performed.

Yes, we used both linear and circular polarization at hlcamrarca, Peru t1.5. North magnetic latitude) and found that swit(ching
between North.South and East-West magnetic dipole elements tlinear polarizationt discriminated the 0 and X waves significantly
better than did the circular polarizations.

C. GOUTELARD
Commentasue:
Vous dites ne pas pouvoir separer les modes ordim-,,es et extraordinaues avec une analyse de Fourier. Le rapport signal/bruit que
vous obtenez apr~s traitemeni vous permettrait dutiliser des methodes haute resolution telles que MUSIC. Nous appliquons cette
inthode et nous mettons clairement en eividence les modes ordmnarres et extraordinaires.

Question:
Quelles sont les dimensions mininales des irregulantks que volts pouvez observer et avez-vous cente d'en consuruire des modbles?
Contient:
You say that v'ou cannot separate the ordinary modes from the etra ordinarv modes using a Fourier analvsis, With the signal to
noi .se rati .os you obtain after pr•x-essi Ing you could use higth resolution nsethods such as5 MUStC. We apply (his rnerhe)d and are able

to cleorlh distinguish ordinary ]ron evtraordinarv' modes.

Question:
What are the minimum si:es o] the irre'gularities which you are able to observe and ave vou attempted to construct models?

AUTHOR'S REPLY
After a 20 second integration of 4 frequencies. 4 antennas and 2 polarizations at each of 256 sampled heights (range bins) we have
$192 F'17s to perform before the next measurement can be made. A 10 MIP 16.bit fixed point signal processor can accomplish this
in about 5 seconds, while a MUSIC implementation would require a floating point processor and would take much longer to analyze
the 8192 spectral points. The data shown was a received CW transmission (no range resolution). If the experiment is done again
using the DPS system which provides 10 km range resolution, the o and x components would be resolved most of the time. The
skymap resolution, or accuracy is about 10 which translates to 3 km of F-region heights. We find a continuum of scatterer sources
over these distance but it is uncertain whether this spreading is apparent. due to imperfect signal-to-noise ratio, or is a real
geophysical phenomenon. Structures separated by tens of kilometers are easily seen and the polar convection plasma patches are
typically separated by hundreds of kilometers as they pass overhead.

G. HAGN
Autoscaling is still somewhat of an art, so ARTIST is an appropriate acronym. You showed a beautiful example of a mid-latitude
ionogram which was autoscaled. You also showed a rather complicated ionogram from a high latitude (with 3 different electron
densities), and it seemed that the autoscaler had difficulty with this tonogram, Can you comment on this and on the state-of-the-art

of autoscaling?

AUTHOR'S REPLY
This tonogram had at least three different F-layer traces due to plasma patches overhead which had different electron density
profiles. The automatically scaled F-layer trace jumped off the correct trace and continued on one of the obliquely received traces.
This highlighted the need to distinguish between overhead (e.g. 1 22' zenith angle) echoes and oblique which we are now adding
to the software using a simple digital beamforming algonthm. The older Digisonde 256 successfully used analog beamforming to
accomplish this discrimination, and the ARTIST uses this information.
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UTILISATION DUi RESEAU DE RECEPTION DU SONDEUR A RETRODIFFUSION DE

L'ILE LOSQUET EN RADIOGONIOMETRIE

J.Y. LE SAOUT. F. GAUTHIER. N. RUELLE. R. FLEURY

Centre National d'Etudes des Tý 16communications
LAB/PTI/G ER. Route de tregastel

BYP. 40, 22301 Lannion Cgdex. France

RESUME resultats concernent a [a fois la determination de
l'azimut et de l'ýlevation des ondes reques.

On decrit la m6ehode de radiogoniometrie i station
unique mise en oeuvre a partir du sondeur it Apres quoi on compare ces angles determines
retrodiffusion de l'ile Losquet. Des resultats experimentalement. A ceux issus d'un modele de
exp~rimentaux de determnination de I'azimut et de previsions ainsi qu'aux angles calcules par
I't6l6vation d'ondes ayant transitees par transposition en oblique d'ionogrammes verticaux.
l'ionosphere. obtenus a partir d'emetteurs bien
localisl~s, sont vresentes. Les angles mesures sont Enfin on discute des limitations de la methode.
compares, a des resultats issus d'un modele de
propagation et a des directions d'amrvee calcuIkes A
partir d'une transposition en oblique 2 PRESENTATION DE LA METHODE
d'ionogrammes verticaux. On montre que:
- l'aziniut dans lequel se trouve l'emetteur peut etre 2.1 Le systeme d'aeriens
detertnin& avec une precision qui est celle du pas de
mesure. Le sondeur a retrodiffusion du CNET decrit par
- en ý16vation. la methode permet la mesure des ailleurs [51 est implante en Bretagne (France), sur
angles associ~s aux trajets dominants bien que ses l'ile Losquet (48.8' N .3.60 W). Cc systeme utilise
performances soient limitees en presence de multi. pour l'analyse dc l'ionosphere les frequences
trajets. radioelectriques comprises entre 6 et 30 MHz. Son

systeme d'a~riens est consuitue de deux reseaux
circulaires concentriques d'antennes :un pour

I INTRODUCTION l'&mission. l'autre pour la reception.

Ces demifres annees de nombreuses methodes de La methode de radiogoniomktrie presentee dans cet
radiogoniometrie ont ete publikes [1], [21. 131 .Ces article met uniquement en oeuvre le reseau dc
dilfhrentes techniques peuvent Ure classees en trois r~cptioii du sondeur.

granes ct~goies:Ce reseau Cst constitue (Figure 1):
-les me~thodes interf~rometiques.
-les rnethodes a balayage Doppler., de 64 antennes actives. d polarisation Verticale.
-les methodes a balayage d'antenne. reparties sur un cercie de 68.8 metres de rayon,

La radiolocalisation est F'un des objectifs de ces -de 64 dephaseurs a commande rnumerique associes
&tudes [41. individuellement a chaqu'uiie des antennes. Ces

demniers permettent un controle continu du
Dans le cadre d'etudes de propagation I-F en ondes dephasage des signaux requs de 00 i 3600.
de ciel. la radiogoniometrie represente un moyen
d'investigation du milieu ionospherique. Lorsque la -d'un recepteur de mesure,
position de l'emetteur est connue la determination
d'angles d'arrive~e d'ondes ayant transitees par -d'un calculateur qui permet [a coinmande et la
l'ionosphere nous renseigne su: l'altitude virtuelle gestion informatique du recepteur et des
du point de reflexion de ces ondes. Ces dephaseurs ainsi que F'acquisition et
informations sont complementaires de celles 1'enregistrement des mesures.
obtenues par sondage oblique.

L'objectif de cet article est de presenter des 2.2 Principe de [a me~thode
resultats de radiogoniom~tie a station unique par
une technique de balayage d'antenne. obtenus a Dans un r~seau de N antennes. le signal S;
l'aide du reseau de reception du sondeur it disponible a la sortie d'une antenne i est pondere
retrodiffusion du Centre National d'Etudes des par un coefficient complexe Wi. Les signaux Wi x Si
T~lfcommunications (CNET). sont alors sommes avant 1Fentree du recepteur.

On decrit la m~thode employ&e et on presente des
resultats de mesures r~alis~s a diff~rrntes N
frequences et pour plusieurs distances. a partir ST W,~ . S,
d'6metteurs de radiodiffusion bien locaiis~s. Ces
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La conformation du diagraoime de dire ctivite (modulati'ni d'amplitude et evanouissemenh
consiste a determiner les coefficients Wi de maniere associes zi ]a presence de multi-trajets) dix
a maximiser l'energie dans la direction de visee. Les balayages successifs ont ete moyennes 17]. La. duree
ponderations Wi~utilisees sont des termes de phase d'un balayage depend
appliques aux signaux Si par les dephaseurs A
commande num~rique. Ils s'expriment de la fatqon (i) du temps necessaire a l'adressage des
suivante: dephaseurs cc a la realisation de la mesure

d'amplitude par le recepteur (environ 0.45
-j-jw.cOsE0 cs seconde).W,ýz ,E xpa-OS(f-AZO (ii) du pas angulaire de mesure qui est choisi

par I experimentateur en foniction des
conditions de propagation et de la firequence

0oi: de 1'emetteur observe.

Az0 et EG sont respectivement. les angles de La figure 3 presente on exemple de
pointage du lobe principal en azimut et radiogoniometrie elrectue a partir de le6metteur de
en elevation (uls definissent la direction Lenk (46027 N, 7027 E) A la frequence de 13.685
de visee). MHz. Le diagramme azimutal (Figure 3a) a eti

obtcnu en faisant varier l'angle de pointage du lobe
X est la longueur d'onde principal en azimut par pas de deux degres. cc qui

correspond ai une duree d'acquisition totale
R est le rayon d'implantation des d'environ 14 minutes. Le diagramme en elevation

antennes (figure 3b) a etc obtenu en faisant varier I'angle en
site par pas de 2 degres et conduit a une duree

wi est I'angle au centre du reseau de d'acquisition d'environ 3 minutes. Les figures 3a et
l'antenne i par rapport au nord 3b montrent clairement. une direction privile giee
geographique, compte positivemerit d'amrvee des signaux. traduisant Ia presence G 'on
vers F'Est. trajCE dominant de propagation. Par ailleurs.

l'azimut dans lequel sont observes les signaux (1030
+ 10) est le meme que celui calculi

La figure 2a presence un exemple de simulation du geographiquement (103').
diagramme de directivite du reseau de reception
obtenue a la. frequence de 20 MHz et pour des La figure 4 est un autre exemple representatif d'un
angles de visee de 90' en azimut et de 30' en site. La mode de propagation dominant. qui a ýet obtenu
mesure de cc diagramme effectu~e a l'aide d'une sur 1*ýmetteur de Wertachtal (4807 N, 1lV5 E) a la
technique decrite par ailleurs; (16 est presentee figure frequence de 17.845 MHz. Les durees d'acquisition
2b. Le bon accord entre la simulation et la mesure en azimut et en elevation sont environ de 13 et 7
confirmie l'aptitude des dephaseurs a conformer le minutes respectivement. La comparaison des
diagramme de directivit6 dans la. direction choisie. figures 3a et 4a (obtenues par pas de 2 degres)

montre que P'ouverture do lobe principal en azimut
Le recepteur realise one mesure du module de.ST decroit avec la longucur d'onde. L'incertitude
pour cha? ue direction de visee et la representation associ~e a [a mesure des directions d'arrivec des
de I ST Ien foniction de la direction de visee est signaux en azimut varie Jans le mime sens. Par
appel~eediagramme de reeprion. ailleurs. l'azimuc dans lequel sont observes les

signaux (89' + I') est le meme que celui calculi
Dans U'hypothise d'une onde plane incidente Ie geographiquement (890). Cc resultat est
diagramme de reception presente un maximum representatif de 1Fensemble des mesures que nous
dans Ia direction d'arrivee de l'onde et des lobes avons effectuees :le tableau I presente les angles de
secondaires d'amplitude moindre (environ -8 dB) gisement mesures et calcules a partir des positions
dans d'autres directions. geographiques des emetteurs. La comparaison des

angles indique que pour les geometries presentcs,
La technique de radiogoniometrie que nous ]a dispersion azimutale introduite par ['ionosphere
appelons balayage de lobe est un balayage de est in ferieure au pas de mesure.
l'espace par le diagramme de directivite du reseau
de riception. La comparaison des figures 3a et 4a avec les figures

3b ct 4b montre que le secteur angulaire des
En pratique les deux angles d'arriv~e de ['onde sont directions d'amrvec observies est plus important en
generalement inconnus. Expirimentalement on elevation qu'en azimut. Ce resultat peut Wte
determine dans un premier temos I'azimut en se explique:
donnant une ekvation A priori. L'azimut etant alors
connu, on effectue on balayage en site. (i) par la valeur de I'ouverture du lobe principal

plus importante en elevation qu'en azimut. Le
tableau 2 indique la valeur des ouvertures a 3

3 RESULTATS dB calculees a ['aide de simulations pour des
frequences comprises entre 6 et 30 MHz et des

3.1 Risultats experimentaux elevations de visee de 200, 300 et 400.
(ii) par Ia presence des deux modes de

Nous avons experimente la methode p resentee ci- polarisation ordinaire et extraordinaire par
dessus sur des emetteurs de radiodi [fusion car la trajec de propagation.
connaissance de leur coordonnees geographiques (iii) par une dispersion angulaire d'onigine
est une aide a la validation de nos mesures. La ionospherique plus clev~e en site qu'en
distance entre ces emetteurs et l'ile Losquet est gisement. Celle-ci est d'autant plus importante
comprise entre 500 et 1500 km environ. qu'iI existe des gradients.

Les resultats que nous presentons ont Wt obtenus 11 est important de remarquer que les mesures que
en utilisant Ia technique du balayage de lobe, en nous p resentons sont le resultat de convolutions
azimut de 0' A 3600 ct en elevation de 0' a 90'. Pour entre I es diagrammes de directivite et des "plans
teriir compte des variations d'amplitude observies d'ondes" incidents, La separation entre les effets de



la largeur du lobe et de la dispersion angulaire Les trois premieres colonnes du tableau 3 resument
intz-oduite par ('ionosphere sur les mesures en site les principales caract~ristiques (lieu de l'cmettcur.
West donc pas immediate. frtequence utilisee, date. heure) des mesures

eff'ectuecs au cours du mois d'Octobre 1991 et du
Si les figures 3b et 4b sont representatives de la mois de Janvier 1992, a part-r d'&metteurs de
presence d'un mode de propagation dominant. radiodiffusion darts ]a bande 12-212 MHz. Les angles
dans le cas general la stratification verticale de de site determines et le pas de mesure utilisi sont
('ionosphere est a l'origine de trajets multiples : a representes dans les colonnes 4 et 5. Les valeurs
figure 5 est un r~sultat de mesure mettant en soulign~es correspondent au maximum d'ampiitude
evidtnce ce type de situation. Le diagramme de observe. Dans les quatres dernieres colonnes du
reception en site possede deux lobes principaux tableau 3 figurent les angles d'incidences obtenus A
indliqoant a priori (a presence de deux trajets ['aide dui modele ASAPS (methode 1) et les
distincts en elevation, directions d'art-wee issues des transpositions

vertical-oblique (m~t-hode 2). ainsi que les
11 est a noter que comparee d la mesore d'un seul differences respectives de ces angles par rapport aux
trajet la presence de plusieurs chemins de mesures.
propagation se traduit par une deormation du
diagramme de reception qui evolue au cours do On constate que:
temps en fonction des relations de phase entre les . lorsque one oo deox directions d'amrvee sont
aeriens. Suivant ('instant de la mesure. la position et mesurces. ('angle associe au maximum d'amplitude
le nombre des lobes principaux peut varier et rendre observe correspond ai un des trajets prevus par les
ainsi necessaire Ie moyennage de plusieurs meithodes I et 2 :l'ecart entre les angles calcules et
balayages consdcutifs. mesures est de l'ordre de grandeur do pas de

mesure.
Dans le cas de la figure 5 1'&cart angulaire entre Ics
deux trajets est supieriur d l'ouverture du lobe - lot-sque le nombre de trajets mesures est supet-zeur
principal. La figure 6 presente un resoltat de a deux. les ecarts entre les angles mesurcs ai ceux
balayage obtenu en presence de multi-trajets pour issus du calcul sont. plus importants. Ce resultat
IcqueilIa diffhrence d'clevation entre les chemnins de semble indiquer que l'incertitude sur la mesure
propagation esE comparable d P'ouverture du lobe augmente avec le nombre de trajets mesures.
principal. La discrimination devient alors difficile. Lsrslasd aigfimti beu asl
Les resultats que nous avons presentes dans ce bande des ('requences 6-12 MHz (Tableau 4)
paragraplie montrent que la determination Je indiquent que les diffe&rences entre les mesures et les
l'azimut pose peu de difficulte. Par contre. en site la previsions sont plus elevees que celles observes
presence de multi-trajets peot. engendrer des dans La bande 12.22 MHz. L'ooverture do lobe
problemes di'interpretation. Nous nous proposons principal du diagramme de directivite, plus
d'aborder (cur analyse dans le paragraphe suivint important aux basses frequences qu'aux friquences

elevees est probablement a l'origine de cc resultat.
3.2 Interpretation des mesures en site. Cependant un nombre plus important de mesures

est necessaire pour confirmer cette explication.
L'evaluation des performances de la technique de
radiogoniometnie. repose sur deux approches: 4 LES LIMITES DE LA METHODE
- La premiere consiste a comparer les angles de site
mesures aux directions d'arrivee calcuk~es a l'aide Les limites de la technique du balayage de lobe ont
du modele de previsions de propagation ASAPS (81 ete evaluecs en ayant recourt A des simulations
Ce modcle pet-met la caracterisation des modes de utilisant un modde de signal developpe par Bertel
propagation et le calcul des angles d'incidence qui et al (10). (111. Ce modele prend en compte les
(cur sont associes, pour une freqoence. une liaison trajets multiples. ]a polarisation des modes
et une date donnees. 11 est A noter que cc modele ne propages et le decalage Doppler diffrentiel existant
footnift des informations que sur I'&tat moyen de entre ces derniers. On presente ici des resultats
l'ionosphere. relatifs d ('etude de deux trajets.

- La seconde me~thode est une comparaison de ces
mimes mesures aux angles issus de la transposition 4.1 L'ouverture du lobe principal.
en oblique des ionogrammes verticaux obtenus a
Lannion. Cette transformation, effectuec A l'aide de Nous avons effectue des simulations en utilisant
la loi de la secante [91, permet Ie calcol des angles deox: trajets separes d'un ecart angolaire int'uicur a
d'incidence pour une frequence et one distance de Ia largeur A 3 dB du lobe principal do diagramme de
propagation donnees. Rappelons que cette dircctivite. La figure 7 montre que dans ce cas Ie
methode ne s'applique qu'aox modes ordinaires et diagramme de reception prsente un elargissement
ne prend pas en compte d'6ventuels gradients du lobe principal. La valeur de l'angle
horizontaux de densite electronique. correspondlant au maximum du diagramme (280) est

la meme que 1'ý16vation d'un des irajets introduits.
Par ces deux me~thodes. la qualit& des mesures a ete 11 est.a noter que de maniere generale l'an le
approch~e en comparant Ia dil~rence entre les associe au maximum est intermediaire entire le's
angles mesures et calcules avec le pas de mesure. deux elevations d amrvce.
Pour simplifier l'analyse des resoltats seul les angles
associes au maximum do diagramme de reception Lot-sque l'ecart angulaire et ('ouverture d 3 dB du
ont et6 otilis~s. Nous avons par ailleurs separe les lobe principal sont dans un rapport 2. le diagrammec
mesures en deux categories correspondant aux de reception pet-met une discrimination correcte des
bandes de fr~quences 6-12 MHz et 12-22 MHz; cc directions dl'amrvee.
qui pet-met de prendre en compte dans I'analyse des
resoltats, le fait que le diagramme de directivite La limitation introdoite par la largeur do lobe
possede on lobe principal plus large aux basses principa~l diminue avec la longueur d'onde poor on
frequences. meme ecart angulaire. puzisque l'ouverture decroit

lot-sque Ia frequence augmente.
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4,2 Le rapport des amplitudes. Les resultats de certe etude preliminaire montrent
que 1'on peut envisager l'emploi de Ia technique du

Le niveau des lobes principaux du diagramme de balayage de lobe pour des etudes de
reception est foniction de l'amplitude relative des radiogortiometrie HF telles que Ia radiolocalisation
signaux a Ia sortie de l'ionosphere et du diagramme a station unique ou Ia mesure en temps reel des
de rayonnement des antennes. Darts ces conditions. conditions de propagation.
les trajets de faible amplitude peuvent etre masques
par les lobes secoridaires associes au mode
dominant. REM ERCIEM ENTS

Nous avons simule ce phenomene en faisant varier Les auteurs remercient l'ensemble de l'equipe
les amplitudes associ~es i deux trajets d'incidences '.sondeur a ritrodiffusion", pour !eur contribution
15' et 350* La figure 8 montre qu'avec des eflicace a [a partie experimentale de cette etude.
amplitudes introduites identiques. ]a methode
permet de retrouver Ics angles d'amrvee. Par contre. RFRNElorsque les energies sont dans un rapport 0.5, ie EERNE
trajet de plus faible amplitude peut Wte confonidu
avec un des lubes secondaires du diagramme de 1. Gething, P.J. D., Radio Directionreception: ceci est illustre6 par Ia figure 9. Finding", lEE Electromagnetic waves series

4, Published by Peter Peregrinus Ltd, 1978.
4.3 La durie de Ia mfesure. 2. Multedo. G.. "Les techniques

Rapelos q'u baayae n ste e a 0 pr interf~ometrie utilisees dans lesRapplon quun alaageen itede i 0 *parradiogoniometres a THQMSON-CSF".pas de 2' dure environ 20 secondes. La non Revue technique Thomson-CSF. juin 1987,stationnarite du milieu pendant cette duree. fors de vl1.N2Ia presence de mrulti-trajets. est aussi ai !origine vl1.N2
d'une deformation du diagramme de reception. 3. M amr.LF "ospeimdlngnCelle-ci est d'autant plus importante que [a periode suppoamrat ofsnle.F.aion-osheicn modelng i
des variations temporelles des Doppler diffhrentiels rupporttofnsminglers",Jtaton-oato ofr long50est de l'ordre de grandeur de Ia duree du balayage. 198.p 7 1 9 5

Dans ces conditions le diagramme de reception 18,p7175
presente un "feuilletage" illustre par ia figure 10. 4. Fombonne. P. "Radionavigation

De maniere generale, les resultats de simulations Radiolocalisation", Masson 1983.
montrent que diverses influences interviennent dans 5. Le Saout, J.Y, Bertel. L., "Antenna arrays of
Ia deformation du diagramme de reception. the C. N. E.T. b-ickscatter HF radar", Fourth
Cependant les maximums observes permettent une International Conference on HF radio
interpretation correcte de Ia simulation avec deux systems and techniques. april 1988, lEE
trajets. Conference Publication N*284. pp 280-284.

6. Le Saout, ii.Y., Bertrand. P., Poitevin. R.,5 CONCLUSION " Les caract~ristiques exp~rimentales des
Lesreulat d linerreatonde msuesdesystemes d'aeriens du radar H-F ALes ~sutat del'iterr~ttio de meure deretodiffusion". Journees Internationales deradiogoniometrie que nous avons presentes dans cet Nice sur les Antennes. novembre 1990, pparticle peuvent etre resumes comme suit :572-575

En azimut. Ia comparaison des directions d'arrivee 7. Bertel, L., Gourvez, P., Le Saout. J.Y..mesurees avec celles calculkes a partir des positions Ruelle. N.. "HF Receving antenna arraygeographiques des emetteurs montre que l'azimut behaviour", Sixth International Conferencedans lequel se trouve 1'ýmetteur peut Wte determine on Antennas and Propagation 1989,
avec une precision qui est celle du pas de mesure Conference Publication N'301. Part 1.. pp
utilis6. 507-511I.
En site, Ia comparaison des angles mesures avec 8. ASAPS. Advanced Stand Alone Prediction
ceux issus du modele de prevision ASAPS ainsi que System, User guide. IPS Radio and Spaceceux qui ont et6 calcules par transposition oblique Service, Australia, 1989,
d'ionogrammes verticaux mnontre que :lorsque un
ou deux trajets sont observes, Ia difference entre 9. Davies, K., "Ionospheric Radio" lEE
l'angle associe au maximum du diagramme de Eetoantcwvssre 1 ulsereception et ceux qui ont W calcules est de l'ordre El eterrom grnetcwvs serie 319Pulihede grandeur du pas de mesure. Cette difference est b ee eernsLd 90
plus importante aux basses fr~quences, 10. Bertel, L.. Gourvez. P., Leclerc, P.. Le

des Saout, J.Y., Rojas Valera, J., 'Etude du
Par ailleurs. les r~sulthts de Ia simulation dscomportement d'un reseau d'antennes HF enmesures en site indiquent que les performances de reception". Journees Internationales de Nice
Ia. methode dependent du nombre de trajets sur les Antennes, novembre 1986.
presents au moment de Ia mesure : Ia determination
de ['angle d'incidence associ6 a un seul trajet peut 11. Bertel, L., Le Ray, B.. Baltazart. V.. Leete etfectu~e sans difficult&. Par contre. Ia Saout. J.Y., "Analysis of behaviour of small
discrimination de multi-trajets West possible que si basis radiogoniometers using interferometry
les amplitudes relatives qui leur sont associces sont technique", Conference on solar terrestrial
dans un rapport au momns de 0.5 et si l'ecart and space physics and workshop onangulaire entre les directions d'arriv~e est superieur ionospheric modelling an radio wave
i l'ouverture a 3 dB du lobe principal du diagramme propagation. Melbourne. february 1990.
de directivite.
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FICH:ER MCISE8I ~ Z.3[~PAS! FCH1~I~E 3 "570 CEV.c'NI :0 "-:2

TYPE CC V5U.!LIN. PZI.MqX1 :360 Kqxlt.28.6 do* ~ CC ISU :LN. C..EV.14RXI >36, 4XIt 27?7 d?'j

CA3TE 21 Oct 1991 tAEOUENCE :13.665I9,x MOY. CALCULE DATE Oct 1991 r5EO~mNCE :13V695p9' MOY. CALCLLEE

HCURE 39:05:53 T.U. ELEVATION :20 SUR. Is F-cN.r. -EL1C 9R L T.U. PZIpKJT lee GOP Is

7,OAOONrES POLAIRES EN ELEVATION

a- diagramme azimutal b- diagramme en site

Figure 3 Diagrammes de reicephion -btenus a partir de I'emetteur de radiodiffusion
dc Lenk (Suisse)

rICH[ER MGISE22 RZ!IIINL :0 PRS:2v F[CI4IER -S1E62 CLEV.MINI :a PAS

*TYPE CC VSU. LAN. AZ! AX! :3Gf MRX1:-38.07 d~o. TYPE CE U'SU.:LIN. ELEV.MQXK :98* MAXI:-41.34 do.

CATE 21 Oct 1991 1PEW.ENCE :17 94S5ht MOY. CALCULEE CATE -: oct i991 r-PEOLPENCE 17.845Mht PýY, CA.CLILCE

HCURE 13:59.0 eTrU. ELEVATION :26' SUP 10 Ed., ELIRE .4:00:01 T.U. PZZMIJT go. S.LIR 18 d.,

ýOORDOV#4tES POLPIRES EN ELEVATION

a- diagramme azimutal b- diagramme en site

Figure 4: Diagrammes de reception obtenus a partir de I'metteur de radiodiffusian
de WertachtaI (Allemagne).
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PRZQUENC~i DATE [ELMVTION I TZIiiT
TZ (an 4HSz) EZURZ D0 VISE" ILOSQUET! PAS I GEOX3TRIQUE

08/10/91' 83

6.155 10:04 50* 83" 5" 86"
09/10/91 1 I

WIEN 15.45 09:25 15 86" 2- 86"

21/10/911
21.49 14:26 16" i 86" 2" 86"

2 2 / 1 0 / 9 1 1

LENK 9.535 15:35 23" 103" 2' 103'
2 1 / 1 0 / 9 1

09:05 28" 104" 2" 103'

08/10/91 
1

ALLO 6.17 10:14 50" 112" 5" 114"

22/10/92 '
SKEL 9.76 14:25 35" 4" 3" 5"

09/10/91 ,, , , 5 i
ARGAI 11.79 08:46 1 25" 178" 3" 176"

JUNG 6.09 09:32 20" 76. 5" 79"
21/10/91i_.1' '

WERTL 17.845 13:59 I 26" 89- 2" 89"

Tableau I Comparaison des angles azimutaux mesures, avec ceux calcules a partir
des positions geographiques des emetteurs de:

WIEN (48000 N. 16028 E)
LENK (46-27 N. 070 27 E)
ALLOUIS (470 00 N. 02'00 E)
SKELTON (540 44 N, 02054 W)
ARGANDA (40' 18 N. 03' 31 W)
JUNGLINSTER (49040 N. 06°19E)
WERTACHTAL (48-0 5N, 1041E)

FREQUENCE OCUVRTURE OUVURTURE OUVERTURE OUVERTURE
(on XBs) EN .ZIMUT: EO=30" EN SITEZ EO=200 EN SITES Eo30= EN SITE: Uo=40"

(en deg.) (en deg.) (an dog.) (en 4.e.)

6 17.3 28.2 33.6 25.3

10 10.4 23.6 19.7 14.3

14 7.4 20.0 13.4 10.1

18 5.7 16.5 10.3 7.8

22 4.7 13.1 8.3 6.4
26 4.0 10.8 7.0 5.4

30 3.4 9.2 6.0 4.6

Tableau 2: Ouverture theorique i 3 dB du lobe principal du diagramme de
directivite.
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FICHIER ?ISITE6 ELEV,MINI !0* PAS :2
\'PE DE VISU.:LIN. ELEV.1RXI :90 MAXI:-31.74 d9M

DATE P Taý 1992 rpCOUENCE !9?Ormhr NOV. CALCIJLrE

kE O 9:52:2 T.U. RZIMUT 5S SUR to10 h.

CO0RDOWlEES POLAIRES EN ELEVATION

Figure 5 Diagramme de reception en site obtenus a partir de N'metteur de
radiodilfus ion de Skelton .

FICHIER MSITESI ELEY.MINI ;0 PPS Z
TYPE DE VISU.LIN. ELEV.I'RXI !0 MAXr: -4 1.14 dg.

DATE i 9 Oct 1991 FPEQUEMCE !13.73M)z NOY. CFILCLLEE
HELIDE 09:37:42 T.U. YZEUJT .9G SUP 10 F--,

COORDONNEES POLAIRES EN ELEVATION

Figure 6: Diagramme de reception en site obtenu aL partir de 1'6metteur de
radiodiffusion de Lenk.
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VREQUE3CZ DATE BITES PAS8 BITES ECART SITES ECAZT
TZ (en MRS) HEURN LOSQUOT on METHODE 1 on MLThOD! 2 an

(T.U.) on dog. dog. on dog. dog. an dog. dog.
18/10/91 5 49 7 (1E) 8.0 (1E) 48.2 (3F2)

13.73 09:37 11 2 18 (IF) -1 14.0 (1M1) -5
21 37 (2F) 33.2 (2M2)

18/10/91 7 17 (iF) 15.5 (IF2)
WIEN 15.45 09:23 31 1 38 (2F) 10 34.4 (2F2) 8.5

47
17/01/92

15.45 09:35 11 2 16 (IF) -1 13.7 (1F2) -1.3
47 35 (2F) 34.8 (2F2)

21/10/91 5.1 (UEs)
21.49 10:00 17 1 18 (IF) 1 16.2 (MF2) -0.8

17/01/92
21.49 09:50 14 2 16 (iF) 0 16.0 (1F2) 0

40 ____
18/10/91 

13.2 (UEs)
13.685 10:05 s 2 30 (IF) 2 27.4 (1F2) -0.6

45 53 (2F) 53.4 (2M2)

21/10/91 2U 29 (IF) 13.9 (IES) 67.8 (3M2)
LENK 13.685 09:11 44 2 1 28.0 (1F2) 0

57 52 (2F) 54.0 (2F2)

17/01/92 2
13.685 09:30 8 2 28 (IF) 0 27.8 (M) -0.2

50 (2F)I

09/10/91 1
ARGA 11.79 08:40 3j 26 (IF) 0 28.1 (1F2) 2.1

47 49 (2F)

17/01/92
11.79 09:25 A 2 25 (IF) 1 23.2 (MF2) -0.8

45 46 (2F) 46.3 (2F2)
21/10/91

WERT 17.845 13:48 26 2 29 (IF) 3 26.7 (1F2) 0.7
17/01/92

17.845 09:40 2 2 24 (IF) 3 23.7 (MF2) 2.7

Tableau 3 Comparaison des angles de site mesures avec les directions d'arrivee
calculees, a [*aide du modele de propagation ASAPS (methode I) et des
transpositions en oblique des ionogrammes verhicaux de la station
ionospherique de Lannion (methode 2). Les frequences des cmetteurs
sont comprises entre 12 et 22 MHz.

FREQUENCZ DATE BITES PAS BITES ECART SITES ECART
TZ (on MHO) KEURE LOSQUET on METHODE 1 on METHODE 2 on

(T.U.) on dog. deg. on dog. dog. on dog. dog.
08/10/91 i0 4.4 (IE) 29.1 (3Eh)

WIEN 6.155 09:43 50 3 14 (2E) 4 14.9 (2E) 44.5 (3F2) 4.9
77 23.9 (3Eb)

22/10/91 13 (IE) 12.1 (iEb) 49.8 (2F2)
LENK 9.535 13:54 24 3 33 (IF) -1 16.0 (lEh) -3.2

U 52 (2F) 25.6 (IFI)
08/10/91 Uj 28 (1E) 25.7 (1E) 75.3 (3F2)

ALW 6.17 14:48 45 C 52 (IF) 6 44.4 (1M1) 3.7
75 67.9 (2F2)

22/10/91 28.4 (1F2)
SKEL 9.76 14:50 33 3 40 (1F) 7 53.8 (2F2) -4.6

60 (2F) 65.5 (3F2)
17/01/92 34 37 (IF) 28.2 (1F2)

9.76 09:25 59 2 58 (2F) -1 50.6 (2F2) -3.6
62.6 (3M2)

08/10/91 la 15 (1E) 11.0 (1E)
JUNG 6.09 09:22 5 28 (IF) 3 47.2 (1F2) -1

51 57 (2F) 59.9 (2M2)

Tableau 4: Comparaison des angles de site mesures avec les directions d'arrivee
calculees. a I'aide du modele de propagation ASAPS (methode 1) et des
transposition en oblique des ionogrammes verticaux de la station
ionospherique de Lannion (methode 2). Les frequences des emetteurs
sont comprises entre 6 et 12 MHz.
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90

60

__lo
000 0115 0 50 0 15 Q000 0 25 050 0 75 00

Figure 7 Diagramme de reception en site simule Figure 8 Diagramme de reception en site simule
Frequence = 15,45 MHz Frequence = 15.45 MHz
Azimut de visee = 860 Azimut de visee = 86-
Trajet n'1 Elkvation introduite = 28' Trajet n'1 El~vation introduite = 5*
Trajet n*2 Elevation introduite = 350 Amplitude =I

Trajet n'2 Elevation introduite = 350
Amplitude I

5. 0 >.60

000o 0.25 050 0 75 1 00 000 025 050 0 75 1 o0

Figure 9: Diagramrne de reception en site simule Figure 10 Diagramme de reception en site siniul&
Frequence - 15.45 MHz Frequence = 15.45 MHz
Azinut de visee - 86 Azimut de visee - 86*
Trajet n' : Elevation introduite = 15* Trajet n* I Elevation introduite =

Amplitude = I Amplitude -=0,7
Trajet n'2: Elevation introduite - 350 Trajet ii 2 Elevation introduite - I i"

Amplitude =0. 5 Amplitude = I
Trajet n'3 Elevation introduite -360

Amplitude = I
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DISCUSSION

E. SCHWEICHER
Avez-vous employ6 une apodisation pour r&luise les lobes secondaires de votre rdseau d'antennes?
Have you used apodization to reduce the side lobes of your array?

AUTHOR'S REPLY
Une fois le lobe forrnn, h l'aide de la technique que nous avons presente, nous ne mettons pas en oeuvre d'autres mithodes.
Once the lobe has been formed, using the technique we have described, we do not use aniy other methods.

J. BELROSE
When you compared measured with pre":ted elevation angle of arrival of short wave broadcast sigrals. have you included in your
analysis the vertical plane patterns of the transmitting antennas?

AUTHOR'S REPLY
Nous ne tenons compte que du diagramme des antennes du reeau de r~ception et nous considdrons qu'un mode de propagation est
dominant lorsqu'il est mesuri comme tel.
We onlv take into account the receiver array antenna pattern and we consider that a propagation mode is dominant when it is
measured as such.

D. CHOI
I recall your measurement showing - 50 beamwidth at 20 MHz. Fundamentally. an array is limited in beamwidth by X/D in radians
where D = size of the aperture and X is the wavelength. At 20 Mvfflz. ) = 15/68 and the best beamwidth is = 120. Can you
comment on this?

AUTHOR'S REPLY
The radius of the antenna array is 68.8 in but the diameter is about 140 m which gives the shown beamwidth.

E. SCHWEICHER
Sur votre second transparent, j'ai notk la presence (A partir du calculateur) de 2 bus: un bus GPIB (car je croyats que GPIO Etait une
faute de frappe) et un bus IEEE que je croyais identiques. Quelle est la difference entre ces deux bus? S' GPIO est riellement
GPIO et non GPIB. que signifie GPIO?
On -our second viewgraph, I noted that there were 2 buses (startin' from the computer). a GPIB bus (as I think GPIO was a typing
error) and a IEEE bus, which I thought were identical. What is the difference between these 2 buses? If GPIO is really G "" and
not GPIB what does GPIO stand for?

AUTHOR'S REPLY
Le bus GPIO comme le bus IEEE est un bus parall~Ie mais contrairement au bus IEEE il n'y a aucun 6change de protocole d'ou un
gain de rapiditd au niveau du transfert des donntes.
Like the IEEE bus, the GPIO bus is a parallel bus. but unlike the IEEE bus there is no exchange of protocol. which makes for more

rapid data transfer.

C. GOUTELARD
Commentaire:
Je voudrais faire remarquer. suite A la question du Dr Belrose. qu'il n'y a pas A se pr&occuper du diagramme de rayonnement de
l'6metteur. En effet, celui-ci produit des trajets divers en fonction de son diagramme. Si. par exemple. il en supprime un, cf "'est
pas important: le rdceteur ne traitera que les trajets par lesquels les ondes se seront propag6es. et le traitement sera plus simple. Le
r6le du ricepteur ici est de d6terminer les trajets qui se sont propaEs et non ceux qui auraient pu se propager.
Follo% -g Dr. Belrose's question, I would like to point out that we don't need to concern ourselves with the emitter's radiation

pattern. In effect, the emitter produces different paths depending on its pattern. If it cancels one. for example. this is not
important: the receiver will only process those paths along which waves are propagated, and the processing will be simpler. In this
case. the role 4 the receiver is to determine the paths which have been propagated and not those which might have been
propagated.
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1. SUMMARY The reduction in size and cost of the system was achieved
The Advanced Translator Processing System was through the use of off-the-shelf components where
developed to provide a low cost alternative to tracking possible. The key element of the ATPS is the
translated GPS signals. It is backwards compatible with Preamplifier/Downconvertor (P/DC) subsystem. The
the Translator Processing System (TPS) currently used to P/DC tracks the Pilot Carrier from the GPS Translator
track Ballistic Missile Translators (BMT) by the US and uses this signal to control downconversion of the
Ranges. NAVSYS has also developed a BMT compatible received S-band signal back to the L-band signal received
Translator. by the Translator. This signal is then passed to a

conventional GPS receiver for processing.
A key element of the ATPS is the Preamplifiert
Downconvertor (P/DC) module which was developed by The performance of the ATPS is limited only by the
NAVSYS to condition the received Translator signal so it tracking performance of the GPS receiver. Testing has
can be tracked with a conventional C/A code receiver, been performed using a number of GPS receivers
This significantly reduces the cost of the hardware by including the Mini-Rogue SNR 8A. the Ashtech XI. and
allowing the ATPS to be constructed mostly from off-the- the Navstar XR3-P receiver.
shelf components. The ATPS and Translator were tested
against the RAJPO Ballistic Missile and Translator 3. NAVSYS GPS TRANSLATOR.rocessing System Specifications. This paper presents the The NAVSYS GPS Translator was designed to be
results of tests demonstrating the performance of the backwards compatible with the Ballistic Missile Translator
ATPS and Translator under different operating conditions. (BMT) Type A, with the following additional capabilities:

NAVSYS has also developed a Post Test Processing While the BMT is designed to operate at one of 89
System (PTPS), incorporating the same components. possible frequencies. the frequency of the NAVSYS
which records the Translator data during the tests. When Translator is field selectable to any of the 89 channels
this data is played back, high-accuracy Time and Space through an internal switch. The NAVSYS Translator is
Position Information (TSPT) data can be computed on the also designed to allow BPSK data to be modulated on the
vehicle even under extreme dynamics. Pilot Carrer (PC) signal. This enables the Translator to

be used as a telemetry link as well as a tracking system.
2. INTRODUCTION The Translator will also allow the S-band GPS signal to

be modulated with a pseudo-noise M-code. This feature
2.1 Current Translator Systems can be used to allow the CDMA operation of multiple
GPS Translator tracking systems have been developed by translators sharing the same frequency band.
the US Navy and by the tri-service Range Applications
Joint Program Office (RAJPO). These are designed to The Translator specification is summarized in Table I.
provide real-time Time Space Position Information (TSPI)
data for high dynamic flight test and tracking applications. 4. PREAMPLIFIER/IDOWNCONVERTOR

The P/DC is designed to operate with signals from either
The GPS Translator concept is illustrated in Figure 1. The the BMT or the NAVSYS Translator at any of the 89
Translator installed on-board the missile converts the S-band frequency channels. The P/DC converts the
received L-band OPS signals to S-band and rebroadcasts received Translator signals from S-band for subsequent
them to a ground-based Translator Processing System processing by a GPS receiver. The P/DC specifications
(TPS) where the location of the vehicle is determined, are summarized in Table 2.
The RAJPO BMT Translator signal spectrum is illustrated
in Figure 2. To limit the S-band signal bandwidth, only The P/DC follows an S-band preamplifier, normally a
the C/A code GPS signals are translated and broadcast to range preamplifier providing 25 ±5 dB of gain with 2 dB
the TPS. noise figure. The S-band signal from the preamplifier is

mixed to an IF frequency and AGC amplified. The
2.2 NAVSYS Advanced Translator Processing System leveled signal is divided, one path being bandlimited to
For many of the potential applications for GPS the C/A-code spectrum, translated to L-band and ouhxtt
Translators, the size and cost of the Translator Processing to the GPS receiver, the other being translated to
System currently in use in the United States is prohibitive. baseband and output to the P/DC Controller.
NAVSYS has developed a smaller, low cost Advanced
Translator Processing System (ATPS) suitable for use in The P/DC Controller provides control voltages to set the
these applications. AGC gain and the synthesizer reference frequency



Table I Translator Specification Table 2 PIDC Specification

Input Signal: GPS LI CIA Code S-Hand Signal Input
Frequency 1575.42 MHz t 50 kHz Composite of Translator output signats
Signal level -145 dBm to -110 dBm Center Frequency: 2201.92 MHz to 2390.92 MHz

(selectable in I MHz steps)
Output Signal: Channel Field Selectable N I to 89 PC Frequency: Center Frequency + PC Offset

Center Frequency 2201.92 + N MHz RF Level: -97 dBm to -21 dBm
PC Frequency 2200 + N MHz PC Level: 10 ±2 dB below RF level
RF Power Level +35 ±2 dBm (3 watts) .Preamp Noise Level:-147 ±5 dBm/Hz
Test Option +30 ±2 dBm (I watt) PC Offset: -1.92 MHz + M MHz
PC Level RF Power Level - (10 ± 2 dB) M = I to 56

Modulation Options: Signal Encoding
M-Code (CDMA) DC to I MBPS M-Code DC to I MBPQ
PC-Data (Telemetry) DC to 62.5 KBPS

L-Band Signal Output

Performance Requirements: Translator L-Band input, Translator input noise, and
Phase Stability amplifier thermal noise

Condition Requirement Center Frequency: 1575.42 MHz
10 second period :300* RF Level: -94.5 dBm to -77.5 dBm
10 dB input change <:5*
-145 to -110 dBm input range <20* Performance Requirements

Frenuency Accuracy ± 10 PPM Attenuator Control Power: 0 to 70 dB
Frelucncy Drift 0. 1 sec Allan Variance < 10't Distance 1:2000
Pilot Carrier Phase Jitter Frequency Control + 10 ppm

Double Sided Noise Bandwidth RMS Phase Jitter ± 20 kHz at S-Band
I to 10 Hz S81 Frequency Accuracy 0.01 PPM alter 3 minute
I to 1500 Hz _s 10o warm-up
I to 15,000 Hz < 15" Frequency Drift 0.1 sec Allan Variance < 1000

Output Phase Jitter Pilot Carmer Channel Phase Jitter
Double Sided Noise Bandwidth RMS Phase Jitter Double Sided Noise Bandwidth RMS Phase Jitter
I to 10 Hz 7" 1 to 10 Hz 4-
I to 1500 Hz <15" I to 1500 Hz 5=

1 Hz to 15 KHz 80
Physical Requirements: Signal Channel Phase Jitter

Immersed Volume 25 cubic inches Double Sided Noise Bandwidth RMS Phase Jitter
weiO;t 1.8 pounds (excluding antermats, t to 10 HRz .•

cabling, connectors, and primary I to 1500 Hz 80
power source)

Power 20 to 32 VDC, 22 watts Physical Requirements
Immersed Volume (46 cubic inches)

ALU dimensions exclusive of

(provided from a voltage controlled crystal oscillator Wconnectors and mountings.
(pvWeiht 3.3 pounds MAX. excluding
(VCXO)'. antennas, cabling, connectors, and

primary power source.
The P/DC Controller is a DSP computer card embedded Power 20 to 32 VDC (23 watts)
in a host IBM Personal Computer. The P/DC Controller
digitally samples the Pilot Carrier signal at 200 kHz and
processes this data to provide the AGC and VCXO control
signals. The AGC control is required to adjust the Initial measurements were made between two XR3-P
received signal level of the translated GPS signal to the receivers directly tracking the GPS satellite signals
nominal level expected by the GPS receiver. The VCXO (Figure 4). The double difference delta-ranges (DDR)
control is required to remove the frequency offset on the between two satellites and two receivers operating from a
S-band carrier from the Translator clock. This function common antenna was used to characterize the phase-noise
realigns the L-band code and carrier Doppler shifts so that on the tracking loops. The variance of this phase-noise is
the receiver can function without any modification. The equivalent to twice the individual phase-noise variance on
L-band signal then appears to the GPS receiver as though a single satellite.
it were received along the path translator-satellite-ground.

A second set of results were made between a reference
5. TEST RESULTS receiver and a receiver tracking the signals from the GPS
The Translator and ATPS system test results are described Translator (Figure 5). The results showed a slight
in the following sections. Component level tests were degradation in signal to noise ratio in the translator signal.
performed to verify that the Translator and P/DC met There was no noticeable increase in the carrier phase
their individual specifications, the system tests were then noise observed from the DDR measurements. In both
used to verify the performance of the systems under cmses the DDR I-sigma was around 5 umm, indicating that
laboratory conditions. the receiver tracking loop noise of roughly 2.5 mm is

dominating any phase noise introduced by the Translator
5.1 Navigation Perfonnance Tests and P/DC.
The test configuration shown in Figure 3 was used to
verify the operation ,f the Translator and P/DC under The relative position and velocity accuracy was also very
static conditions and to comiare the navigation similar between the Translator and dual-receiver test
performance to that with a referenze GPS receiver.
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cases. The velocity accuracy was 0.01-0.02 m/s I-sigma A second test was performed with the Translators
in both cases for PDOPs of 2.5 or better. separated in frequency by 20 MHz and the relative power

level adjusted to determune the minunum and mainmum
5.2 Power Level Tests tracking power level for the P/DC. The P/DC was able
The purpose of the power test was to demonstrate the to track both Translators and provide DDR and velocity
ability of the AGC loop to track the translated signals accuracies comparable to the tests descnbed in 5.2 (3-4
throughout the full range of operation of the P/DC. ro rum and 2 cm/s) over a 49 dB operating range. When the
perform this test, variable attenuation was introduced into signal power for the low power Translator was dropped
the path from the Translator to the P/DC to vary the further, the P/DC receiver had trouble maintaining lock
received S-band RF power from -116 dBm to -56 dBm. on the signal.
equivalent to tracking a Translator over a 1:1000 change
in range. 6. FURTHER DEVELOPMENTS

NAVSYS is currently developing a Post-test Processing
Throughout the tests, the SNR through the Translator was System (PTPS) based on the ATPS design.
degraded by 0 to 3 dB. The DDR measurements provided
a 1-sigma variance of around 5 mm, except where steps The PTPS is illustrated in Figure 7 and consists of a
were observed due to a timing error problem in the single rack of equipment and a host SUN computer that is
XR3-P data. The observed velocity in the high dynamic designed to record and post-test process Translator data.
mode was between 1-2 cm/s 1-sigma. The relative
position error between the two GPS receivers was In record mode. the PTPS records data from two tracking
generally within 3 meters. antennae (typically one Left Hand Circularly Polarized

(LHCP) the other RHCP Translator signals from the ame
5.3 Simulated Dynamics Tests vehicle) and one static reference GPS antenna to a high
Since the ATPS testing was performed in the laboratory, speed Very Large Data Store (VLDS) recorder.
it was obviously not possible to demonstrate the
perfbrmance under actual vehicle dynamics. 11astead. In post-test mode, the PTPS permits playback of the
simulated Doppler shifts (or oscillator frequency shifts) recorded data and recovery of the GPS data. The
were introduced on the Translator signal output by specification of the Post Test Processing System is listed
varying the frequency of the Translator oscillator. By in Table 3.
heating and cooling the Translator oscillator, it was
possible to cause the frequency to vary by over 10 ppm. 6.1 Data Recording
This is equivalent to a frequency shift at S-band of 20 The configuration of the PTPS recording system ts shown
kHz or a Doppler velocity shift of 3000 m/s. This test in Figure 7.
verified the ability of the P/DC Controller to remove this
frequency shift without disrupting the operation of the The PTPS system uses two P/DC units and controllers, as
ATPS receiver. described for the ATPS system. to AGC the incoming

Translator signals and convert the signal back to L-band.
The change in frequency inserted an apparent acceleration The resulting L-band GPS signals are fed, along with a
into the translated GPS signal of up to 10 m/s/s (I g) reference channel signal from a static
(Figure 6). If this were not corrected for in the P/DC. the antenna/preamplifier, to three Predetection GPS Receivers
frequency offset would cause an error in the DDR (PGR). The PGR is a NAVSYS designed GPS receiver
measurements and the velocity computed by the XR3-P that outputs In-Phase and Quadrature samples of the
receiver. In addition, the XR3-P receiver would have incoming signal at 2 MSps.
difficulty maintaining code lock due to the difference in
the apparent code and carrier Doppler shifts. The P/DC The resulting data streams are packed into an 8-bit word
correction removed the Translator clock offset frequency along with digitized Pilot Carrer data from the two
so the L-band signal into the XR3-P receiver was P/DCs and passed to a Metrunm VLDS Data recorder
unaffected by the apparent Doppler shift, recording at 2 MBytes/sec.

During this test, the Translator SNR was within 2 dB of Timing of the entire system comes from a highly stable
the reference receiver, the variance of the DDR ovenised 10 MHz oscillator.
measurements was less than 6 umm, and the velocity
provided by the receiver was accurate to 4 cm/s. The The two P/DC controller DSP cards are embedded in a
velocity accuracy was the only noticeable change in this SUN Sparcstation2 host computer that also controls the
test. Under "static" conditions the velocity accuracy was tape recorder.
better than 2 cm/s, while under the "dynamic" conditions
the accuracy degraded to 4 cm/s, with the receiver in 6.2 Post-Test Processing
high-dynamic mode. However, this performance is The configuration of the PTPS post-test system is shown
excellent when tracking a signal that varies by 10 m/s/s, in Figure 8. The recorded data is retrieved from tape into
and it demonstrates the precision of the P/DC tracking an interface card. The interface card buffers I second of
loops in removing the S-band Doppler frequency offset. data and routes the desired GPS channel to two arrays of

up to 10 accelerator chips. Each accelerator chip is
5.4 Interference Tests instructed by the host to track one of the visible satellites.
These tests demonstrated the ability of the P/DC to track The accelerator chip performs code correlation and
individual Translator signals w-'hen more than one tracking under control of one of two DSP cards. Aiding
Translator is operating, and to switch between the data. if available, is passed from the host to the DSP to
Translators. In the first test, two Translators were control the tracking algorithms. Acquisition over a wide
connected to the input of the P/DC with their frequencies range of Dopplers can be achieved using search bins of
offset by 4 MHz (2206.5 MHz and 2210.5 MHz). The 500 Hz and repeatedly processing the data in the I-second
two Translators were set with a relative power level of 6 data buffer. Once signal lock has been acquired, the tape
dB. The P/DC was able to track both signals accurately will start streaming and processing can be achieved in
throughout the test. real-time. Loop logic permits real-time aiding between
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Table 3 PTPS System Specification Table 4 Summary of ATPS System Teat Results

Input LHCP and RHCP Translator signals at S-band Navigation Performance
-76 dBm to -16 dBm SNR Degradation I dB
Li reference signal per ICD-GPS-200 DDR-Observed Phase Noise 4 mnm (1-sigma)

Position Error < 3 meters
Output to tape Composite words of 1-bit digitized Velocity Error 2 cm/s (I-sigma)

(I&Q) 2 MSps GPS signals (3 ea) and
5-bit digitized 400 kHz Pilot Carrier P/DC Power Lewed Thresholds
signals (2 ea) .Maximum -56 dBm

Minimum -116 dBm
Tape Recorder Metrum VLDS

Transfer rate 2 MByttisec sustainer transfer rate Frequency Tests
Tape medium T-120 video cassette Full Range ±10 ppm (±3000 mis)
Record time 84 minutes

Simulated Dynamics 0 to 10 ppm d0 m/s/s
Host computer SUN Sparcstation 2 with two C-30 acc.cration)

DSP cards.
Interference Tests

Physical characteristics (without host computer) Translators separated by 4 MHz and 6 dB - Passed
Weight 160 lbs Translators separated by 20 MHz and 49 dB - Passed
Dimensions 26" x 17' x 24"

Maximum Dynamics for PTPS Tracking Loops GPS signals to this precision over a 60 dB range of
Velocity 6000 m/s power. providing a range of operation of 1:1000 in
Acceleration 50 g distance.
Jerk ý0 g/s
Maximum Doppler =92 kHz The P/DC has also been integrated into a Post-Test

PTPS Tracking Loop Performance Processing system that is capable of recording the
Signal Li C/A code Translator signals during a mission. The PTPS is

Performance 40 dB-Hz (SNR) designed to replay this data and make high accuracy
PR @1 Hz = 6 m (I-sigma) measurements throughout the vehicle's trajectory even
DR @1 Hz = I cm (1-sigma) under high dynamics.

Acquisition Threshold 32 dB-Hz (SNR) 8. REFERENCES
Trackinz Threshold 1. J.B. McConnell, R.H.Greenberg, R.B.Pickett, P.C.

AFC Tracking 21 dB-Hz (21 g @10 g/s Wiklhagen. A.K.Brown, 'Advances in GPS Translator
Phase Tracking 22 dB-Hz @5 g @5 gis Technology," ION Sitellite Division Conference
(data aided) Proceedings, September 1989.

2. "Miniaturized GPS Translator and Translator
Processing System Development, Phase II Final Report,*

channels to assist reacquisition if lock is lost. In this way, NAVSYS Document TPS-91-05, August 1991.
the LHCP can aid the RHCP channel (and vice versa)
during signal fades. Host control permits tape rewind and
reacquisition if lock is lost on both channels during
streaming.

A preliminary processing pass using the static reference
receiver data provides navigation data, which "n also be
used to navigation data-aid the tracking loops. This
results in roughly a 6 dB improvement in the tracking
loop threshokl.

7. CONCLUSIONS
The results of the ATPS system tests are summarized in
Table 4. The development of both the Translator and the
P/DC proved to be highly successful and all of the design
objectives were met.

The Translator demonstrated its backward compatibility
with the BMT, and its capability of field-selectable
operation, at all 89 of the BMT frequencies.

The Advanced Translator Processing System passed all of
the system tests and demonstrated that the P/DC is
capable of tracking GPS signals with no noticeable
performance degradation over a conventional GPS
receiver. Carrier phase measurements were provided to an
accuracy of 3 mm and velocity was determined to 1 cm/s
(l-sigma) with the receiver in high-dynamics mode of
operation. The P/DC was capable of tracking translated
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Communication Interference/Jamming and Propagation Analysis System
and its Application to Radio Location

H. Kuzucu
Communications Division
SHAPE Technical Centre

P.O. Box 174
2501 CD The Hague

The Netherlands

SUMMARY sources considered. The effect of the propagation-induced
errors on the rms bearing and position fixing is considered

Modern defence systems depend on comprehensive surveil- only in the sense of signal power attenuation. rms bearing
lance capability. The ability to detect and locate the radio errors -et calculated as a function of the signal-to-noise ratio
signals is a major element of a surveillance system. With the (SNR) as given for phase interferometer DF systems.
increasing need for more mobile surveillance systems in Stansfield algorithm has been taken as the basis for the
conjunction with the rapid deployment of forces and the derivation of the radio location parameters.
advent of technology allowing more enhanced use of small
aperture systems, tactical direction finding (DF) and radio 2. ARCHITECTURE OF STC CIPAS
location systems will have to be operated in diverse oper-
ational conditions. A quick assessment of the error levels The foundation of STC CIPAS is the scenario development
expected and the evaluation of the rel'-bility of the fixes on application. The scenario development application is awed to
the targeted areas bears crucial importance to the effective- construct communication scenarios that contain units
ness of the missions relying on DF data. This paper presents (deployed assets) with specific equipments, on a background
a sophisticated, graphics workstation based computer tool map. The background map is constructed using the DTED
developed for the system level analysis of radio communica- of the relevant area. The equipment includes communication
tion systems and describes its use in radio location applics- devices and jammers. Performance parameters are entered
tions for realizing such accurate and realistic assessments by the user to define the capabilities of each type of equip-
with substantial money and time savings. ment and these can be saved in a database of equipment

types. The site-dependant parameters relating to the equip-
1. INTRODUCTION ments are specified within relevent unit definitions. Selected

sets of units can then be grouped together to partition a
Radio direction finding and location capability is a key complex scenario and be saved as laydown files. Network
componentof a comprehensive surveillance system which can files define the links between various participants. In the
be used in a multitude of applications such as communication final phase of the scenar;- development, the map, laydown
intelligence (COMINT), electronic support measures (ESM), and network files atm aggregated together to form the desired
force strength assessments, emitter homing and targing, scenario. Scenario f-les can be saved and added to a data-
interference and friendly source location. The requirement base. The user can easily retrieve an available scenario file
for more mobile surveillance systems in conjunction with the for using or editing purposes. Additionally, the scenario
rapid deployment of forces and the advent of technology development application includes a number of map and
allowing more enhanced use of small aperture systems forces display utilities and preferences features to help the user
tactical direction finding (DF) and radio location systems to examine and tailor the created scenarios. Detailed deserip-
operate in diverse operational conditions. The effect of tion of all the utilities and features is given in Ref. 1.
varying terrain structure on the propagation path losses and
the noise introduced by jamming significantly affect the The STC CIPAS has also an application component which
performance of DF stations and the siting requirements. allows the user to conduct detailed communication analysis on
Therefore for the effectiveness of the missions using DF data the constructed scenario. This component comprises three
it is important to have an accurate assessment of the bearing main utilities. These are site-to-site propagation analysis,
error (BE) levels expected and a realistic evaluation of the interference analysis and communications coverage. With all
reliability of the fixes on the targeted areas. SHAPE Techni- three utilities, STC CIPAS gives the user the option ot
cal Centre's Communication Interference/Jamming and selecting from three propagation models. These models are
Propagation Analysis System (STC CIPAS) is a very user- TIREM of the US Department of Defense Electromagnetic
friendly computer-based tool for conducting such realistic Compatibility Analysis Centre (ECAC), free space path loss
assessments in a very fast and cost-effective manner. This is model, and radio line-of-sight (LOS) model. LOS model like
accomplished by allowing the user to easily control all the TIREM uses the terrain profiles derived from DTED.
relevant scenario parameters down to a very high leve! of TIREM operates in the 40 MHz to 20 GHz frequency band.
detail through a multiple pull-down menu style interface. It includes LOS, diffraction, atmospheric absorption, and
Different parameter combinations, system/equipment options tropospheric scatter loss algorithms. Ionospheric refraction
and deployment schemes can be quickly evaluated and has been excluded. For each mode of propagation, the model
compared. accommodates several sub-modules. Besides, various gap-

filling interpolative sub-modules have also been provided in
The propagation model TIREM (Terrain Integrated Rough order to avoid wide swings and discrepancies at the transi-
Earth Model) integrated into STC CIPAS uses digitized tions from one mode to another one. More detailed informa-
terrain elevation data (DTED) to calculate accurate path tion on TIREM is given in Ref. 2.
losses across the real terrain profiles. The realism and
accuracy thus achieved may be regarded as the stage prior to The STC CIPAS allows for communication devices and
actual field measurements which would be much more jammers being able to operate using multiple carrer fre-
expensive and take longer. quencies with variable passbands, and thus allows simulation

of the effects of frequency hopping. Users can create
Analysis has been confined to tactical communications in complex antenna beam patterns and define pasabands of
VHFandUHFbands. Uncorrelatednoisejamming, propaga- communication devices and jammers in different ways.
tion-induced errors and the thermal noise are the only error Relative antenna directivities. passband overlaps and reciver



front-end noise are automatically taken into account in all The errors introduced by antenna scatteruig and coupling are
calculations. deterministic; therefore these errors can be defined by site

calibration and negated by the DF algorithm. Multichannel
The following sections will describe each of the three phase mismatch and mistracking errors are deterministic;
analytical tools mentioned above in conjunction with their however, these crrors are a function of time, temperature,
appiication to DF and radio location examples, signal conditions and operational effects such as maintenance.

Therefore periodic teat signal insertion is required. Computa-
3. iITE-TO-SITE PROPAGATION ANALYSIS tional errors arise from the use of algorithms which approxi-

mate certain functions. Generally. algorithm errors are small
The site-to-site propagation analysis utility allows evaluation if correction procedures are used and may be ignored if the
of path-loss between units defined in a scenario for which correction schemes are robust. We will concentrate on the
communication networks have been established. In addition thermal noise and the uncorrelated n,.ise jamming. The
to path loss, it calculates the received power levels, power primary effect of these is to introduce random errors into the
and noise margins and jamming power if jamming is opera- phase measurement process. Assuming a relatively high
tive. SNR, Figure 6 gives a plot of the root mean square (rms)

bearing error versus SNR for a phase interferometer which
The sample scenario prepared for the demonstration of the has a baseline length to wavelength ratio of 0.5 (Ref. 3). In
site-to-site capability has been superimposed on a section of all the following calculations, zero mean rms bearing errors
Germany as shown in Figure 1. Figure 2 shows the same with Gaussian distribution have been assumed. Zero mean
section in full zoom. For the purpose of clarity, the simplest value allows to interchuige the error variance with the squarn
possible scenario involving all of the functionally necessary of the rms error. Where possible, the DF baselines are
participants has been used. This consists of a mobile DF aligned with the coordinate axes suc.h that the DOA is at 0
ground site (marked with BNFDC -Battalion Fire Distribution degree azimuthal and 90 degree elevation angles.
Centre), a mobile ground transmitter (marked with BDEFDC
- Brigade Fire Distribution Centre) which the DF site aim.: to If we now apply the SNR value of 64.4 dB to the curve of
locate and an airborne jammer which jams the DF site. Figure 6. the rms bearing error is found to converge to 0.

The accuracy introduced through the use of TIREM is
The DF site BNFDC and BDEFDC are 52.5 km apart from strikingly illustrated when the analysis is repeated with the
each other. The airborne jammer truises along a race track same settings but using TIREM instead of free space loss.
course at an altitude of 1000 m and aims to jam the DF The second line of Figure 5 gives the TIREM results. The
receiver, path loss prediction is 25. 1 dB more than the free space value

and the received power drops to -75.7 dBm. The SNR falls
In the first example of the site-to-site analysis, the VHF to 39.3 dB. Although significantly lower than the first value,
transmitter on BDEFDC is tuned to 70 MHz with a this figure still yields a very low rms bearing error. The
bandwidth of 50 kHz as shown in Figure 3. It has an omni- terrain profile between the DF site and the emitter is shown
directional &atenna and an effective radiated power (ERP) of in Figure 7.
200 W. For the sake of performance testing, the DF receiver
has been set to the same carrier with a minimum discernible The next example further emphasizes the importance of
signal (MDS) level of -115 dBm. A current technology phase realistic and accurate calculations by demorn -sting the
interferometer DF station used for tactical intelligence significant performance difference imposed by only a slight
collection would cover from 20 to 500 MHz with coordinate change on the emitter side of the link. Despite the
extendability to 1200 MHz. The IF bandwidth has been set coordinate change, the link length is almost the same. The
to 50 kHz. The jammer parameters are set as shown in new emitter coordinates and the new path profile is given in
Figure 4, Jammer antenna is directed towards the DF station Figure 8. Comparison with Figure 7 indicates that the path
and has 0 dB gain. is now obstructed with two knife edges rather than one and

the first Fresnel zone covers more terrain. Consequently the
With the values as given above, the site-to-site analysis is received signal drops by more than 16 dB and the SNR is
first carried out under no jam conditions using free space 23 dB. Thin 'a shown in the third line c f Figure 5. That
loss. The result is displayed in the first line of Figure 5. means that the rms bearing err-: would now be about
Free space loss is calculated as 103.6 dB. Since the thresh- 2 degrees.
old value of SNR for the DF is set to 0 dB (see Fig. 3) and
jammer has not been turned on, the noise margin of 64.4 dB If we now revert back to the original emitter coordinates but
is the signal-to-noise (SNR) ratio calculated from the received increase the frequency to 160 MHz. the SNR drops from
signal (-50.6 dBm) and the receiver noise. The problem now 39.1 dB to 33.1 dB. This worsens the bearing error by 0.5
is to translate the SNR into the rms bearing error of the DF degrees.
station. In the following analysis, the observational errors
and the environmental errors such as scattering, reradiation Let us now turn the jamming on (see Fig. 4). The effect of
and propagation path deviations have not been considered, this is illustrated comparatively in Figure 9. The second line
Effect of propagation induced errors has been accounted for in the figure indicates a received jamming power of -103.8
only in terms of signal power attenuatiaon. dBm. When compared with the unjammed value in the first

line, this indicates a drop of 11.5 dB in the SNR. The
As was mentioned earlier, the DF system used has been bearing error rises to 1.2 degrees. The third line Lives the
assumed to be a direct phase comparison interferometer. result when the IF bandwidth of the DF receiver is increased
These systems are well suited for tactical intelligence collec- from 50 kHz to 100 kHz. Both the receiver noise and the
tion and ESM applications. Boti require near instantaneous jamming noise double up reducing the SN7 by half to 24.8
DF over a broad range with prem:ise angle-of-arrival (AOA) dB. This translates into an rms bearing error of 2 degrees.
measurementaccuracy. Further the signals of interest include
a variety of modulation formats. The direct phase DF is Site-to-site analysis can also be applied to frequency hopping
relatively tolerant of signal modulation including short- radios. In this mode, it gives an output averaged over the
duration and spread spectrum transmissions. Phase interfer- multiple frequencies in addition to the results for each
ometers are subject to four major instrumental errors as individual frequency The following is an example for the
discussed below (Ref. 3): direction finding of. hopping emitte under full and partial

jamming of the DF receiver. The multiple frequencies of the
I. Antenna scattering and coupling; VHF emitter are chosen as shown in Figure 10. In the first
2. Thermal Noise; run of the site-to-site analysis, 57 dBm jammer power
3. Multichannel phase mismatch and tracking; directed at the DF site is split over five partial bands each of
4. Computational approximations. which is 100 kHz and centres one of the hi~e emitter fre-

quencies. Therefore each of the emitter frequencies received



at the DF site has jamming noise superimposed on it. The each DF drops to about 18 dB. This means an rms bearing
first six lines of Figure 11 gives the outcome for this case. crror of 4 degrees. The PR area increases to a value of 104
The sixth line is the result averaged over the previous five km squares. A slight move of the emitter may introduce
individual values and corresponds to an rms bearing of significant terrain obstruction into the DF path and may be as
2 degrees. In the second run. jammer frequencies are offset deleterious as jamming in terms of inflicting location
such that only Ahe first carrier frequency is jammed. The uncertainties.
result is given in the second set of six lines in Figure 1I. As
can be scen, the average jamming power input the DF 4. COMMUNICATIGN COVERAGE
receiver is 7 dB lower than before and also lower than that
capturing the first carrier frequency which is the only one The communication coverage utility allows swift evaluation
jammed this time. This improves the rms bearing error to I of the, propagation coverage provided by a communication
degree. transmitter, with the aid of high-resolution graphics. Output

from the utility is superimposed on the relevant terrain map
So far we have considered the asaessment of the expected rms as radials (radial coverage) emanating from the transmitter,
bearing errors as a function of the scenario variables. It now or as cells filling a selected area (region coverage). Both are
remains to see what implications these constraints place on coloured according to a legend defined for the received
the p•oblem of locating a radio emitter. power or SNR bands at the points of evaluation. The evalu-

ation takes into account communication device parameters.
The most basic form of horizontal emitter location is to use site-dependant attributes, electromagnetic factors, and the
the triangulation of the line-of-bearings (LOB) from three effects of surrounding terrain elevation data on propagation
sites at known locations. In the presence of random errors, path-loss. The effect of jamming from any jammer platforms
geometric estimation of position based on the error triangle that may be targeting the probing receiver can also be
contains deficiencies. Stansfield has developed a statistical evaluated. The user can choose between fixed-frequency and
method (Ref. 4) of position estimation which places emphasis frequency-hoppinganalysis. In the case of frequency-hopping
on the random errors. Assuming a Gaussian distribution of analysis, coverage at each point is calculated on the basis of
the bearing errors characterized by the standard deviation or an average power or SNR value obtained over the frequencies
rms error, the positional uncertainty is designated by elliptical defined for the communication device. Users can control
probability regions (PR) which also provide - measure of many options to tailor coverage analysis to needs.
confidence of the positional fix.

The sample scenanio used for communication coverage has
In an active operational scenario, tactical DF information been superimposed on the section of Denmark shown in
could be expected to cover a wide area of interest across the Figure 1. Figure 15 shows the selected section in full zoom.
whole front of the friendly positions to an operationally useful The participants of the scenario are a fixed ground site
depth in enemy-held ground. The size of the target area is (marked with CRC - Control and Report Centre), and an
related to the level of confidence that the target lies within it. airborne jammer. The aircraft flying over the land is an
For military purposes a confidence level of about 75 % would airborne DF station trying to locate the ground site. It has an
be necessary if action were being taken on the information altitude of 300 m AGL at 37.6 kmn from the CRC. It flies
(Ref. 5). The-efore for a target ara it is important to know across a 100 km racetrack course with a cross-range to range
the size of the uncertainty areas and the reliability of the fixes (CR-R) ratio of 2.7. Sparagna et a& (Ref. 6) state that with
acquired from a DF system under various operational minimum perpendicular error estumation algorithm of
conditions. Stansfield accuracy is reduced at CR-R ratios above about 3

whereas a CR-R ratio below unity provides relatively large
As was shown previously. CIPAS provides an efficient means rms range errors. Therefore the optunum CR-R range is
of incorporating the effects of jamming, receiver noise and from about I to 3. The CRC has a UHF radio the coverage
propagation path losses into the rms bearing errors under of which will be examined. The airborne jammer cruises
diverse tactical scenarios. The following examples extend along a race track course at an altitude of 1000 m over the
these ideas to illustrate the effect ofjamming and propagation sea and aims to jam the communication in an angular sector
path losses on the position estimation. centring the DF aircraft. The distance of the jammer to the

DF aircraft at the location shown in Figure 15 is 8972 kin.
The scenario layout is shown in Figure 12. Three mobile
ground DF stations evenly spaced on a 50 km baseline Forthe example demonstrating the application of communica-
provide a best piosition estimation (BPE) for an unknown Lion coverage to DF and radio locauon, the UHF emitter is
target at 60 km away. Stansfield method has been used. As tuned to 300 MHz. The antenra has a mari beamwidth of 32
before, the DF stations are assumed to be phase tnterferome- degrees, no side and back lobes. The ERP is 200 W. For
ters having the SNR versus rms bearing error relation testing purposes, the airborne DF receiver passband is set to
described by Figure 6. A stand-off airborne jammer tries to 2 MHz centred around 300 MHz. As for the jammer, it has
disrupt the DF stations. The DF stations have zero mean an ERP of 60 dBm which is spread over 2 Mhz in 3 partial-
Gaussian distributed rms bearing errors. Figure 13 gives the bands. A band of I MHz centred around 299 MHz is the
site-4o-site output with and without jamming. As can be seen only one overlapping the passband of the airborne radio.
from the first three lines, when the janmmer is off the This means that only 1/4 th of the total jammer power affects
expected SNR from each DF is about 26 dB. This gives an the DF receiver. Jammer antenna has been directed towards
rims bearing error of 2 degrees. Following the method of the DF aircraft with a main beamwidth of 20 degrees. The
Stansfield, the area of the elliptical PR is found to be 26 km jammed sector is marked with the dashed lines in Figure 15.
squares for a 75% probability. This is designated by the
small ellipse in Figure 12. When the jammer is turned on the With the values as given above, the coverage has first been
SNR values of the DF stations drop to about 16.5 dB yielding done under jamming. Radial coverage has been used with
a bearing error of 5 for each station. This raises the area of TIREM at an angular resolution of 4 degrees. Probing DF
PR to 162 km squares. This is marked by the larger outer receiver is airborne at an altitude of 300 m AGL. The cut-
circle in Figure 12. Therefore for a BPE at this certain point off value of the signal-to-noise (SNR) ratio is set to 5 dB in
on the terrain, jammer causes the uncertainty ares to increase the colour legend. This means that the radials will be broken
more than 6 times. at points which have an SNR below 5 dB. This coverage

diagram is sh,",n in Figure 15. As can be seen, communica-
In order to illustrate the accuracy provided by TIREM, let us tion is partially denied in the jammed area and the average
now slighdy change the position of the emitter keeping the attainable communication range in the jammed sector is 28.5
distsnces the same as before. Jammer is turned off. km which falls short of the location of the DF receiver. That
Figure 14 gives the SNR values for the original and the new means that the SNR available at the airborne DF site is lower
emitter positions. As can be seen from the second set of than S dB. This implies the bearing taken in the jammed
three lines for the new emitter position, the SNR value at sector will have very large rms errors and will be practically
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useless in locating the ground emitter. The communication tional speed, accuracy provided by TIREM. user-friendliness.
is resumed outside the jammed sector and stretches up to 110 high resolution graphics capabilities and wide frequency
km. Starting immediately from outside the jammed sector up range makes STC CIPAS suitable for realistic and cost-
to about 75 kin, the SNR values stay between 20 and 40 dB effective besring error predictions, reliability assessments of
allowing bearings to be taken with rms errors varying positional fixes and radio location success rate evaluations in
between 0.2 and 3.8 degrees. In order to assess the disrup- diverse tactical communication scenarios and radio location
tive effect of the jammer, the analysis is repeated with the applications.
jammer disabled. This time the whole area up to 110 km is
covered without any gaps. Besides the SNR values inside the 7. REFERENCES
jammed sector enhance significantly making the whole area
up to 75 km suitable for reasonable bearing measurements. I. Kuzucu H., 'SHAPE Technical Centre Communica-

tions Interference/Jamming and Propagation Analysis
5. INTERFERENCE ANALYSIS System User's Manual'. STC TN-408, October 1991

(NATO Unclassified).
The interference analysis application allows users to choose
victim sites and communication devices and then select 2. Sciandra R_, TIREM/SEM Programmer's Reference
jammers or unintentional interferers that could disrupt the Manual", ECAC-CR-90-039, July 1990.
communications at the site. The application then calculates
the interference power received from each interferer and the 3. Jenkins, H.H.. "Small-Aperture Radio Direction
probability of interference in case of frequency-hopping Finding, Norwood MA: Artech House', 1985,
devices. Evaluations can be performed for all four possible pp. 143-147.
combinations of fixed frequency or frequency hopping
interferer-victim pain. Output information is both graphic 4. Stansfield, R.G., 'Statistical Theory of DF Fixing",
and textual. In the context of DF applications interference J.IEE (London), Vol.94, Part IliA, No.15, March
analysis can be used for spectrum monitoring and interference 1947, pp. 762-770.
source location as shown in the example below.

5. Mansfield N.P., 'Some Aspects of the Deployment
The sample scenario used for interference analysis has been and Performance of tactical VHF direction finding',
superimposed on a section of Italy. The partizipants of the STC TM-748, November 1984 (NATO Restricted).
scenario are. a fixed ground site (CRC), a mobile ground site
DF station (BNFDC) and an airborne jammer. The scenario 6. Sparagna J., Och G., Huber A. and Bullock G.,
window is shown in Figure 16. The distance between CRC "Passive ECM : Emitter Location Techniques".
and BNFDC is 25 km. The CRC is a friendly UHF radio Microwave J., May 1971.
site. The airborne jammer cruises along a short race track
course at an altitude of 300 m and aims to jam the CRC
radio. The distance of the jammer to the DF site is approxi-
mately 100 km.

The DF site aims to locate the position of the airborne
jammer. Since the aircraft is flying relatively low, the
depression aagle is shallow. Therefore azimuthal DF may be
applied. For the sake of demonstrating the interference
analysis, the DF radio is tuned to 300 MHz with a fictitious
passband of 4 MHz. The jammer is a partial-band jammer
with an ERP of 60 dBm. The way the partial-bands are
arranged is as follows: 500 kHz around 298, 305 and 310
MHz, 750 kHz around 299 MHz, 1000 kHz around 301 Ml'z
and 1750 kHz around 302.475 MHz all totalling tc 5 MHz.
With these values, the total signal coming from the jammer
is found to be - 65.08 dBm. The receiver noise floor is -100
dBm due to the large passband. Therefore the SNR (the
signal in this case is the jamming waveform) is 35 dB
enabling bearing measurements at 0.5 degrees rms error.
Figure 17 displays the textual output of the analysis. The
figure of 4/6 shown under the Ratio column indicates that 4
out of the 6 partial-bands of the jammer hits the passband of
the DF receiver. On the other hand, despite a distance of
only 25 km the signal coming from the CRC radio is much
smaller relative to the jamming signal. This is due to the
high attenuation introduced by the terrain profile. In addition
to the textual output, a spectral breakdown of the jamming
signal power is provided in the frequency spectrum plot
shown in Figure 18. Besides, colour coded arrows (see Fig.
16) are superimposed on the scenario which indicate the
sources and the direction of the signals reaching the DF site.

6. CONCLUSIONS

Development of the STC CIPAS started in 1988. The aim
was to produce a speedy and flexible tool to support the study
of U HFelectronic counter-countermeasures (ECCM) deploy-
ment (HaveQuick), system-level analysis and investigation of
electromagnetic compatibility (EMC)/ECCM trade-offs.
Starting from selected modules of the US command, control.
communications and intelligence simulation (r31SIM)
software STC has developed a highly versatile radio propaga-
tion analysis tool, or CIPAS which can be effectively applied
to DF and radio location applications. The extreme computa-
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DISCUSSION

J. RICHTER
You stated that TIREM gives "accurate" propagation data over variableterrain and showed signal-to-noise and jamming diagrams.
Since TIREM does not consider propagation anomalies and does not handle propagation over variable terrain other than diffraction.
this conclusion is clearly not true. A scenario which is subject to ducting may encounter propagation conditions completely
different from those predicted by TIREM. The user of your system should be aware of these limitations.

AUTHOR'S REPLY
As I discussed in my presentation, TIREM covers LOS, diffraction and troposcatter modes of propagation. There are also 3
different LOS models depending on the minimum ray clearance above the terrain and the diameter of the first Fresnel zone. CIPAS
as a whole used TIREM only as a sub-module. If under certain conditions, other propagation effects are to be taken into account
that can easily be done inserting another module into CIPAS without changing any of the presented capabilities of CIPAS as a
system level radio communication analysis tool. If you are aware of a better model than TIREM, I would certainly appreciate your
contribution in the respect.

G. HAGN
TIREM computes basic transmission loss, and the user must supply the internal power gain in the direction of the path. Currently
available models for antenna gain (e.g., the Numerical Electromagnetic Code, NEC) assumes flat ground, but actual gains of
antennas in irregular terrain can be different by 15 to 20 dB at low elevation angles (e.g., 0 to 5 degrees). It has only recently
become possible to extend NEC to the case of irregular terrain on which the antenna is deployed. The strategy is to assume that the
ground is flat within several wavelengths (i.e., locally flat) and use NEC to determine the currents on the antenna. These currents
(and related fields) are then used as inputs to the NEC basic scattering code (NECBSC) developed at Ohio State University. The
terrain is modeled as a lossy dielectric plate, and as many plates are used as are required to reduce the RMS difference between
actual and modeled terrain to an acceptable value. This method was used to compute the perturbations in patterns (at 27.7 MHz) of
16 foot monopoles and W2 dipoles at 15 teet .bove ground when located on the top of a hill. behind the hill and in front of the hill.
Measured ground constants were necessary for the vertically polarized monopole, but perfectly conductive plates were adequate for
the horizontally polarized dipole. The model work was performed by Professor J.K. Breakall. Mr. J.S. Young, and Professor D14.
Werner of Penn State University. This work is summarized in the proceedings of the Tactical Communications Conference (TCC-
92), Fort Wayne, IN, April 1992: G.H. Hagn, J.K. Breakall, D.H. Werner. D.L. Faust. and R.W. Adler, "Measurement and
Modeling of HF Monopoles and Dipoles in Irregular Terrain." It would be possible to generate a look-up table of gain changes for
categories of antenna siting in irregular terrain. Such an addition could improve the realism of you simulations.

AUTHOR'S REPLY
In CIPAS basic antenna patterns and antenna pair values can be simulated. If this information can be provided off-line, it is a
matter of the user incorporating that data into the proper antenna elements. CIPAS capabilities would in that case be no different
than that discussed in the presentation. In that respect I appreciate your comments on modeling the antenna gains and I will
certainly consider the contribution of the work you are referring to.

A. VAN DEN ENDE
What do you think about adding an estimate of the increase in rms bearing error in CIPAS in case of irregular terrain? If multipath
effects are included, the presented rms bearing error is expected to be more realistic for a given terrain profile.

AUTHOR'S REPLY
TIREM is only a sub-module of CIPAS. Any model, if it exists, which can give more accurate results than TIREM can be
embedded into CIPAS without restraining any of its capabilities as discussed in the presentation. If you are aware of a better
propagation model, I would certainly be interested in considering it. Your contribution in that respect would be highly appreciated.
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AIRBORNE SYSTEM FOR DETECTION AND LOCATION OF RADIO INTERFERENCE SOURCES

Bruno AUDONE - Alberto PASTORE

ALENIA - Settore Sistemi Difesa
Stabilimento di Caselle

Caselle Tonnese
10072 ITALY

SUMMARY rally due to a bad design, manufacturing or maintenance

The rapid expansion of telecommunication has practically of the transmitting station; this is particularly true for pn-

saturated every band of Radio Frequency Spectrum; a si- vate radio and T.V. stations with high power and in proxi-

milar expansion ofelectrical andelectronic devices has af mity of victim frequency

fected all radio communications which are. in some way, - emissions generated by unauthorized ransmitting sta-
influenced by a large amount ofinterferences. eitherinten- tions (radio amateurs, citizen band. radiomobile services.
tionally or unintentionally produced- etc.)
Operational consequences of these interferences, particu. - emissions generated by scientific. industrial, medical.
larly in the frequency channels used foraeronautical servi- office equipment. domestic appliances (the microwave
ces, can be extremely dangerous, making mandatory a ovens are a good example) which do not comply with the
tight control of Electromagnetic Spectrum. interference suppression regulations
The present paper analyzes the requirements and the pro- The operational consequence of all interference can vary
blems related to the surveillance, for civil applicaLi on, of by a very large amount, from simplejust annoying, flicke-
the Electromagnetic Spectrum between 20 and 1000 Mhz. ring or white spots on T.V. rec :ivers. to extremely dange-
with particular attention to the detection and location of ra- rous, as the alteration or can- ellation of commuication.
dio interference sources; after a brief introduction and the navigation or landing aids sig nals for civil and military air-
indication of the advantages of an airborne versus ground craft, or disruption of mili ary communication channels.
installation, the airborne system designed by Alenia in As an example, a particulai ly dangerous situation occur-
cooperation with Italian Ministiv of Post and Telecommu- red in Italy, at Rome Airport, vhen, some years ago, as re-
nication, its practical implementation and the prototype i- ported by the press, a signal of utjuoual high power made
stallation on board of a small twin turboprops aircraft for completely useless six Air Traffic Control air-4o-ground
experimentation purposes is presented. communication channels for over two hours. as a conse-
The results of the flight tests are also analysed and discus- quence. aircraft landings and take-offs were severely af-
sed. fected with very long delays.

A further recent entry in the already crowded R.F spec-
1. OPERATIONAL REQUIREMENTS tnr is the Cellular Telephone service. Even if this service
The rapid expansion of telecommunication has practically operates inapart of the spectrum which should be relative-saturated every available radio frequency spectrumi ma- ly free (inltaly the assigned frequencies span between 940
sgaturatedoevry availae oraio fof st, and 952 MHz) apotential hazar exists of reciprocal inter-king mandatory a tight control oference with other services.
All radio communication transmissions are, in some way, The identification and location of all these interference
affected by a large amount ofinterferences, either intentio- sources is mandatory in order to pursut and to enforce the
nally or unintentionally produced. originators to stop the emissions or to reenter whithi pte-
While the firsts are generated with the precise aim to di- originats to sop the inserntonreente r re-
sturb and to disrupt the communication channels and scribed limits and comply whith internationally agreed re-
be classified in the intentionally jamming category, either gnlations.
military for strategic purpocs-, or civil for criminal purpo- 2. SEARCH FOR INTERFERENCE
ses, the second ones can be broadly subdivided in:
- spurial emissions and higher orderharmonics originated The search for electromagnetic interference source shall

by signals transmitted with not well controlled spectral be performed by means of the following activities:

bandwidth and frequency stability, at bands sometimesve- - monitoring of the interested electromagnetic band
ry far from victim frequency; these interferences ame gene- - analysis of the electromagnetic information
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- location of the interference source 3.1.1. Direction Finder receiver

- evaluation and comparison with applicable regulations The antenna is the key element of any Direction Finder.

The success of any action aimed to reduce or suppress the Because no antenna has a truly isotropic radiation pattern.
unwanted emissions rely primarily in the exact location of any antenna has directional properties which can, in pa-n
the emission source: the basis of the location techniques ciple, be exploited as a direction finder.

are: In practice, however, there are some configuranons and

- the identification of the direction of arrival of the signal. some techniques that are more suitable than others for di-
which, apart from propagation and measurements errors, rectmon finding purposes: to name just a few (the detailed

is coincident with the direction of the transmitter explanation of which can be found m the text books t we
can mention the simple vertical loop, the crossed loop. the

- the accurate knowledge of the position from where the Adcock. the interpherometer technique, the Doppler, the
measurement of the direction is taken phase comparison technique.

To perform this task a radio direction finder shall be used, The Doppleris the technique utilized on Rohde & Schwarz
capable of operating over a wide frequency band. with any PA-555. which was the Direction Finder used for Alema
type of modulation and polarization, over full 3600 in azi- experimental mistallation. A simplified block diagram is
muth and 900 in elevation, giving accurate and reliable shown in Figure 2.
bearing even with low signal/noise ratio and short tran- The receiving antenna is formed by a set of 16 vertical di-
smission period. This. of course, would be the ideal direc- poles located on a circular pattern and electronically con-
lion finder a practical one will be - compromise among trolled in order to simulate two simultaneous clockwisf
the abovesaid ideal requirements. and counterclockwise mechanical rotations. As a result.

In Italy the Civil Authority designated for the control of the simulated rotation ofthe dipoles within the electroma-

the electromagnetic spectrum is the Ministry of Post and gnetic field generates. due to Doppler effect, a sinusoidal

Telecommunication. vanauon of received frequency. increasing when the recei-

This control is presently performed with fixed installa- ving antenna moves toward the incident wave and decrea-

tions and with mobile ground installations, the last used to sing when it moves away.

survey the spectrum from several different positions and The azimuth angle of the transmitter is obtaind by compa-nson of the phase of the modulated signal with the phase
using direction finder equipment installed inside a van.
To increase the response time of the mobile installation, of the signal that drives the antenna rotation.

Sh'h is paricularly critical when the duration of the inter- The Doppler Direction Finder is particularly suitable fc-

ference is short, and to increase the radio horizon beyond mobile applications because any Doppler effect produced
the line of sight of a ground installation. Alenia, under the by the speed of the vehicle where the antenna is mounted

sponsorship of Italian Ministry of Post and Telecommur- is automatically compensated_
cation, undertook the studies, developments, installation There are three bearing outputs from the processing sec-
and tests of a Direction Finder in the band from 20 to 1000 tion of the Direction Finder:
MHz on board of an airborne platform. - a digital output for a three digits indicator
The main purpose of this experimental installation and of - a digital output (IEEE 488 or RS 232) fUr connection to
the subsequent tests was not really an evaluation of the Di- a data processing system
rection Finder but a technical and operational evaluation - an analog output for a CRTdisplay. the analog presenta-
ot the whole system to gain an understanding of the pro- tion analo outpu ora aRidicathe anal preset-
blems connected with the airborne operation of a Radio aion gives to the operator ac indication of signal qualityand an estimate of bearing accuracy.
Location System and to verify its suitability for a rapid lo-
cation and identification of interference sources. The m am characteristics of the PA-555 Direction Finder

are the followings:
3. AIRBORNE RADIO LOCATION SYSTEM - Frequency Range : 20 - 1000 MHz

The airborne installation is composed of two main ele- - Tuning : * continuous with a knob
ments: * discrete with a keyboard
- the Airborne Radio Location System * automatic with external

- the Aircraft Platform computer

They are presented in details in the following points. - Frequency accuracy : ± lxI0--8

- Minimum signal
3.1. Airborne Radio Location System duration to enable D.F.: > 10 ms

The implementation used on the Alenia solution for the - D.F. Accuracy : +/- 20 with the folio-
Airborne Radio Location System is formed by three main wing minimum field
elements (Figure 1): strenght:

- the Direction Finder receiver * 10 tV/m @ 20 MHz

- the Aircraft Positioning System * 3 1iV/m @ 30 - 300 MHz

- the Processing System * 5 pV/m @ 300- 1000MHz
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"Two different DF Antennas were used, covering respect- - Maximum Take Off Weight 1990 Kg
vely the frequecy sub-bands 20 to 500 Mhz and 500 to - Maximum Payload 690 Kg
1000 MHz. - Cruising speed 240 Km/h

3.1.2. Aircraft Positioning System - Stall speed 140 Kmih
- Service ceiling 7000 m

In order to establish the zone from where the R.F. signal is The modification introduced on the basic aircraft to acco-

coming and, through triangulation from different subse-

quent positions, the location from where it is emitted, the modate the Radio Location System were:

bearings from Direction Finder must be correlated with the - Insallation of a radome on the upper part of the aircraft

aircraft latitude, longitude and beading information, center fuselage at a distance of about 30 centimeters from
To this purpose in the experimental installation a Loan--c the metallic skin: the Direction Finder antenna is located

receiver and a Gyroscopic magnetic compass was used. inside the radome
The accuracy of the position in geographic coordinates - Installation of a Loran-C antenna on the upper pail of the
was in the order of 400 meters and the accuracy ofmagne- fuselage
tic heading in the order of IO; these accuracies were consi- - Installation in the passenger c.abin of the following
dered sufficient for the initial operational assesment. The equipment:
LORAN-C receiver caused many problems as in certain * Direction Finder Antenna Scanning Unit
areas of the Country the coverage by Mediterraneal Chain * Direction Finder Junction Box
was marginal and the position data were often affected by
unacceptable errors. A higher order of accuracy could be * Direction Finder Receiver and D.FUnit

obtained, if required. using a GPS and an inertial navigator * Loran-C Receiver Unit
which imply, of course. an associated higher system cost. * Data Acquisition Unit

* Interface Unit (to convert the analog output of gyrocom-
3.1.3. Processing System pass to ,.gital format of Data Acquisition Unit)

With aircraft lititude. longitude and magnetic heading Figure 6 and Figure 7 show the details of the installation
available at the time w'Ven the bearing of the emitting sour- on the aircraft.
ce is taken from a minimum of two different points, suffi-
ciently spaced apart, a simple trigonometric calculation 4. TEST RESULTS
can allow to identify the zone where the source is located The tests of the Airborne Radio Location System have be-
(see Figure 3). en divided in three different series:
The uncertainty on the loc .don of source is a function of - ground tests
the quantity of different bearings taken and of the errors on
the data: for example, a 2' bearing error corresponds to
700 meters of across error in the position at a distance of - airborne Radio Location tests
20 kilometers. The frequencies used for tests were selected in order to
Clearly the accuracy is increased as more bearings are ta- avoid interference: a transrmtter at known location with
ken and when the different bearings are spaced between the capability to vary the frequency was used, instead of

600 and 1200 apart. Radio and TV broadcast station.
For the experimental installation the calculations were
performed at ground. either mathematically and graphi- 4.1. Ground tests
cally on a geographic map of the zone. A series of tests were carried out at ground with engine
A data acquisition equipment was used which for every fix nning to give a first assessment of D.F behaviour
has stored and printed the following parameters: During these tests, conducted over full frequeny range

- time from 20 to 1000 MHz and for complete 3600 of azimuth.

- frequency the average errors were contained whithin few degrees.

- latitude even if for certain frequency below 100 MHz some points
were in error on the order of about 10*.

- longitude

- magnetic heading 4.2. Airborne tests

- bearing A first senes of tests was carried out in order to establish

An sample of the printout is shown in Figure 4. the Direction Finder accuracy in operational conditions
and at different frequencies over the full frequency range.
The results are reported in table I.

3.2. Airraft TThe errors were determined by the difference between the
For the experimental installation an Alenia Partenavia magneticbearing, Bmg,defined astb- angle between Ma-
P--68C-TC, two propellers, light aircraft was used gnetic North and the source measured clockwise from the
(Figure 5). receiver location, and the measured bearing, Brae, at va-
The most significant characteristics for the specific mis- rious aircraft headings (Figure 8).
sion are: All measurements reported on table I were made at a di-
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stance of about 50 km and at two different heights of 2500 With the first technique all the sources used for tests were
and 5000 feet. clearly identified, the only problem beemg the necessity to
The aicraft headings were selected in accordance with fly at low altitude to reduce the lenght of confusion cone
paths permitted by Air Traffic Control authority, over the source.
A second series of tests was performed at different distan- With the second technique the bearing data were plotted at
ce from the source: the maximum bearing errors are sum- groun& a sample of these plotting is shown in Figure 9.
manrzed in table 2. The bearings, taken at a distance from 6 to 10 kin, gave the
Even if the errors found were larger than the results of la- position of the source with an uncertainty in the order of
boratory tests in controlled conditions, they are however 100 meters.
still suitable for the intended application.
An analisys of flight tests shows that: 5. CONCLUSIONS
- in proximity of the source the bearing indication change An airborne radio location and morutorng system offers
rapidly, probably due to diffractions produced by the air- large possibilities for efficient and quick location of radio
craft metallic surfaces interference sources and for inspection of radio frequency
- the bearings taken with source aligned with aircraft spectrum.
wings and tail are affected by the largest errors Free line-of-sight andpossibility to perform direction fin-

ding measurements from far places in a limited tune shows
4.3. Emitter location tests that an airborne station can be efficiently integrated with

The main purpose of the evaluation of the system was to ground fixed or mobile stations.
verify its capability to locate the emitting source. The experience made is considered positive and the possi-

To this purpose several flight tests were conducted using bility to carry out spectrum surveillance and to locate the
two different flight techniques: emission sources overlarge areas in a very short time is not

comparable with the capabilities of ground means used so
- homing, where it is sufficient tomantal the aircraft hea- far.
ding aligned with the bearing untl the bearing indication Geographical obstacles and difficulues in large urban
reverts to 1800, indicating the overflow of the source: this areas due to reflections, usually encountered by ground
is the simplest and quickest method. but has some draw- means. are not present with an aircraft.
backs, specially in presence of crosswind which forces to The use of an aircraft is also precious for rapid location of
fly a logaritmic spiral path instead of a straight one sources interferring w"th aeronautical communication and
- triangulation, where the bearing of the source is taken radionavigation services, not always possible with a
from different positions, possibly separated in such away ground mobile station which is limited to two dimensions
to give bearings spaced between 600 and 1200 only.
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Zone of location
N of emitting source

NN

E

Figure 3 EMITTER SOURCE IDENTIFICATION

LATa=41.59.07 LONGa+12,34.27 FREQ=837.7 MHz
LATp LONGp RILMAT RDLair SCARTO

42 134 125167 223 224 -I
42 13 5 12 5171 223 227 -4
42 13 7 125175 223 227 -4
42 138 1251 80 223 227 -4
42139 125184 223 227 -4
421310 125188 223 227 -4
421311 125192 223 227 -4
421311 125196 223 227 -4
421312 12520 222 227 -5
421313 12524 222 227 -5
421313 12528 222 227 -5
421314 125213 223 227 -4
4213 15 125217 223 227 -4
421315 125221 223 227 -4
421316 125225 223 227 -4
421317 125229 223 228 -5
421318 125234 223 228 -5

Figure 4 SAMPLE OF THE PRINT-OUT
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Figure 5 P 68 AIRCRAFT - THREE VIEW



Figure 6 AIRCRAFT INSTALLATION - EX rE,"`NAL VIEW

"Figure 7 AIRCRAFT INSTALLATION - INTERNAL VIEW
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True position

N ~of emitter

Bme Hm
BmHm

:-E

'4' = Aicraft Magnetic Heading

Bmg = Magnetic Bearing
Bme = Measured Bearing

E = Error

Figure 8 DETERMINATION OF ERRORS
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Figure 9 BEARINGS PLOTTING
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FREQ. AIRCRAFT BEARING AIRCRAFT FREQ. AIRCRAFr BEARING AIRCRAFt
HEADING ERROR HEIGHT HEADING ERROR HEIGHF

(MHz) (deg) (deg) (feet) (MHz) (deg) (de$) (fe)

28,5 0 0 5000 132 0 0 5000

25 +5 30 -1

90 +1 90 +8

115 0 115 +3

180 +4 180 -7

205 +2 205 0

270 +4 270 -5

295 +5 295 +5

50 0 -4 5000 210 0 +4 2500

25 +1 30 +5

90 -3 90 -5
115 +2

115 +3 180 +1
180 -3 205 +1
205 0 270 0
270 +3 295 -1
295 +5 212 25 +5 5000

132 0 +3 2500 115 +2
30 +3 205 +1
90 +9 295 +;
115 -3 600 25 -3 2500
180 -6 115 +1
205 +2 205 +5
270 +5 295 +i
295 +7 900 115 +2 2500

295 0

TABLE 1

FREQ. DISTANCE MAXIMUM BEARING
ERROR

(MHz) Km) (deg)

525 20 -5
615 160 +7
733 10 +8
805 80 -4
837 50 +7

TABLE 2
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DISCUSSION

Y. TANIK
A simulated rotating antenna is used for direction finding, based on Doppler shift. This method has the disadvantage of being
sensitive to modulation and multipath. Why did you prefer this method?

AUTHOR'S REPLY
The Doppler effect produced by two different patterns rotating in opposite directions was preferred being more suitable for mobile
application, particularly when the speed is high as in an aircraft, because Doppler effect caused by vehicle speed is automatically
compensated.

J. BENGER
Did you consider calibrating your DF-system as it is very sensitive to reflections from the platform?

AUTHOR'S REPLY
The tests conducted so far were principally aimed to verify the operational implications more than the DF accuracy of the system.
The possibility to incorporate in the processing unit a calibration curve for each frequency is presently under evaluation.
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LOCALIZATION SYSTEM BASED ON DATA MERGING OF IMAGES AND INERTIA.

J.Y. Cartoux. G. Sella. L. Agranier, T. Pdchoux and G. Grenier.

Adrospatiale Missiles,

DF4ETRI

I Rue Pablo Picasso,

78114 Magny-Les-Hameaux, France.

reference frame, and their derivatives. The guidance
Summary operation implies the knowledge of the relative motion

between the vehicle and the targets. Furthermore, the
The accuracy which is now required in the target approach of quantities involved are different according to the chosen
the modem missiles, requires the use of several sensors. guidance law.
Inertial systems, GPS when available, and imaging sensors
are combined to improved the overall accuracy by the mean The classical optimal approach involves a Kalman filter
of filtering and data merging technics. Severall tasks can be which is based on a modelling approach:
realized by the imaging system: targets detection and
identification, missile position and motion estimation. - a modelling of the state evolution which in this case
The resulting informations will be used as command corresponds to the vehicle aerodynamic equations and to
parameters under certain conditions of robustness and the kinematic behavior of a ponctual target in the guidance
accuracy. Our goal is not only to compute these parameters case;
but to specify their domain of usability. Our approach is
based on the development of a global simulator. The - a modelling of the way by which the sensors
models of the inertial systems, the informations computed measurements are linked to the state.
by the imaging sensors are combined in a global Kalman
filter scheme. The goal is to provide the user with the The mathematical formalism of the Kalman filter provides a

ability of studying the sensibi~.ty of the vision algorithms theoretical optimality in the case of linear systems driven

to some system parameters and external conditions in order by Gaussian noises of null average and described by their

to get the best overall accuracy. covariance matrix. In fact, the real performances are
strongly dependent on the modelling assumptions in the

In the first part of this paper, we present the Kalman filter sense that the adequacy of the models to the real behaviors
scheme and the issues involved. In the second chapter, the will induce the filter performance. Building such models
data that can be obtained from imaging technics and the implies a complete knowledge about the state evolution,
associated treatments are presented. We specify what are the the input forcing functions and the noise statistics but leads
constraints and the conditions under which these data can to very complex models which can be unusable in real-time
be obtained and study their sensibility to some system applications with computer constraints. The solution is
parameters. then to form simplified models. The development of a

simulation tool will allow to examine the validity of the
simplified models.

I. Simulation scheme The structure of the global Kalman filter whose formalism
Our interest is in the development of vision process which can be found in [Bar89J, is presented figure one next page.
will be coupled to data coming from other different sensors The building of the state vector is made during the
in order to localize the vehicle or the objects seen by the initialization stage (figure 2) according to the available
imaging sensor with a better accuracy. The experimental sensors. The state vector is defined by combination of
conditions, the mission charcteristics, the performances elementary state vectors. The state, observation and
on an accuracy point of view, all of this will generate covariance matrices are also built during this stage.
constraints on the choice of the sensors and on the vision
algorithms. The purpose of the simulator we are working The sensors, when they are available, provide their

on, is to give to the user a global analysis tool for mi.asurements to the update part of the filter. Among them,

parametric studies in a development stage and for the imaging system can provide several informations

algorithms comparison and validation, usable at different levels and for different tasks. Three
different tasks can be realized: motion computation. scene

The simulation scheme is based on the Kalman filter structure reconstruction anc target detection and
concept. The filter seen as a merging filter has to estimate localization. We will see in the next chapter what are the
the parameters needed by the navigation process, by the issues involved in these processes.
guidance process or the target detection process. Thisguidnceproessor te trge deectin poces. his The control module is in charge of controling the filter
implies to built the vehicle state and the relative target- Theucontrol mde is uin of contrinte fitr
missile state from all the informations coming from all the accuracy through the evolution of the covariance matrix.
available sensors. This matrix is a good description of the errors only if the

models are good enough. If not, a high covariance will
For the navigation problem, the vehicle state is defined by show the divergence of the filter, but the covariance can
the motion of the vehicle mass center and Euler angles become very small. In that case, the gain is too small too,
between the inertial reference frame and the vehicle the filter considers that the estimation is correct and does

not take into account much of the data. This can lead to the
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situation where the estimates do not correspond to the real
behavior even if the covariance matrix is very small. This impulsive perturbations can also be taken into
can be avoided by controlling the parameters and the account as inputs in the state equation whose unknown

models. Different technics are available to deal with non amplitude and time origine are estimated on line from

stationary models: innovation sequence according to a generalized likelihood
criterium jBas861;

- non modelized perturbations cas-. be introduced in
noise terms: noise state and observation nois,; covariances - perturbations can be considered as modifications of

are estimated on line from state update and re-novation some parameters in the model which can also be adaptively

secluence [Mog89]; estimated IBar891.

OPERATOR "-MODEL AND STATE INITIALIZATION

NAVIGATION MODEL AND STATE CONSTRUCTION

AUTOMATIC MODELS UPDATE FROM AVAILABLE SENSORS

_Parameters estmration) GPS

SINERTIAL SYSTEM
F(Mussele state anIior

Target state)
IMAGING SYSTEM

(Jk xion Computation

3D Reconstruction

CRIESUL'TS ANALYSIS.), Targlet getectionm

Figure 1.

INITIALIZATION OF MODELS AND STATE VECTORS

-1- MODEL CHOICE

- Reference Model
- Siriplifed Model

-2- CHOICE OF AVAILABLE SENSORS

- Altitude
-GPS
- Inertial system
* imaging systm

-3- NAVIGATION STATE VECTOR AND ASSOCIATED
COVARIANCE MATRIX

SPoatijon
- Attitude
- Velocity

-4- TARGET STATE VECTOR

- DimFrgr 2.
*, Di jimces

Figure 2.
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2.2 Scene Structure Reconstruction.
2. Image algorithms and data The goal of the reconstruction process is to estimate the

2.1 Motion. position of ground points in the camera reference system.
The knowledge of these informations allows eitner to

Computing mt tion and structure from motion is a quite compute a navigation information if the positions of the
similar problem, the quan:ities and the methods involved in points in a geographic reference system is known, either to
each process being quite identical. In both cases, the basic help the target detection and localization process, either to
idea is to match characteristic points between images in guide the missile towards the target. Among the methods
order to compute either the motion of these points either, available in the litterature, we choose a Kalman filter based
knowing the motion, their 3D position. Theses approaches one [Jez90. The points positions are estimated along time
are discret approaches in the sense that the computation is by the filter. The motion is s!ýpp'csd given with a
made at regular time samples. They all made two basic covariance matrix associated and can either result from the
assumptions: the environment is static and rigid, the other sensors or be computed by the method described
observed terrain is flat. Three different types of above. The observation equation links the points
approaches are mainly described in the litterature: the coordinates in the 3D space to the image coordinates
technics based on the optical flow or velocity field through perspective projection according to a classical pin-
computation, the technics involving the essential hole camera model. This equation is not linear and is
parameters computation based on the epipolar constraint, linearized arouind the state estimate. The initial value of the
and the technics based on the Focus of Expansion state vector is computed from the informations given by
computation. the other sensors. The accuracy of these sensors allows the

initialization of the covariance matrix.
In the optical flow computation based approach

([Zin86].[HagJJVer89I), the estimation of the spatio- At the current state of our studies, the goal is to measure the
temporal derivatives of the intensity function leads to the influence of some parameters on the accuracy of the
velocity parameters estimation. The optical flow estimation. The input of the algorithm is a sequence of
determination is not a simple problem and is generally matched points which are artificially generated data. the
quite expensive in terms of computer power. parameters being chosen for each test by the user. The

points we are working on are:
The second approach is based on the computation of a

particular point: the Focus of Expansion - the compromise between the sampling time and the
([Rob9l],[Bha89]), which is the intersection of the distance observability
velocity vector with the image plane. The knowledge of
this point leads to the determination of the motion the influence of the precision of some system
parameters. The problem is that if the computation of this pa.ami-ters like motion and velocity on the final
point for a translational motion is quite easy, the estimations.
computation is not obvious for a translational and
rotational motion and no methods have proved to be 2.3. Targets detection

efficient. A targcr detection process is based on two steps which are
The third approach is based on a simple equation extraction and filtering. The goal of the , traction process

which relies two points in the camera coordinate system at is to extract of tJ;e images, points or regio.-s which are
the two instants through the essential parameters matrix as supposed to belong to targets. The criteria generally
they were called by Tsai [Tsa841. This constraint simply involved physical characteristics which are seen by the
express the fact that the two points, their projection in the image sensor as specific gray level values like hot points
image plane and the optical center positions are in the same for infra red sensors or polyhedra for radar sensors which
plane. the epipolar plane. Several technics ([Mai90) have both lead to high gtay level values in the image. Due to the
been used to minimize this constraint through a set )f image formation process, noise is generated which produce
matched points. Generally. an inertial system is available false alarms in the detected targets list. The second stage
onboard and can give a first estimation to the motion consists then in filtering this list a,.cording to criteria
parameters: translation vector and rotation angles. rhis is specific of the targets like position. size. temperature even
one of the reasons for which we have chosen to iteratively the ground repartion for targets formations. The knowledge
estimate through a Kalman filter concept these parameters. on the observed scene of a distance information combined
Given the nature of the constraint, the quality of the to these characteristics, will increase the selectivity of the
estimate is strongly dependent of the stereoscopic basis, filter. For an image sensor onboard of an air vehicle and
The accuracy will be acceptable when the displacement looking toward the ground. this distance information is
between the two images will be sufficient. The inertial theoretically given by the ratio of the altitude of the
sensors having a slow drift, the estimated values will then vehicle by the tangent of the sensor inliinaison angle.
be used to correct the inertial system parameters or as input These two parameters are known with a poor accuracy which
to the 3D structure computation algorithm presented below, makes the straightforwa-d application of this simple
One of the main issues for the validation of the process is formulae impossible. the targets filtering criteria becoming
to quantify the quality of the results in terms of the then unreliable.
minimum number of points which is necessary and the The reliability of the filtering stage can ne improved by the
sensibility to the terrain unflatness. 3D reconstruciion process described above. The tracking

over time of the alarms and their position estimation by the
Kalman filter provides a better accuracy for the distance
estimation.
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DISCUSSION

E. SCHWEICHER
1. Votre systrme est-il splCifique pour les centrales inertielles b composants lids (strapdown) ou peut-il iuv utilis6 pour tous
les types de centrales inertielles?

2. Avez-vous utilisk les fractales pour la crdation de vos images synth~tiques?
1. Is your system specific to inertial reference units with strapdown cr•,pcnents or can it be used for all types of inertial
ulits?

2. Have you used fractals for creation of you synthetic images?

AUTHOK'S REPLY
1, Actuellement, le syst~me est sp&cifique des centrales A composants lids.

2. Non.
1. At present the system is specific to strapdown type inertial reference units.

2. No.

G. HAGN
You mentioned image stabilization. Vehicles. such as helicopters hovering near the ground or land vehicles traversing irregular
terrain, can cause relatively large amounts of platform motion. For how much motion can you still achieve image stabilization?

AUTHOR'S REPLY
The electronic stabilization system is a complement to a mechanical system. Therefore, it will correct for small angles and small
amounts of vibration. This provides for very sensitive stabilization.



THEORIE FRACTALE DES GRANDS RESEAUX
D'ANTENNES LACUNAIRES

FRACTAL THEORY FOR LARGE LACUNAR ANTENNA ARRAYS
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France

1. - INTRODUCTION - par des processus totalement al~atoires qui dorinent
de~s mod~les tractals alt~atoi res.

La complexit6 des r~seaux est directement li&e au
nombre d'a~fiens qui les composent. 11. - GENERALITES -

Les lois de rayonnement en champ lointain sont 11.1. Rappeis sur le-s lois de iavonnernent I
bien connues et se &dluisent de la loi d'illumination l'inf ini.
de lantenne. Le souci du concepteur est. en
permanence, de d~terminer, pour tin nombre d'ac~riens Bien que la th~orie dveloppe~e ici soit applicable
disponibles, leur rc~partition spatiale qui assure la loi dans un espace de dimension 3. on se limitera clans cet
de rayonnement la plus avantageuse. LUorientation expose A un espace de dimension 2.
c6lectronique du lobe d'antenne et le fonctionnement
en large bande rendent le problme plus complexe. Le Si on considere une antenne dans lespace k deux
souhait d'obtenir un lobe de rayonnement principal dimensions dfini par les deux axes ox, oy (figure 1)
ýtroit et de limiter I'amplitude des lobes stcondaires et une surface týl6mentairt dxdy pour laquelle la loi
est toujours contradictoire. d'illumination est donne'e par

Les structures rdguli~res utilis~es fixent les. 1(x,y) = a(x~y) ejA"'Ot + 4(DX,V)! I
caractdristiques des diagrammes de rayonnement clans
lesquels les variations qui obdassent A des lois connues le champ produit en un point M situe ii une distance
sont peu favorables i l'optimnisation des diagranmmes. eloigne~e de li~metteur et rep~re par ses coordonn6--s

sphdriques R, 4'. 0, est donnt6 par
Des structures ah~atoires peuvent Wte utilis~es, mais

les rt~sultats corrects ne sont obtenus qu'apr~s des fI
tentatives multiples, sans qu'il soit possible d'assurer E(,)r r)J
que la solution retenue soit la meilleure. a(x,y) e -j[ 2wr (ux+vy) + $ý(x,Y) I dy (2)

Les structures fractales donnent des r6sultats dont oil u = sn0Cos 4P
on sait d~terminer, A priori, les caract6ristiques.
Certaines structures se ptr,-tnt particuli~rement bien i et v = sin 8 sin (b
la confection d'antennes et permettent d'ajuster au
mieux la finesse du lobe principal et les remont&es des sont les fre~iuences spatiales.
lobes secondaires.

On impose un rayonnement maximum clans urie
Des motifs fractals particuliers permettent de rdgler direction eo. 4Do. par le choix de 4)(x~y) et le champ

les probImes des r~seaux clans des espaces A 1, 2, oti rayonn6 s'exprime par
3 dimensions. Les, structures fractales peuvent 6tre (3)
obtenues par des processus d'~terministes mais aussi E(O,4',r) 1(r) ]J a(x~y) e J27r~u x +iAvv) clx dy
par lintroduction de fluctuations al~.atoires autour du
mod~le d~trministe, qui donnent des structures Oct 6u u - uo et 6V = V - VO
fractales pseudo-alA-atoires ou des mod~les construits



11 doit ktre remarqutd que
avec uo =sin~o cos4 o sineo sin4'o

N -La largeur du lobe principal a 3dB est

Ce ridsultat connu exprime que le champ lointain est inversement proportionnelle k la dimension du
H6~ A la transformee de Fourier de la lot rdseau MDy.
d' illumination.

On dt~tinit le gain d'antenne G par le rapport -- L'affaiblissement apport6 sut les lobes
g~nt~ralement exprime en dB - de la densit6 de secondaires vanie au voismnage dui lobe

puissance rayonnee dans un angle solide 6l6mentaire - principal en (lI/dv)2 pour un rtiseau lindaire (et
df celle qui serait rayonnt~e par une antenne en (1/ 6 v 6u)2 pour un reseau de surtace), si

isotrope qui produirait en M le champ Eo(eA')) = Eo bien que les lobes secondaires deviennent
inutilement faibles.

G(0O4p) E(QA,)) (4) Lalbdangutqiapratrstee
Eo 12 -Ulb '-bgit u paatrsled

la structure p-6riodique dui r~seau qui ri~tablit !a
cohirence du rayonnement dans cette direction

Si Po est la puissance rayonn~e par chaque antenne
pour laquelle DyAv = 0 mod 27r.

Po f (O.) I2 2 dl f j 2r
2 f)Les structures r~guli~res prt~sentent donc. piour un

~ Zo 4w Zonombre d'antennes tix6, deux inconvenients majeurs:

ob Zo est Iimjp&iance d'onde du milieu, et alors -imp orme netua didaalme. d aonm

f G(0,4ý) d0 = 47r (5) - Les lobes d'ainbiguit6 limitent 1'espacement
41r des anteruies cf. par suite, la finesse du lobe

relation qui montre que le volume limitrd par ]a principal.
surface du gain darts lespace Q2 est constante :Ia 11.3 Rdseaux d'antennes A structure fractale.
r~luction du gain en un leie entrainera son
augmentation ailleurs. La notion de gdom46trie fractale a 6t developp&e par

11.2 Antnne en ~seax rgulirs.Mandelbrot darts les anndes 1970, Ii la suite de
11.2 Anenns e r~eau r4ulirs.travaux fonidamentaux de nombreux rnathidmaticiens,

Si on considare les r~seaux d'antennes. la 0oi parrni lesquels on peut citer L.F. Richardson, G.
Tilumiatin et dscotine c 1'chatilonnge oit Cantor. G. Pesao, F. Hausdorff, A.S. Besicovitch.
dillmintio es diconinueet khatilonnge oit H. Minkowski, Bouligand.

respecter la r~gle de Shannon pour i6viter lappantion
des lobes d'ambiguit6. Cette notion, qui r~introduit la rectifiabiliti des

Dansle cs der~seux d surace ~gulers ob 'jets non rectifiables par la mesure de Lebesgue.

constitues de M.N antennes disposdes selon le schdma codi dfnrpuu bjtepsWda u

de la figure, 2, le gain est donne par Ia relation connue espace de dimension entiere n, une dimension fractale
r~elle D infdrieure k n.

= (,ýb (MN) 2 sin'rNDxAu La mesure est effectu&e alors. comnie pour la
(N sinirDxAu)2  mesure de Lebesgue, par recouvrements de l'objet A

I aide de boules, mais leurs normes sont

sin 2 wMDvAv () fractionnaires. Las boules sont de diami~tres diffdrents
(M sin wDyAV)2 () darts Ia mesure introduite par H ausdorff-Bes icov itch,

de diamn~tre identique dans celle introduite par

ob g(),t est Ie gain propre de chaque a~rien. Minkowski-Bouligand. La plupart du temps ces deux
mesures coincident.

La figure 3 montre les r~sultats obtenus pour un Si on introduit une g~om~trie fractale dans le motif
reseau lindaire constitu6 de 25 antennes (N= I,. ynatdu deu 'nens alid

M=2n ) onvenalem t chsoisiles eitdances lnte as ou des rayonnement est toujours fournie par Ia relation (1)
sne le ontealmn hiisc asl a i le qui fait apparaitre [a transform~e de Fourier de I-'a

ne lesontpas.d'illumin-tion.
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11 est facile de montrer que le rayonnement vanie, en modtles montrent. par comparaison avec les rdseaux
moyenne, scion la Ioi classiques, l'avantage qu'on peut tirer de ces

G(Au AV)(7) conceptions.

(,au, Av) D [11.1. Un excunpie simple :ILe mod~le tniadique
de Cantor.

Bien qu'il s'agisse d'une Ioi statistique valabie
uniquemient sous certaines conditions, elle montre que Les ensembles triadiques de Cantor, doot la figure 4
le choix de la dimension fractale fixe le niveau inayen rappelle le motif Ii diffiftentes &tapes, sont bien
des lobes secondaires, donc: offre la possibilitA, de connus. On peut remarquer qu'il est possible de les
modifier la forme du diagramnme de rayonnement. reprO-senter par l'union des intervalles de~finis par la

relation
Si l'antenne est construite clans un espace de

dimension n, la finesse du lobe principal et le niveau pP
des lobes secondaires seront d'autant plus importants c =U. r j P (8)
que lt6cart A = ni - D sera grand. ni J 3n

Pour les riseaux rdguliers ia 0. L'int~ret des o6 U i repr~sente ['union des intervalles et

structures fractales apparait par le choix que P'on peut
faire de A qui devient alors un param~tre n-I

supplemetitaire. Pji __ ij3

Cependant. certaines; structures fractales peuvent
laisser apparaitre des lobes d'ambigufitý. L~e choix des pour toutes Ics combinaisons possibles des
mod~les est donc important. Des deux classes a ij 4E 1 0, 2
fractales habituellement consid~r~es, auto-affines ou
auto-simnilaires, seules les demni~res sont considc~rds Ce? exemple hien connu de motif fractal auto-
dans cette presentation, car elies apportent des similaire a pour dimension
solutions plus availtaf-euses.

L'i1imination des lobes d'ambiguit peut ktre C3= LO 063
obtenue par des t'Iuctuatiopw .deatoires ii 1'int~rieur des
structures ddterministes. Elles peuvent etre appliquecs 111.2. G~nkralisation du moddIe de Cantor.
aux structures fractales. On obtient alors des
structures fractales pseudo-aldatoires. 11 est possible de g~ndraliser la presentation de

Cantor en dt~finissant les ensembles
Une derni~e methode de gdn~ration de structure

fractale est possible par un processus totalement Pj , Pj + I
aldatoire. Ces structures seront appeldes fractales K10  Uj II -Bn (9)
al~atoires. Cependant, des lois g~ndrales peuvent ýtre
d~sireles pour obtenir des propri~t~s statistiques des oiB srdle
diagrammes de rayonnement. On peut alors utiliser o s dle
une structure al~atoire ponddr~e par une loi de
distribution d~terministe de la g~omdtrie d~sir~e. n-I

Ill. - LES RESEAUX D'ANTENNES Pj = i=0 B
FRACTALS AUTO-SIMULAIRES -

Les mod~es fractals auto-similaires sont vcajE1,aIa2..i..al (0

caract6risis par Ie fait que toutes les parties de o~z ai e-st reel infA-ieur A B - I (aj et B ne soot plus
lensemble sont semblables a lui-m~me (similitude). n~cessairement des entiers), I :s- B.

Ces modiles offrent des propridt&s int~ressantes L'objet a aMors pour dimension fractale:
dans les problmes de rayonnement. On a cherchd i
utiliser ces propridt6s pour la conception de r~seaux Lii=iL I1
lacuntaires. DK=Li B

Apr~s une prAsentation simple de tels ensembles,
une relation gdndralt- est proposde et des exeniples de
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ce qui permet d'ajuster la dimension aux valeurs
souhaitties. 113.3.1. Loi gýnOrale du rayonnemnent.

La figure 5 donne tin exemple de motif pour B =Pour lea syst~nmes auto-similares, ii est plus
11 et intdressant d'exprimer cette loi en rem-arquant, A

a E { 0,3,5,7,10 }.partir du mod-Ile Kn que la lot d'illumiination a Vtitaper
n, An(Xy) = an(x,y) e~ i 404,) est obtenue a partir

Enfin. on peut g46n~raliser plus complitement de la loi A0..1(x,y) par tine auto-simnilarit6 d~finie
encore la Tepresentation en d~finissant le motif fractal par (figure 7):
par: (14)

K0-U [Pj.Pj +C(aoj) An(X,Y) An A O(,Y) *6(zx-xi) * 6(Y-Yj)

On obtient alors tin motif non symitrique dont la oit 6(x) est la fonction de Dirac, * d~note le produit
figure 6 donne tin exemple. Except6 le cas oyii C(aoj) de convolution et qui donne le champ rayonnd
sont irrationnels, il est simple de voir qu'on peut (15)
obtenir tous les motifs en prenarit C(aoj) = I par in Ij 2lTAuxin ej2T~vyin
choix convenable de B et 1. En(E), 1) En -E 1((),4ý)ee

Tous ces motifs sont auto-similaires et possodent
des dimensions fractales infdrieures i 1. et si E0 (O,(ý) est le champ rayonne a l'ýtape 0

Si on d~tinit le motif Kn d~luit de K2fl par
l'affiniti6 Bn: E0 (O,4) = E0 (O.,t)

Kn = Ui j Pj + i](12) 7rj. [ 2rAx- 'Avki

on d~crit alors tin motif dont ldtendue est Bn et k=1erm
compos~e de In segments. L em

La densit6 des segments, de longuetir unitaire, h la Tn(OA,') = Rn(4~u-A~v)
dimension totale du motif eat alors n ej2~r(AuX+ +6vyki)

n k=i

B est le facteur de r~seau de Ilantenne dans lequel

Si on assimile les segments k des a~riens, i/d S= Xkj = Yk,
reprdsente la distance moyenne entre 2 atfriens. Le X(k-1)i Y(k- I)i
r~seau devient done d&attant plus lacunaire que n est
6lev6. est le rapport de similitude, 4gal, dans le cas du

modZ~le Kn kB.
111.3 R~seaux d'antennes fractals auto-

similaires. Le facteur de r~seau s'exprime alors par la relation
(17)

Les rt~seaux d'antennes fractals auto-similaires
prdsentent des caract~ristiques de rayonnement Tri(0),ý= Rn(Au,Av)
intdressantes. n 1 j21rSk(,Auxoi +sAvyoi)

On supposera qtie le nombre d 'antennes du rdseau N kr[
est fix6 i priori. k=_ =

Lea lois gdndrales du rayonncment sont dtablies etiii cc qui donne
est analys6 les niveaux des lobes secondaires ct la
largeur du lobe principal dont lea relations avec, la
dimension fractale D sont dtudides.
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ITn(e,t)j = JRn(duoav)j (18) 111.3.3. Largeur du lobe principal d'antenne.
La largeur du lobe principal d'un rese-au d'antennes,

n ~dans une direction donn&e, est inversement
'r~~' Fco" Sk [uxh 'vY)]proportionmelle A 1'terndue du r~seau dlarts cette

k=1 i=1I ho= direction.
L~e nombre d'antetnnes du r~seaiu est ýgal A N = i

aveb Xjh = 7i- xoh et la distance moyenne, pour un rdseau Iin~aire de
Yih = Yi-Yoh type-Kn est 16 O/d oii 6o eat la distance min-imale entre

deux antennes.
L~e facteur de rdseau s'exprime de faqon itdrative par

la relation La dimension du rtdseau vaut alors

IRn(AU.AV'll2 =LF=NAO = 6%Bn
jRn-1(Au,Av)Ia d

II Pour un re~seau r~gulier, la dimension vaut
I + E ECos [27r Sri [Adu(xih) +Iav(Yih)]]L l

xi= hr-i. A
*1 L

qui montre que la relation est multiplicative et que Le rapport des largeurs des lobes principaux du
le rapport est une fonction de simrilitude appliqu&e sur rtiseau fractal BF au r~seau r~gulier BR est done
lea arcs.

BE DbR nD
La figure 8 donne, pour l'exemple de la figure 5, BR L

les fonction I Rn( &~ U, AV) 12 qui s'expriment par la
relation ou 9 est un coefficient supclrieur mais Voisin de 1,

prenant en compte 1'effet lacunaire du rt~seau fractal.
n

Rn(A U) =7r[4cos (7Bkw~u) cos (3Bk-,rL6u) + 11 2 La figure 9. qui reprdsente les variations des
k-i parametres d~finissant le lobe principal et les lobes

secondaires, montre que le choix de la dimension
Ces figures font ressortir I'aspect fractal du fractale ne peut rdsulter que d'un compromis entre Ia

rayonnement exprim6 en foriction de 6 u ainsi que la finesse du lobe principal et les niveaux des lobes
r&Iuction des lobes secondaires en fonction de 6 u et secondaires.
de I'ordre n du motif.

En effet, pour un ordre n donnt6, il apparait:
1111.3.2. Protection sur les lobes secondaires.

- Que le rapport BF/BR est une fonction
Dana le cas de ]a strucL 're Kn I'expression (18) ddcroissante de D.

montre que: Que la protection ot sur les lobes secondaires
eat une foniction croissante de D.

-Dans la direction du lobe principal
L'utilisateur, en fonction de ses applications, doit

ITn(( 0 ,4'0 ) 12 I Rn(O,0) 12 = I 2n donc choisir [a protection sur lea lobes secondaires et
la finesse du lobe principal. 11 en d~duit alors la

-Dans les autres directions dimnension fractale et l'ordre du motif.

JTn(O)0,4'O)I 2 = IRn(Au,,a,)I2 = inl [V. - EXEMLE DE RESEAUX -

La protection sur lea lobes secondaires, dans le cas. La rdalisation de r~seaux d'antennes fractals peut
du mod~le Kn. eat done donn&e par &tre entreprise avec lea formnes de r~seaux lea plus

diverses.
Ce = -n = B-nD (20)

On pr~sente clans cette partie quelques exemples
On retrouve done la dd6pendance de la protection en perinettant d'illustrer lea developpements pr~okdents

foniction de la dimension fractale. en utilisant, dana lea figures 10. 11, 12 un r6seau



35-6

lintiaire rectiligue pour permettre une comparaison La figure 12 montre l'influence de la dimension
simple avec tin riseau r~gulier. fractale stir la largeur du lobe principal. Le-s ri~sultats

prtsent~s ici sont les parties des diagrarnmes de
Quatre rts;eaux oat 6t utilisds pour cet exemple rayonnement de la figure 10 reprisentant les angles de

(figure 10). ies donnees communes, n~cessairts pour rayonnement de 160 & 200 degres. Pour un mime
la comparaison, sont: nombre d'antennes on constate que la largeur du lobe

principal dinainue avec la dimension fractale. On a
-- Le nombre d'a~riens par r~seau N, t6gal selon report,6 les valeurs de la largeur th~orique de BF

les; cas A 5, 25, 125 ou 625. calculde A partir de BR par la relation
-La direction du lobe principal 4)0 = 90. 00

-180 degrds (qui donne 46videmznent en lobe BF = BRID"
arri~re ks 0 degr6).
- La frdquence d'6mission F = 15MHz. pour On petit constater que cette relation est tr~s biexi
laquelle Ný = 20m. verifide.

-L~a distance minininale entre antenne est
Dyminij = /2. Ua figure 13 enfin, met en evidence l'effet de

l'ordre du motif n qui varie de I ii 4. Le nombre
Rdseau A d'antennes prend donc les valeurs respectives N =5,

25, 125. 625.
Rdseau lindaire rectiligne compose d'antennes

espacdes de A /2 10 m, correspondant As un On constate le bon accord entre la thtiorie et les
espacement Dy maximum pour eýviter des lobes ri~sultats puisque l'on rernarque:
d'amhiyuujt6.

Pour ce rdseau - Une diminution des lobes secondaires lorsque
B =5 n augmente.
aiE{0-1-2-3-4} - Une r~duction de lalar-geur du lobe principal

Dimension fractale D =1. lorsque n augemente.

Rdseau B Les reseaux ks deux dimensions traitds dans te ~as
gdndral prdsentent -ývidemment des propridtdds

Rt6seau lindaire fractal avec -semblables. La tieure 14 represente des diagrammes;
B = 5,7 de rayonnement pour des reseaux fractals composds de
ai f { 0 - 1,37 - 2,41 - 3,43 - 4.59 }125 antennes dans lesquels [a disposition des antennes

Dimension fractale D = 0,877. est ýi lintidniur d'un cercie.

Rd6seau C La figure 14a reprdsente le diagramnie de
rayonnement d'un r~seau lininire circulaire rdgulier

Rt~seau lineaire fractal avec tel que la distance entre deux antennes soit X /2. La
B = 6,27 loi d'illumination connue montre une remornte des
ai f { 0 - 1,47 -2.65 - 3,77 - 5,37 }lobes secondaires importante.

Dimension fractale D = 0,797.
Les figures l4b et 14c montrent les diagramines

Rdseau D obtenus de deux rdseaux fractals dont les dimensions
sont voisines de D = 1.6. Ils r&vdent l'avantage que

Rdseau lineaire fractal avec P on petit trouver dans les reseaux de surface As
B = 7,87 structure fractale, tant sur la ri~duction du lobe
ai E 1 0 - 2,07 - 3,53 - 4,86 - 6,83 }principal que sur la protection des lobes secondaires.

Dimension fractale D =0,635.
La figure 15 donne les diagrammes de rayonnement

La figure 11 montre [influence de la dimension de rdseaux de surface fractals inscrits dans des
fractale sur les lobes secondaires. On doit noter que rectangles. Ces reseaux, dont les dimensions sont
du rt~seau regulier pour lequel D = I au rdseau fractal voisines de D =1,6, oft 6t6 obtenus en combinant
de dimension minimale D = 0,635 une Ioi fractale et une loi aldatoire. On peut constater

encore la bonne qualiti des diagrammes de
- Les remontdes des lobes secondaires rayonnement obtenus avec 125 antennes. mats
augmentent. l'introduction de la loi aldatoire ne permet pas de
- La largeur du lobe principal diminue. contr6ler, As priori, les niveaux des lobes secondaires.
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Dans le premier cas, la protection sur le lobe arrn~re
est assur&e, alors qu'elle ne V'est pas dans le cas du
rdseau r~gulier.

V. - CONCLUSION -

La conception de r~seaux d'anteanes lacunaires de
grandre dimension a i~td abord&e I travers une th~orie
fractale, par la construction de motifs autosimilaires
ýtendus bien adapt~s au prob1me.

La formulation proposce conduit it des r~sultats en
bon, accord avec la tht~orie, accord que confirment les
exemples donn&s.

Le compromis entre la largeur du lobe principal et
la protection kt assurer sur les lobes secondaires fixe la
dimension fractale.

La mn6thode propos~e consiste it dtablir le r~seau it
partir d'un (rdseaux Iiniaires) ou deux (ri~seaux de
surface) syst~rnes de numdration lacunaires dont les
bases et les chiffres sont fractionnaires.

Les motifs dependent du choix que. Von pout alors
faire et ii convient de choisir les chiffres du syst~me
de nuimiration de faqon At no pas introduire, contrainte
facile At respecter, des r~gularitO-s dans leur
progression.

L'introduction des variations aldataoires, ou de
motifs fractals totalemnent al~atoires, ou toute
combinaison de ces mdthodes. peut 6tre utilisde. Les
r~sultats constatAds Wont pas mis en 6vidence
d'amidlioration des diagrammes.

Les diagrammes obtenus peuvent, conmme pour les;
r~seaux r~guliers, ktre amdlior~s en utilisant des Lois
de ponddration SUr I amplitude complexe des signaux
do chaque antenne.

La structure purement fractale paratit donc
pri~f~rable puisqu'elle conserve un aspect totalement
ddterministe en organisant, de faqon rigoureuse, le
desordre.
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DISCUSSION

L. LEWANDOWSKI
In the case of random arrays. one can use Ruze's statistical method of estimating probability of side-lobe-levei exceedance. Is there
a comparable way to "guesstimate" the side-lobe-level peakc exceedance for arrays determined using the fractal design approach?)

AUTHOR'S REPLY
La diffi~rence entre l'approche purement aldatoire et l'approche fractale vient du fait que Is d~etmitnation fractale est deterministe et
que par consequent le diagramme de ravonnement peut itre exprime de fayon analytique. OnI pewt done parfaitemetn contrbler les
lobes secondaires (et tout le diagramme de ravonnementt du re~seau. Dans les r~scaux al~aboires on ne peut avoir qu'une approchc
slauistique. cc qui ne permet pas de garantir les remont~es locales.
Thle difference between the pu,-elv random approach and the fractal approach is explained by the ,fact inat fractal determination is
deterministic and that as ,result the antenna pattern can be exrpressed in analtilcal fa/u on . This mneans that the side lobes (and
the whole of the antenna pattern) of the arra ' can be completelv checked. With randomn arrayvs we can only adopt a statistical
approach which does not enable us to allow for local variaiions.

C. BOND
Durant votre e.-posh. vous avez fait r~fi~rence ii un grand nombre d*616ments a I'intiffieur de votre antenne. Croyez-vous que cette
m~lthode pewt &re utile A Ia bande HF oii V'on utilise, en g~n~rai. de sept A onze antennes (t-11mentsl?

During your talk, 'you referred to a large numbevr of elements inside y-our antenna- Do you think that this method could be useful
for the IIF band, where some 7 to 11 antennas (elements I are commonly uved'

AUTHOR'S REPLY
Cette methode a &6i i6tudi&e pour des reseaux de grande dimension- Elie peut &ctr appliqude approximativement pour des ri~seaux
di~passant 25 antennes. En HF. ellk peut iýtrc utilis~le pour ces r~seaux sachant que I'on utilise des rcseau7: de grande dimension,
notamment en radar transhorizon-
This miethod was designed for large scale arrays. It can be applied approximaielv to arravs viith over 25 antennas It can be used
for lIF arravs, given that large scale lIP arravs are used. in particular for os-er toi'-hori:on radar.



LOCALISATION D'EMISSIONS A EVASION DE FREQUENCE ET RAFALES
PAR CAPTEUR A ANALYSE SEQUENTIELLE EN BALAVAGE RAPIDE

D. JOSSET
THOMSON-CSF Division RGS

66. rue du Fossd Blanc
92 231 GENNEVILLIERS

FRANCE

Les nouvelles g~n~rations d 'intercepteur
R6sumd gontomdtrique permettent ]'interception des

emissions A 6vasion de fr~quence. Ces
L'utilisation do techniques do transmission intercepteurs poss~dent des vitesses de balayage

par dvasion do fr6quenco ou rafalas en VUHF atmn d~passant 1 GHz par seconde. Ces intercepteurs
de lutter contre, los systbmes ECM classiques so utilisent le principe de detection d'energie at in de
ripand do plus on plus. LUapparition do capteur n'effectuer une mesure gonio~rniique que lorsque
goniomdtriques rapides rend possible lfinterception le canal radiodlectrique est actif.
at la goniomritrie de cos signau~r L'intercepteur mode~iS6 dans le cadre de

cette 6tude est le TRC 612 de THOMSON-CSF.
La locallisation do ces signaux par un Les principes du syst~me de localisation proposes

systbme classique n~cossite une mise en attento peuvent s'appliquer a taos les types de gontomt~tre
sur i'l'mission. Afin d'6viter ce problbme. on utilisant les memes principes de mesure (mesure
propose do disposer un systilme d'extraction des goniom~trique sur activit6 d'un canal).
6misslons A dvasion do friquence at rafaloes avec Le fonictionnement de ces intercepteurs
los goniombtros avant la localisation, cello-cl sont de par leur conception asynchrones; le temps
s'effoectuant sur des dmissions " synth~tiques de scrutation d'une bande depend fortement de la
calculdos 6 partir des diltections goniomdtriques. densit6 de l'environnement.

Leocalcul do cos dmissions *synthdtiques"
n~cessito uno algorithme permettant la b) environnement
reconnaissance et l'identification des types L'environnement cible est un
d'dmissions. A partir dos reconnaissances environnement champs de bataille. Sur une zone
"-'ctuillis sur plusiours gonlornbtres. on recherche donn~e (50 km ' 50 km), on dispose d'un
.a 6metteurs ayant les mimes caract~ristiques sur ensemble de 100 rdseaux de 10 4metteurs. La

lea diffilrents capteurs avant d'en effectuer fa dotation en Limetteur a dvasion de frequence est
locallisation par une m~thode des moindres carrds variable. De meme pour les 6metteurs, du type
cartilsiens. rafales. La repartition gfographique dle ces

dmetteurs suit une loi aldatoire unitorme a 2
dimensions dans la zone consideree.

I - MODELISATION DE LENVIRONNEMENT c) communications
Les mod~les de communications pris en

Afin de mesurer les performances d'un compte pour les communications en mode
systieme de localisation d'ýmissions A dvasion de frequence fixe ( FF ) et en mode 6vasion de
fr~quence et rafales Ai parfir de capteur A analyse frdquence ( EVF ) sont des communications
sdquentielle, il a 6t n~cessaire de d~velopper une parl~es. La maddlisation des alternats est diecrite
simulation de l'environnement radio~lectrique ainsi en annexe 2.
que do goniometre.

Les 6missions EVF sont mod~lisees par on
a) intercepteor goniom~trique tirage aiddatoire uniforme des paliers de fr~quence
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sur domaine frequentiel determine. Dans En goniometrie sequentielle, on ne dispose
I'application prdsentte ci-apres, le domaine pas de la mesure de 1'ensemble de ces parametres
frequentiel est reduit a une seule bande discriminants. La goniomttrie limite le nombre de
d'dtalement. L'utilisation d'une distribution EVF parametres mesures A 4 qui sont:
repartie sur plusleurs sous-bandes dedtalement ne -frdqufnce

modifiera pas l'algorithme de localisation. -azimut

-instant de mesure
Les rafales seront assimiltes a des -- niveau.

transmissions de donnees ponctuelles. Elles
6mettent en mode frequence fixe. La durese des Le critere niveau depend fortement des
emissions rafales est comprise entre 100 ms et 1 conditions de propagation et des modulations; sa
seconde avec repetition possible. valeur n'aura qu'une valeur subalterne. Ainsi i1 ne

sera pris en compte dans la discrimination que sur
des ecarts importants lorsque les autres
parambtres seront semblables.

dl propagation L'identification d'une emission FF se tera
Le modtle de propagation pris en compte essern:iellemen, sur le crittre tr~tquentiel. Les

est un modtle de propagation en espace libre. criteres d'azimut et de duree servirant a
L'objectif de cette etude 6tant la validation d'une caractdriser l'dmission; ces parametres seront
methode face a un environnement donne, les utilisds en correlation de localisation.
perturbations liees a la propagation par onde de sol Pour une emission EVF, ce param~tre ne
ne seront pas pris en compte (effets de reduction pourra plus etre utilisie comme discriminant
de 1'environnement rdellement visible au niveau de (notamment dans le cas des goniometres
chaque capteuri. sdquentiels). Le parametre discriminant essentiel

sera la mesure azimutale de redmission. A partir de
ce critere discriminant, on determinera les zones
frdquentielles d'6talement des EVF (ce crit~er
deviendra discriminant en correlation de

2 - RECONNAISSANCE DES EMISSIONS FF IEVIF localisation).
I RAFALES

c ) reconnaissance des emissions
a) mode de fonctionnement du goniomttre A partir des donndes acquises par le

L'intercepteur goniometrique effectue un goniometre, il existe de multiples methodes de
balayage sur le domair.a fresquentiel ddtermine classification des donnees pour rdsoudre le
If -min, f-max!. A chaque detection d'dnergie. il probltme post. La methode prtsentfe ci-apres est
effectue une mesure goniometrique sur l'dmission elaborte af in de tenir compte du caracttre temps
radicelectrique. La detection d'dnergie dans un reel des operateurs et limiter le coOt en puissance
canal radioelectrique s'effectue dans un temps trts de calcul.
bref (typique :10 ps). Par contre, la mesure
goniometrique necessite une presence du signal La mesure goniometrique est constitutee
sur environ 500 us. par le vecteur

Pendant une duree d'observation T, le I azimut,
goniometre aura effectud plusieurs balayages i rdquence,
successifs de la bande If_min, f_maxi consideree. date,

niveau I.

b) discrimination des emissions Le classement des mesures sur une
Chaque emission radiodlectrique possede pe~iode d'extraction est effectufe suivant l'ordre

un vecteur de paramttres discriminants; ce vecteur suivant:
est caracteristique de l'emission. 1) 1 requence
Pour une emission FF, Ia caracterisation peut etre 2) azimut
reprdsentee par le vecteur suivant: 3) date.

ffrequence centrale. largeur d'emission,
modulation [types, . ..], azimut, instants d'emission Le niveau ne permet que dans quelques

occasions limitees de separer 2 emissions.
11 en sera de m~me pour une emission EVF :Le nombre de mesures effectuees sur une

(bandes de frequences. loi de distribution 6mission depend de Ia densite d'environnement et
des paliers, modulation (type, ...I,azimut, de la bande balayee. La duree de scrutation d'une
instants d'emission 1. bande e-tant tries inftrieure a la duree d'extraction,

le goniomttre effectuera n mesuires sur une meme



emission FF. La construction d'un histogramme en 3 -PRINCIPES DE LOCALISATION
frequence permet par seuillage d'en extraire les
emissions de type FF. La distinction des alternats
de communications FF est etablie par un a) technique de localisation
histogramme en azimut; chaque alternat de La me-thode de localisation utilisde est une
communication est identitie par une datation au methode de localisation necessitant l'emploi de
sein de la pdriode d'extraction. plusicurs observateurs. L~a technique de localisation

En effectuant un regroupemnent de toutes est- une localisation par les moindres carrds
les mesures relatives A une mLine emission FF, on cartdsiens Ill. Nous rappelons bri~vement les
dtablit un plot *synthetique' representatif de principes de la m~thode en annexe 1.
I'dmission. 11 est caracterisd par les param~tres
suivants:

type FF b) techniques de correlation entre capteur
fr~quence centrale Chaque capteur goniomdtrique effectue un
azimut mayen ensemble de relevd de mesures sur les emissions
dcart type en azimut radiodslectriques interceptables. Chaque mesure est
date de debut d~crite par un vecteur associe
date de fin ).( capteur

azimut
frequence

Le discriminant f r~quentiel ne pouvant etre niveau
employe pour reconnaitre les EVF, on effectuera date
une discrimination azimutale. Cette operation est
effectude apres elimination des emissions FF. La Dans les systemnes de localisation actuels.
detection des emissions EVF se fait par seuillage la correlation entre capteur d'une emission est
sur un histogramme en azimut des detections. essentiellement basee sur le critere frequentiel.

Sur un meine azimut, plusieurs emissions L'utilisation de ce crittre comme
EVF peuvent coexister (alignement dans les visees discriminant dans les syst~mes de localisation des
goniometriques). Aussi on identifie chaque emissions A evasion de frequence necessite une
emission EVF par la (ou les) zone(s) frequentielle(s) parfaitt Fynchronisation des balayages des
occupee(s). Chaque plot EVF est alors caracterise stations (interception des memes paliers: au memes
par un domaine d'6talement frequentiel instants). Ce probl~me deviendra d'autant plus
[f-min,f-maxi. insoluble que les durde de paliers seront courtes.

Les detections relatives A chaque emission
EVF sont alors regroupees dans un plot Pour reduire l'influence du pfobl~me de
synthetique" reprdsentatif de redmission: sync hroni salion, on va effectuer avant la

type EVF, localisation une reconnaissance des emissions
fr~quence min, appelte extraction; chaque emission sera identif ide
frdquence max, par un ensemble de param~tres
azimut moyen, ( capteur
ecart-type azimutal, type (FF,EVF,RAF)
date de debut, azimut moyen
date de f in I.sigma azimut

La datation des emissions se fait en frdquence centrale
calculant la date inferieure et superieure des largeur de bande
detections relatives A un plot, date de debut

date de finI

La reconnaissance des emissions de type A partir des ensembles de plots
rat ale est faite sur le meine principe que la representatif s des emissions detectees, la premiere
reconnaissance FF. On 6tablit la reconnaissance 'tape de la localisation est d'effectuer la
rat ale sur )'ensemble des detections n'ayant pas correlation des emissions entre les diffdrents
servi aux reconnaissances precedentes. C~tte capteurs.
operation nWest effectu~ge que sur les emissions Les crit~res de correlation seront classes
rafales emettant en frdquence fixe. dans un ordre decroissant

On effectue l'identification de l'6mission I type
rafale au meine titre que les emissions FF par un frequence
plot " synth~tique' ayant les in~mes date
caracteristiques. azimut

On dispose au niveau de la station de
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localisation de n ensembles de mesures des localisation par cycle d'extraction representant le
emissions relatifs aux environnements per~us par nombre de localisations correctes par rapport aux
chaque station de localisation. Nous appliquerons nombre d'dmerteurs actifs. La performance globale
la correlation entre emissions en respectant l'ordre do systeme sera mesuree par le nombre
de discrimination presentee ci-dessus. d'dmetteurs localises sur N cycles d'extraction.

Les emissions reconnues de meme type
au niveau extraction seront corrdldes entre elles. Avec 177 rdseaux de 10 Limetteurs avant
Ensuite sera pris en compte le critere frdquentiel. un taux: d'activitd de 50% et les modeles de

La correlation des emissions de type FF communications decrits precedemment 180 % FF,
est faite essentiellement sur la frdquence, ensuite 10% EVF et 1 0 % rafales] repartis sur la bande
sur les dates. La datation permettra de discriminer (30 MHz, 88 MHz], on obtient statisquement par
les alternats de communications FF. La nature cycle d'extraction ( cycle d'extraction de 2
asynchrone des goniomdtres ne permet pas d'avoir secondes), des taux de localisation de:
les memes dates de debut et fin des emissions .72 % pour les dmetteurs FF actif s
entre goniomttres. Aussi )a correlation des dates durant ce cycle
d'emission entre les diffdrents capteurs sera I aite soit 51 dmetteurs sur 71 toutes
avec on degrd d'incertitude. Ce degrd d'incertitude les 2 secondes,
prend en compte les off ets des balayages non -33 % pour los dmetteurs EVF actits
synchrones des diffdrents goniometres, ainsi que durant co cycle
les erreurs de datation. Soit 6 dmetteurs sur 1 8 toutes

L'azimut nWest pas on critere a proprement los 2 secondes,
dit de correlation; il permet seulement de lever les 41 % pour les 6metteurs rafales actif
ambigufft6s de localisation, en particulier lors de tirs uurant ce cycle
gcniomdtriques paralleles. soit 7 6metteurs sur 18 toutes

los 2 secondes.
Pour les emissions de type EVF, on L'application d'un suivi de localisation sur

reprendra les memes discriminants. Etant donne plusteors cycles d'extraction SL-,cessif s permet de
que los caracteristiques des EVF mesurdes au sein localiser tous los reseaux. Statistiquomont sur one
des divers goniometres sont differentes pdriode do 1 minute ( 30 cycles d'extraction do 2
lasynchronisme des balayagos), on effectuera one secondos), tous les dmettetuis 'ictifs auront LtW
correlation en imposant one marge d'incertitude localisds.
sor la correlation. Le degrd d'incortitude sur le Le systeme de localisation apres
domaine common frdquentiel depend des modes extraction est roncu pour permet-tre on suivi temps
de fonctionnement I dur~e d'extraction, densitd reel des ýIinissions. Aussi on poorra developper au
d'environnemont,...). Ce degrd d'incertitude est sein oe la station de localisation, on systemo de
dtabli expenimentalement. soivi temps reel des demtteors; ceci permettra

La correlation sur les dates ost effectuee I'analyse temps reel de l'environnemont
avec la meme methode que celle employee en FF. radiodifctrique.

Les emissions raf ales extraites sont
analysdes en rospectant les principes d6crits en
frdqoence fixe.

5 - CONCLUSION

Ce systemoe de localisation a Wt
developpe pour s'adaptor A l'interceptour

4 - PERFORMANCES goniometrique TRC 612 de THOMSON-CSF af in do
repondro aux nouvollos menaces EVF et raf ales. La

Les performances de la localisation realisation do ce sysl~me est en coors
dependent do temps d'observation do systmem et d'impiementation.
do nombre d'6metteurs actifs pendant cette
periode. On definit ainsi plusieurs param6tres do
localisatior. qui sont: Bibliographis

*le taux do localisation represontant le
numbre de localisations par cycle Ill STATISTICAL THEORY OF D.F. FIXING.
d'extraction sur le nombre d'dmotteurs R.G. STANSFIELD - PIEE 1947 Vol 94.
actifs, 121 CLASSIFICATION AUTOMATIGUE DES
. le taux: de localisation reussie DONNEES. Environnement statistique et
representant le nombre dedmettoors informatique. CELEIJX, DIDAY,
correctemont localisds. GOVAERT, LECHEVALLIER,
On mesuro one performance de RALAMBONDRAINY -DUNOD.



ANNEXE 1: PRINCIPES DE LA LOCA"LISATION

Un goniom~btre G de coordondes lXg,Yg) J.1 O)

dans un reperel O,x~y) mesure l'angle sous lequel
Ii intefcepte une citle radiodIectrique C de
codrdonndes (Xc,Yc). L'angle thdorique (thdta) est 031donnOd par p-EL-

O~aztg((Ys-Yg) la)
(Xs -Xg)

La mesure est af fectde d'un bruit inhdrent
asine~cos8,au capteur employd. Nous prendrons comme V.E -

hypoth~se que l'erreur de mesure sur I'angle suit i () 2

une loi normale de mayenne nuile. La probabilitd
d'effectuer une mesure avec une erreur phi autour
theta s'dcrit:

p(O~di* exp(--!ý)do

do cart-type de mesure du goniometre ANNEXE 2 MODELES DE COMMUNICATION
Spit P Ia projection orthogonale de la cible

sur le tit. On a Le modele de communication employg
represente des communications parl~es. Les

P1=PC=D~g(4b) communications sont point A point. A
l'initialisation, le positionnement tempotel des

avec Di la distance cible gonia communications est supposd alitatoire dans un
Pour N goniometres, les erreurs de mesure domaine T,

W'angle sont inddpendantes. En consdquence, la Le d~roulement d'une communication
probabilite r~sultante sera le produit des rdpond b une distribution des alternats suivant le
probabilitds elfmentaires schdma suivant:

. 4 alternats de procddure de debut de
P(0 1 m~d'i~

4
acommunication

*N alternats utiles

2 2 alternats de procddure de fin de
1 exp(--1 2 ) Ud~1  communication.

M22,.1 a# * Les alternats de procedure sont de durde
i-I (I +x) secondes. x tird suivant une loi de rayleigh

d'dcart-type donne. Les blancs d'alternats sont
tirds suivant une Ioi de rayleigh d'dcart-type 1

En se r~fdrant au calcul effectud par R.G. seconde.
STANFIELD Ill, la solution Ia plus probable est Les alternats utiles sont tirds suivant une
dornnee par les dquations: loi de rayleigh d'dcart-type 4 secondes 160% des

cas) ou 8 secondes ( 40% des cas).
I vcose6-pslne, Statistiquement la duree d'une communication

(1-vm ' variera de 50 secondes (alternats courts) A 70
secondes (alternats longs).

Entre 2 communications, on definit un

loose vs~nO tat de veille d~fini par un temps T r~sultat de la

1 Pi Ic.1 ,le somme d'une durde minimaie (T, = 20 secondes
a,.,ý11 P ) et d'un tirage suivant une loi de rayleigh d'6cart-

type 24 secondes. Ceci correspond 'ý un taux
d'activitd des r~seaux de 50 %.

avec
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DISCUSSION

R. ROSE
This system is truly impressive being able to prosecute so many targets in such a small battlefield area. How do you define
location? Do you mean just the existence of energy or do you produce an actual location, which is the real end product in
battlefield radiolocation?

AUTHOR'S REPLY
Une mesure goniom6trique est effectu6e A chaque ditection d'inergie. La localisation itant effectu6e sur lea Emissions reconnues.
nous produisons une image de l'activiti sur le champs de bataille; cette image eat renouvell6e en temps riel pour suivre lea activit&s
des 6metteturs. A chaque localisation. nous avons une estimation de la position des Emeneurs actifs.
The direction-finding measurement is made each time energy is detected. As location is performed on recognized emissions, we
produce an image of battkfield activity; this image is refreshed in in real time so as to monitor emitter activity. Each time we make
a location we have an estimate of the position of active emitters.

D. YAVUZ
If you have more than one net frequency hopper how do you (or do you attempt to) differentiate between different hop-sets?

AUTHOR'S REPLY
Le systime ne permet pas de mesurer la durie de palier FH. Aussi nous ne pourrons pas distinguer les r~seaux.
The system does not allow measurement of the duration of the frequency-hopper step. Neither can we distinguish the networks.

E. KOELBLE
When your system is fast scanning over the frequency band, how great is the false alarm probability for energy detection as a
function of the sweep rate and for the signal to noise ratio!

AUTHOR'S REPLY
La simulation ne prend pas en compte les problhmes lis aux fausses alarmes. Un seuil du rapport signallbruit A 6 db a itE impos6
A la d&tetion pour limiter le nombre de fausses d~tections.
The simulation does not take false alarm related problems into account. A signal to noise ratio of 6 dB has been imposed on
detection in order to limit the amount of false detections.

E. LISEC
What hop-rate of true VHF emitters did you assume? Is it related the PR4-G radio?

AUTHOR'S REPLY
Les Emetteurs consid&rds sont les imetteurs typiques de la bande VHF, c'est A dire entre 100 et 300 sauts par seconde. Les
simulations prennent en compte un modale du TRC 950 de THOMSON-CSF; tous les modes de distribution des 6missions EVF
n'ont pas 6tE simulds (systbmes A multi-sous-bandes prEsents dans le PR4G)
The emitters considered are typical VHF band emitters, i.e.. between 100 and 300 hops per second. The simulations assume a
THOMSON-CSF TRC 950 emitter; all the EVF emission distribution modes were not simulated (multi-sub-band systems in the PR4-
G).
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RADIO LOCATION THROUGH HIGH RESOLUTION EIGENSTRUCTURE
PROCESSING TECHNIQUES THAT YIELD ACCURATE MULTIPATH

AOA AND DIFFERENTIAL TIME DELAY ESTIMATES

Leon M. Lewandowski, and
Keith A. Struckman

Lockheed Sanders, Inc.
P.O. Box 868, Nashua, NH 03061

ARSStACT
An eignestructure based, doubly adaptive
array processing algorithm is described.
This algorithm resolves the differential
time of arrival (DTOA) between the direct
signal and a delayed replica that arrives
over a different ray path. Simulations,
using theoretical responses of a circular
eight element dipole array, illustrate the
resolving characteristics of the
algorithm.

I. INTRODUCTION
HF comnmunication signals often arrive at I]
the receiving antenna over multiple paths.
A classic multipath situation of this type .0

is a direct surface wave received in
combination with an ionospherically
propagated skywave. Resolution of these
two components along with an estimate of
their differential time delay can be
exploited to determine location of the CIRCULAR DIPOLEARRAY Rgl.
transmitter. This paper describes an
eigenstructure based, doubly adaptive
processing algorithm which yields an
optimum estimate of the differential time
of arrival. Angle of arrival (AOA) values described by:
for the two ray paths can be calculated by
applying superresolution processing
algorithms to the a~.rey correlation A1(0,€) Sin(O){exp2np,(oVc)Cos(0•)]} (2)
matrix. Digitally beamformed data streams 0542-E02
are generated by linearly weighting and
additively combining two eigenbeam data
streams. The weights are adaptively where (pal 7/2,01) are the spherical
adjusted to sort the data streams into an coordinates of the center of the ith
interferernce free copy of the direct path dipole. The total array response can be
signal and a similarly interference free written in compact vector notation as:

copy of the delayed path signal. A doubly
adaptive algorithm is applied to achieve [Vt)] -[A][S(t)] + [N(t)] (3)
this sorted signal conditions. Adaptive where:
weights are calculated to maximize a
normalize• correlation function
[Rcor (t) I (the ratio of two quadratic [A] - [S 4(dt), S ow0]
forms' as a function of the advance added [A] =[8 )( 0)]
to the delayed signal. The advance that 05-92-EQ3
maximized the normalized correlation
function yields an optimum estimate of the
differential delay between the two s..gnal and Ac((E, 0) is an eight element column
propagation paths. (steering) vector, each element as

described by (2). The array correlation
I1. THEORETICAL MULTIPATH PROBLEM matrix [R], experimentally developed by
To demonstrate doubly adapted signal time domain integration over all
resolution, a problem is established by Vi(t)Vj(t) products, is given by
theoretically propagating an incident
direct path signal and it's delayed path
replica onto an idealized eight element [R] - [A][S][A] + a2[I] (4)
dipole array as shown in Figure 1. The
voltage recorded at the ith feedpoint of 05-9-E04
this eight element circular array, as it
intercepts these vertically polarized where t denotes the congugatl transpose
narrowband planewave signals, is expressed and (S] - E([S(t)][S(t)]t.LO[I]
analytically as: represents integrated noise voltage

contribution to the array correlation
)A,(0,*)Sd.(t) + Ai(o•,0S•(t) + N(t) (1) matrix. The noise voltages are assumed to

V#)- di +Nbe uncorrelated with the signals and

0-2-EOI uncorrelated among themselves and to have
identical variances. A randomly modulated

where, Sdir(t) is the signal associated signal, that arrives at the array with
with the direct planewave, Sd 1 (t) is the different time delays and separate
signal associated with the delayed directions, will generate an array
planewave. Ni(t) is the adcitive noise at correlation matrix that exhibits two
the itt dipole and A (E, 0) is the signal eigenvectors, i.e., eigenvectors
response of this dipole in the direction associated with eigenvalues having li>02-
(E, 0) . Electrically short omni dipole To identify the structure of these signal
patterns are assumed with responses eigenvectors, the eigenvector equation:
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[R][eJ = ;.[e1J (5) IR.r) 12
_ I E(U.(t)U'(dt + r) 1 2

05-2-E05 E(U•,t)Uia(t)JE(UL.,(t . r)U'.(t + r)0

is recast as: os5w-EaO3 (13). 1 (6)
[e1J - [A•[SAJ[(eJ} as the delayed data stream is numericallyN- advanced. The value of tau that maximizes

05-02-E06 this function is exactly equal the true
Each signal eigenvector is therefore given multipath delay if the signal-to-noise
by-the linear combination of two steering ratio (SNR) is equal to-z.
vectors in the form:

DTOA equation (13) is a maximization
function that depends on precomputed

[eJ = Ck(dir)[A•(edi,, a,)] + Ck(deI)fAC(Sd, 0-)N (7) weights to sort the signals prior to time
delay scanning. An alternative to this

where: difficult precomputation task is to
include weight computation within the

Ck(dir) y (EISdI,(t)S'dt,(t)}[RAc(6dk, 0J)(eG]e correlation maximization process. Sets of
new correlation maximization weights are
computed at each test step in the

+ {E{Sd,(t)S'd(t)[ffA(e•, 0de)]fe, correlation scanning process. At any
general -t point, these optimized

Ck(del) = {-(E{S',(t)}S•(t)}[Av(8,, 4)] t [•J weights wiff maximize the correlation butin general do not sort the signals.

However, when TtesL - It-ue, the signals
(E(Sd(t)Sd(t)[A()d)]te will be sorted since onjy this condition

will ensure, at S N R -,, a maximized
05-2.EQ7 correlation function. The resolution

process described herein is based on the
III. DTOA EQUATION AND WEIGHT ability to calculate, in closed form,
OPTIMIZATION TECHNIQUE weights that maximize the correlation
The two signal eigenvectors described by function. The resolution process
(7) span the total steering vector space described herein is based on the ability
and are the key components in the to calculate, in closed form, weights that
resolution solution, the resolution maximize the correlation function. Weight
process proceeds by using these two optimization is described as a two step
vectors to generate two eigenvector based process, direct signal weights are
data streams: optimized followed by delayed signal

weight optimization.

First, it is assumed that accurate delayed
05.42-EO8 signal weights have been precomputed. The

correlation function is then given by an

S.g(2, t) [e-It(V(t)] (9) equation that is the ratio of two

0542-E09 quadratic forms:

In the absence of noise, these data Rcw(r)
streams span a signal energy space defined
as: [WIl) W &(2)][M (1.1) M,(1,2)WII (1)]

[M,(1.1) M,(2.2)J W42)J
E{Seg(1, t) S'.,(1, t) + S,,(2, t) S*.g(2, t)) =0X , + k2 (10) DT, ={[Wd.(1) Wk(2)[D,(1.1) D,(1,2)J1 W&,(1)2 W

A simple analysis, based on (7), (8) and where: (14)
(9), shows that these two data streams can
be weighted and summed to eliminate either D0(1,1) = E(S(.t)S'41, .t))
direct path or delayed path signals. D,(1,2) = EIS1. IS,"2, 0)
Assume that these weights have been 0,(2,2) = EIS42, 0S42. }
calculated by some scheme and result in a
direct signal data stream: go(",) =IE1S*(1.OU'•,'. t+ 0)•

Ud•(t) - Wd,(1)So0(1, t) + Wd,(2)S49 (2. t) (11) Mg(1.2) = E•S,41,JU',(1. t + r)E(S*(2.t)U,.41.t + f)
05-2-EOQII M,(2.2) =JE1S.,(2,O)UdA1. t . r112

that contains the direct signal and OD+ +0OV4

weighted noise voltages but zero delayed
signal components. Similarly a delayed The object i3 to maximize equation (14)
signal data stream: over the direct signal weights. This

apparently difficult problem, is instead
U•(t) = W"(1)S.(1, t) + W"(2)S•(2. t) (12) extre,-,ely simple, since the maximization

05-02-EO12 ratio of quadratic forms is easily
computed[2]. The maximum value over the
weights is given by largest root of the

is assumed that does not contain direct determinant:
signal components.

Differential time delay between these two M1,(11) M'012)1 A D!(1,1) D1(0. 2 )]1c0 (15)

signals can be computed by observing the i M"(1.2) M,(2.2)i 10(1.2) D1(2.2)jf
correlation function: o22-EOIS
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divided by the function DT, (1). DTOA is processing i.e., correlation maximized
calculated by scanning the ratio of the over time delay, which is then used for
two functions X(T)/DTI(¶) and searching delayed signal weight calculations
for a maximum. This maximum value can followed by direct -ignal weight
then be inserted into equation (14) and calcuations. It should be noted that the
solved to yield the direct signal weights. maximization function is a ratio,
Specific direct signal weight values need therefore either set of weights can be
not be calculated if DTOA resolution is multiplied by an arbitrary nonzero complex
the single requirement. At this stage in 3calar without changing the value, this
the DTOA computational process, a indeterminant problem does not, however,
significant problem still exists, that of prevent unique signal resolution.
precomputing the delayed signal weights.

IV. SIMULATION RESULTS
Step two solves the delayed signal weight A set of simulations are presented to
computation problem by an algebraic illustrate the performance of the doubly
expansion of the only nonzero root of adaptive resolution technique. A simple
equation (15), which is: pulse modulated CW analystic signal is

uniformly sampled at 40 pts. per cycle to
1 generate an incident signal. The in phase
2----(Dj(1,1)M,(2,2) +D(2.2)sM(1,1) (1) component of this pulse is shown on

DT2 the upper trace, Figure 2.

- [D1(l,2)'M,(l,2) + D1(1,2)M,(l,2)']) (16) 5

where, DT 2,= 0 1(l,1)0,(2,2) !0,(1 2 01,021O2S _.

This root is a function of the precomputed
delayed signal weights. When these
weights are included as algebraic terms
instead of numerical values and the result
divided by the DT1 (also a function ofdelayed signal weights, an interesting , •
ratio is observed. This new function is

also a ratio of quadratic forms given by:

I (r )40 (17) 4S0 oo 200 S0oo
(Wd.41<) Wd.A2)]M A4t,11) M(1,2)][ W4Ijt TIUK STEPS

[Mj(1,2) A4(2,2•[W•,A2) 9t PaTruiEN (d"lay . Fi• g 2

DT, =J[Wd-AI) Wa,2)[Dý11,1) D2l1,Z!][Wd.A1jj J."

l LDý(1,2) D2(2,2)I[ Wd.A2)J

DS-92-EG 1 004

None of the M2 ... or D2 (,).. .terms
presented in equation (17) involve 0.6-
weights, therefore this second adaptive
equation is maximized over delayed signal S
weights by calculating the maximum 0-
eigenvalue of a second determinant which
has a form similar to equation (15). The
terms required for this calculation will 02
not be included since they are readily
derived. D2(ij) terms have the same
functional aependency as Dl(i,f) with t oo•
replaced by t + T For reference purposes, 0 o0oo 6 5o zoo 25o zoo 3SO 400 450
M2 (1,2) is given by: Tsu(sdven..)

CORRILATION CIUVI (d"~e . 4N01 P4. 3

MA1,2)-Z(1,1)Z'(1,2)D(2,2)+ Z(2,2)D(1,1) The first example is based on an equal
amplitude, significantly delayed signal

-[Z1,2)2,1)D(1,2) -2Z(1,1)Z(2,2)D(1,2)] (three times the pusle width), as shown on
where the middle trace. Incident angles in the

first quadrant, (e9• 0 dir) - 90.,45.),
21,1) - E(S'.I1, t)S41, tf } (edeldel) - 30., 4Ai are assumed. A

2(1,2) - E{S'.•1, t)S(2, I+ covariance matrix having a ratio of
eigenvalues X2 /XI - .170 was generated by

2(2,1) - E(S'(2, t)S42, t+ i} approximating the expectation function by

42,2) = E{S'*2, t)S42, t+ time domain integration over the window
shown. Eigenvector data stream Sei (l, t)

06-•-EO18 (18) associated with the largest eigenvalues is
normalized and displayed on the lower

Determinant number two generally exhibits trace of the figure. computations based
two nonzero eigenvalues which are on the doubly adaptive correlation
functions of time delay. DTOA solutions function (17) exhibits (Figure 3), two
are obtained by scanning the ratio, correlation values equal to 1.0, the first
maximum eigenvalue divided by DT2 . This a false peak at time step 0 and a second
simple calcudlation is all that is triangular peak, at the correct time step
necessary for determining DTOA values. If = 400. This simple pulse problem could
signal sorting is desired, the two sets of have been solved by a simple clip and scan
weights can be calculated by reverse technique, but it's use in correlation

function processing clearly demonstrates
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the doubly adaptive concept. It should be These beamformers were based on weighted
noted that a unity magnitude peak at zero and summed signal eigenvectors, using
time is always generated by the weights calculated to satisfy equations 17
correlation maximization process described and 14.
herein.

V. DISCUSSION
The second example, is based on parameters The doubly adaptive concept provides a
equal to the first example except for straightforward solution to the twopath
amout,t of signal delay, which was set to DTOA resolution problem. Expanded
equal the pulse width divided by two as eigenstructure techniques that yield
shown in Figure 4. Here, the eigenvector solutions to a larger class of problems
data stream Se (l,t) exhibits the are-being investigated. Experiements
interaction between the direct and delayed using the doubly adaptive concept
signals, •owever, the correlation peak described herein, but minus the
IR orr(0) - 1.0"test - 100, is well eigenstructure processing was used to sort
defined and at the correct delay as shown direct path signals and ionospherically
in Figure 5. The eigenvalue ratio for refracted signals. Differential time
this delay equals 0.206. this ratio is delays of approximately 1.9 milliseconds
reduced to 0.061 at a delay equal to 1/10 were observed for both pulse and phase
the pulse width. At zero delay, the modulated rf signals.
second eigenvalue is equal to the noise
variance.

.EAMFORMED POWER PATTERNS

a

0 400 Soo '? '0

TIME STEPS

S(Q PATERNS (dely . 100) Fig. 4

10

011 Copy Beam(diret signal) Fig. 6(s)

06

a 50 100 4 $ 0 200 2 00 6ýO 400 450

Tau~advanee)
CORRELATIN CURE (dela y 100 ) FIG.4

The time delay resolution of the signals 4
described in the above examples is based
on an internal process that spatially
notches each signal. Direct signal

resolution, requires a null at (30.,45.),
resolution of the delayed signal required Co)py Bsdelaye sgna)Fig. 6b)
a null at (40.,45.). Example 2 parameters
are used to demonstrate the adaptive
beamformed patterns. Figure 6(a) shows
the beamformer output power as a function
of signal arrival angle, within the first VI. RSIWCE.•
quadrant, using weights designed to reject [1] T.J. Shan, M. Wax and T. Kailath, "On
the delayed signal. Figure 6 (b) shows the spatial smoothing for direction-of-arrival
power pattern associated with the estimation of coherent signals," IEEE
beamformer designed to receive the delayed Trans. Acoust., Speech, Signal Processing,
signal and reject the direct signal. Vol. ASSP-33, pp. 806-811, Aug. 1985.
Obviously, the beamformed patterns exhibit [2) F. R. Gantmacher, The Theory Of
the correct response, peaks in desired Matrices, Vol. 1, New York: Chelsea
direction and nulls in the desired Publishing Co., 1977, Ch. 10.
cancellation direction. The process
drivers are the nulls, not the peaks.
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DISCUSSION

C. GOUTELARD
ý)uelles sont vos possibilitis de discrimination sur les trajets multiples: nombre. s6paration temporelle?
What are your discrimination capabilities on multiple paths: number, temporal separation?

AUTHOR'S REPLY
The number of combinations grow combinatorially, e.g.. 3 modes lead to 3 interpath delays. 4 modes to 6 interpath delays, etc. The
issue is even if the higher order multipath modes could be resolved in terms of multipath delays, would it be possible to infer origin
of the source depending, of course, on how well ionospheric propagation phenomenology (in real time) can be known and used to
invert the geometry to locate the source.

J. BELROSE
I suggest that you should include propagation parameters to make your computer simulation more realistic. You spoke about
distances of 300 and 800 km. Dependent on frequency and distance, the ground wave could be relatively weak, compared with the
skywave, even for propagation over sea water.

AUTHOR'S REPLY
This is true: the lower frequencies (say < 10 MHz) will tend to propagate relatively long distances over sea water (a = 5
mhos)meter. dielectric constant 80). But at these frequencies (well below the oblique incidence MUF) we'll see multiple skywave
paths. This underlines Professor Goutelard's question regarding the poteniia- of our processing techniques' ability to resolve
multiple paths (i.e., more than two). The method is generalizable to more than two paths, but just as my presentation showed there
are limits to resolvability that depend on array size and especially on the spectral aperture of the signal, and here I mean specifically
the root mean square bandwidth of the signal spectrum. As is well known from parameter estimation theory. the resolvability
(actually more correctly the accuracy of the estimate) is inversely proportional to the RMS bandwidth. The cases would need to be
evaluated for their potential depending on S/N. signal bandwidth, and propagation geometry, on a case by case basis.
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1. SUMMARY applications.
In this work, a new algorithm for multiple emitter
direction finding for circular arrays is proposed. The On the other hand, multiple snapshot methods are
algorithm uses a single snapshot for processing. The based on the averaging of the observations. During
observation is first transformed into frequency do- the relatively long observation time, the only param-
main. Then, by using the Fourier series coefficients stters that remain unchanged are the DOAs of the
of pattern of the sensors, it is transformed into a signals. while the other parameters can change sig-
suitable sequence. The linear prediction method is iificantly. Therefore, a kind of separation between
applied to the resulting sequence to determine the DOAs and other parameters of the signals becomes

direction of arrivals from the zeros of correspond- possible due to the time averaging.

ing linear prediction filter. An iterative correction Among the algorithms that can use a single snap-
scheme is used to improve the accuracy of the esti- shot, the maximum likelihood (ML) technique.
mates. Computer simulations have been performed Burg's maximum entropy (ME) method, and linear
to evaluate the performance of the algorithm. It has prediction (LP) modeling techniques can be men-
been observed thIat the algorithm operates success- tioned.
fully if the array circumference is comparable to the
wavelength. The ML technique is known to be an optimal tech-

nique and its application to the DOA estimation
2. INTRODUCTION problem has been extensively studied. It has the
H1igh-resolution direction-of-arrival (DOA) estima- advantage that it can be applied to the case of co-
tion is important in many sensor systems such as herent signals and there is no restriction on the ar-
radar, sonar, electronic surveillance, and seismic ex- ray geometry. The application of ML estimation
ploration. In the simplest case, the signals received requires a highly nonlinear optimization procedure
by the sensors consist of scaled and delayed replicas over a multidimensional parameter space. Several
of the waveform radiated by a single source. In a optimization techniques have been proposed all suf-
more realistic and complicated scenario, there may fering from high computational cost and there is no
be multiple sources and multiple propagation paths guarantee for global convergence. Recently, two al-
from the sources to the sensors. gorithms have been proposed to overcome the as-

sociated numerical difficulties, namely, the method
The DOA estimation problem has received consid- of alternating projections [I), and the expectation-
erable attention in the last 40 years, and a variety maximization (EM) algorithm [2]. however, global

of techniques for its solution have been proposed. convergence is not guaranteed in these algorithms

The number of snapshots (observation vectors at the either.
outputs of array sensors) required for processing can
be used for classifying these techniques. The algo- The ME method, [3], is often successful and widely
rithms that can use only one observation vector may used, but has certain limitations, especially bias and
be termed as single snapshot methods while those sensitivity in parameter estimates. The parameter
that require many observations may be called mul- estimates of the ME method are significantly bi-
tiple snapshot methods. ased even in the presence of nearly perfect obser-

Single snapshot methods can be seen to be of advan- vaticn, [4].

tage where the observation time should be small as The LP modeling techniques, [5), were also adopted
compared to the incoherency time of the incoming for the array problem and stirred much interest
signals. Furthermore, the complications that arise in the so-called high-resolution estimation proce-
in data acquisition, storage and computation due to dures, [6]. Model-based approaches have the distinct
increased number of snapshots, favor the selection advantage of producing high-resolution estimates
of single snapshot methods, especially in real-time tinder extremely small data sample sizes. These
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approaches are largely restricted to uniform linear results in reduction of the resolving power.
array geometry, [7], but it is known that in most In this work, we propoe an algorithm for multi-
cases full peripheral coverage in direction finding ple emitter Do employing a uniform circular array
(DF) is required. and circular arrays rather than liin- which uses a single snapshot of data from the array.
ear arrays are desirable because of their more com- This is an advantage since most of the single snap-
pact structures and the inherent symmetry for 360 scoverage.shot algorithms that have been prop:cced are either
coverage. restricted in the array structure or they have con-

The eigenstructure based methods are multiple vergence problems. For example, LP methods have

snapshot methods since they require a large num- .,iy been applied to uniform linear arrays and ML

ber of snapshots for DOA estimation, and their per- method requires an optimization over a highly non-

formances degrade for small number of snapshots. linear surface.

Most of the eigenstructure based methods first form The proposed algorithm provides estimates for the
an estimate of the covariance matrix by using many DOAs arid complex envelopes of the incoming plane
observation vectors, then decompose the observed waves in an iterative fashion. First a transforma-
covariance matrix into two orthogonal spaces. corn- tion is applied on the observed data and then a
monly referred to as the signal and noise subspaces, model-based approach is used to obtain initial DOA
and estimate the DOAs from one of these spaces. estimates, which are used to estimate co,.iplex en-
The more frequently referenced techniques are velopes which are in turn used for irniroving the
MUSIC [8], MIN-NORM [9], [101, and ESPRIT [11]. )OA estimates. Since the algorithr. is based on
The conventional MUSIC does not have any restric- single snapshot processing. it has -d restriction _m
tion on array geometry, andi its performance ad- -h, coherency of the sources.
vantages are substantial, but they are achieved at
a considerable cost in computation (searching over [ohe paper is organiz,d as follcxs. In Section 3. we

parameter space) and storage (of array calibration formulate hie problem and prcsent the proposed al-

data). ESPRIT was introduced to reduce these gorithm. Computer simulatio. . that demonstrate

computation and storage costs: but the reductions the performance of the algorithm are pr sented in

are achieved by requiring that the sensor array p Section 4. Our concluding remarks are given in

sess a displacement invariance, i.e., sensors occur in Section 5

matched pairs with identical displacement vectors.Although generally applicable. MIN-NORM was de 3. PROBLEM FORMULATION
The array under cor.,ideration is a uniform circular

veloped for arrays of linear equispaced matched Me- array corposed of ! identical seisors Assume that
nidirectional sensors. racopsdo.1iei clenr.Asu tt

L(L < M) narrow-band plane waves, at a known

The eigenstructure based methods are known to waveleng~ h A. impinge on the array from directions
yield high resolution and asymptotically unbiased 1"- 0 ...... L with resnect ti the line of reference of

estimates. even in the case that the sources are par- the array. Let r represent the array radius and let ok

tially correlated. Theoretically, these methc Is eu- be the aigular position ot the tk'. l sensor measured
counter difficulties only when the signals are per- from thl, array reference. lihe k0h sensor is located
fectly correlated. InI practice however, these algo- at
rithms fail even when the signals are highly corre-
lated, as happens. for example, in nmultipath propa- ok = for k (:. -. (1)
gation or in military scenarios involving smart jam- 3f
mers.

Tie snapshot ýa the kth senisor iv
As a solution to this problem, the idea of spatial
smoothing, has been suggested by Evans et al. [12] y1 .% ± u•, for k 0... A! l , (2)
and further developed by Shan et al. [131 and was

extensively studied by Williams et al. [14], and Pil- wuere Sk . wk are tho signal and noise samples at
lai and Kwon [15]. 'The spatial smoothing technique th
is based on a preprocessing scheme that partitions
the total array of sensors into subarrays and then The following '.ssumptins are made on the de-
generates the average of the subarray output covari- scrihed model and are considered valid throughout
ance matrices, and therefore is restricted to arrays the paper:
containing translational equivalent subarrays such ,as
uniform linear arrays, [16j. 'The averaging process al The sensor array is located at the far field suchi
essentially decorrelates the signals and thus coher- that planar wave expressions can be used for
ent signals can be resolved by the application of any incident waves.
of the eigenstructure based algorithnis. A disadvan-
tage of the spatial smoothing algorithm is that it sig- * The array sensor noise C; zero-mean Gaussian.
nificantly reduces the effective array aperture which In addition, th" tnoise samplts are lnrorrelated
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between themselves, and have identical vari- L

ances, a' aleno', (9)
t= I

* All incident waves are assumed to impinge upon
the array at 0* elevation. Therefore, all signal and
processing algorithms are const rained to esti-
mate the DOA parameters in azimuth only. i3.(k) = re-d"'. (10)

Taking the center of the circle as the reference point Thus,-(8) can be reexpressed as

of phase, and using superposition, the signal received
by the kth sensor can be expressed as af.Ss= a,.p3,(k), for k:0,...... 1!-. (11)

L 27 -.rs•= Z atP(O9 - "
• -a k) Since the array structure is known, J,(k) are known

2 7rrr 2.7 k) values and the unknown parameters of concern are
exp '.j--- cos(0i - -ik), (3) included in a,. Obviously, only the noisy data, {Ykl,

given in (2) is available. For the moment we will
for k 0 ,..... V - 1. where al is the complex en- omit the noise: it will be taken into account in the
velope of the Ith plane wave, and P(.) denotes the sequel.
common pattern of the antennas. When the sensors Equation (9) is in a well-known form and estima-
are omnidirectional, P(-) will be a constant. lion of {01J and {al} from {a,) has been extensively

Defining studied in the literature. Several methods have been
used and a detailed survey can be found in [17] and

R(6) = P(O)exp {j,3 cos(0)}1 (4) [18]. One of the most popular techniques that have
been used is the LP method. Ideally, the LP filter

where which filters {an} will have zeros at DOAs. How-
ever, a, are unknown and estimation of a, from

r 2r the observed data is necessary.-) " (5)
The sequence {a, } should be determined from (11).
Apparently, this equation contains an infinite num-

(3) can be rewritten as ber of unknowns whereas only M equations are avail-
able. Therefore, {(a} cannot be determined in a

L 2r straightforward fashion. In order to overcome this
si= aiR(Ot - -T k), for k .0._M - 1.(6) problem to an extent, we decompose the infinite

J= 1 summation in (11) into blocks of length M as

Since R(O) is periodic with period 27r, it can be ex- - L

panded into a Fourier series (FS) as '• ="Z Z (rqM+JjM+'i(k),

R(O) = roeJ"°. (7) = Z ,3,(k) rq(+12)3=-o (kr. qM+n, (12)
n=_00. 1 q= o

where r, are the FS coefficients. for k 0,..., M - 1, where we have made use of the

Substituting (7) in (6), following fact:

L co

V' La? 00 rneini~k O 9m+.(k) = rqM~~-n & (k). (13)

1=1 n=-oo

- t( DefiningE rn i/nl 8)
n=--oo ýi 00 r 1~

for k :0,..., M -1. Ur qM+-"--- qm+n, (14)
q=-00

By expressing the received signals in this form,
the terms possessing the information concerning the for n : (-M/2) + 1. (M/2), (12) becomes
DOAs, 01, and the complex envelopes, a,, of the inci-
dent plane waves are separated from the terms that
contain the information oa the array structure. To sk = U ,/I3,(k), for k : 0 .... M - 1.(15)
simplify the notation, let us define n=-1+1
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From the definition of U(,, it can be seen that these i.e., E{z,} = 0 and E{zz,:) = [o 2 /(Mr, r,)]6,,.
terms are related to at, by Here E{) is the expectation operator and 6 is the

Kronecker delta.

-•r.,3+ rq•M+7' (16) Since the estimated values U, contain distortions
r. + E on a,, in addition to noise terms, it is necessary to

7-W find good estimates for d, in order to estimate o,
accurately.

for n : (-M/2) + 1. (M/2), and defining the sec-
ond term in the right hand side of (16) as the dis- Foritunately the distortion terms. 4n, will not be too
tortion term, large since the FS coefficients form a rapidly decreas-

ing sequence for smooth functions. Therefore, the
_0 infinite sum over q in (17) can be truncated at some

rqM+..n oq+n17) Q which can be very small. The distortion terms

q=;;- rn include aq.%+, hence 0, and at, and therefore. an
q•0 iterative estimation algorithm becomes inevitable.

for n (-M/2)+1.. _(f/2),(16) can be rewritten The proposed algorithm can be summarized as fol-

as lows:

S+ d fThe Algorithm:U7 1=a7 1 +dn1 , for n:---+l .... (- 18)
2 2

1. Find 1'. using (20).

It would be desirable if the ratios of the FS coef-

ficients appearing in (17), rqii+n/rn, were negligi- This corresponds to finding the DFT of the

bly small for q $ 0 so that d4 t; 0, or equivalently snapshot and then weighting it suitably.
U,, 2 or7 , since (15) would .re'y yield a, in this S2- Set a,, = l', ,u; initial estimate:s
case.

In practice, the observatior s will inevitably be noisy 3. Apply a standard, forward or forward-backward

and the estimation of fUn } is required. We use the LP method to {jio} in order to obtain the pre-

minimum mean square error criterion for this est,- dictor coefficients.

mation. Defining Construct the polynomial corresponding to the
z--transform of the LP filter and find the roots

M-i 2 of this polynomial,M-l

j= L y -[' U0,,i(k) , (19) The angles of these roots are the estimates for
k=0 n=- l+l 0:, 6it.

and minimizing the mean square error, J. with re- -. Find the estimates for at. aj, which minimize

spect to U(, for n : (-.1/2) + I .... (M/2). it can 2
be show n th a t . I- 1 0 1 04 (22)

MoE (= al -o

O n _ - for n : - ± + . - - (20)

Mr. 2This procedure can be shown to be equivalent

to the ML estimation. It can be seen that 61 arewhere Y(n) is the discrete Fourier transform (DFTr) obtained by solving a system of linear equations.

of the observation sequence, {yk}, and the required

values of Y(-n), for n : (-M/2) + 1 ..... ,(M/2), 5. Using the estimates 0, and 6i1 in (9) and (17),
can be found by using the periodicity of the discrete obtain estimates for d,, d,. The infinite sum in
Fourier series- (17) can be truncated as mentioned previously.
Note that the solution will be finite and unique if
Ir.t 1 0 for n : (-M/2) + I..... (M/2). 6. Improve 6i,, by subtracting d,, from U,, (see

equation (18)), Go to step 3 if convergence is
The estimates for U., U,,, ziven by (20) will differ not achieved.
from the exact values by additive noise terms as

U, = U, + Z., The following points related to the algorithm should

(In a,+ + -, (21) be mentioned:

for n : (-M/2) + I,. ., (M/2), where zn are the i. The number of emitters is a parameter
transformed form of the sequence of wk and they that should also be determined. Ideally,
are zero-mean, uncorrelated with unequal variances, the order of the LP filter, K, should be



equal to the number of emitters, how- ./l(J) > .JV(3) if y > X when r > ./.
ever, the number of emitters is not known.
Therefore, tile highest possible order ( A'/2 it canl be shown that the ratios of the Fs
for forward linear predictor (FLP), and coefficients in (17) become negligibly small
2N/3 for forward-backward linear predic- fIr sufficiently large values of q. and the
tor (FBI, P), where V is the data length, truncation of the infinite suM is justitied
[18]) for the LP filter can be chosen. At the ('onsidering (17). it can be e.asily seen that
Mnd of the algorithm the number of emit- for q = -1 the ratio of the FS coefficients
ters can be estimated by inspecting {all. which satisfy the property given by (23).
i.e.. if Idl I- 0 for some 1, 1: 1 ..... lK the becomes unity for n = .11/2. resulting in
corresponding signals should be eliminated, significant distortion.

ii. In general. the FBLP method is preferred Due to this fact. in the application of the
to the FLP method, because the FPLP LP techniques we prefer to use the sequence
method applies both forward and backward of 6i, for n : 1-M/2) + 1 ..... (M/2) - 1.
predictions to the same data set and in excluding tile information corresponding to
this manner some extra data points are oh- n = 3I/2.
tained over which to average the prediction v. The estimates of 01 and al are obtained
errors. Therefore, the FBLP method yields in different steps. This parameter separa-
improved estimates of predictor coefficients tion simplifies the nonlinear optimization
as compared to the FLP method. [171, (18I. problem by reducing tile dimension of the
Furthermore, in our case the data used for problem b a r educng ch oimezsionno diectin depndeny. ~parame'ter space over whiicl• optimization
prediction has no diection dependency soerformed.
the FBLP method is very convenient.

vi. S 'mulation results have shown that the al-
iii. The LP method is based on the lminieriza- gorithm described ahove- perfornms well in

diction of the sum of the square of linear pre- most cases. However. in some instances an
diction errors. Actually, a minir,iization of oscillatory behavior was observed. In or-
the weighted sum of these errors is also pos- der to prevent this uidesirable behavior the
sible. following modification was made in step 6:

One such method was proposed by Nikias
and Scott, [19], in which tile weights rep- id = I, -d, (25)
resent the energy of the data used to form
the prediction errors. where 7 is chosen to be close to but less

than unity.
The linear predictor input noise power is
inversely proportional to jr, I12 , and if the
FS coefficients become small for some n. 4. SIMULATION RESULTS
n : (-M/2) + 1 ... (M/2), then the cor- In order to demonstrate the performance of the pro-
responding noise power will be too high. posed algorithm under various situations, several
Therefore, Jr.J 2 can be used as weighting computer simulations have been conducted. In all
coefficients so that the terms that have the simulations, eight isotropic sensors, A! = 8. and
more noise will have less effect on the re- two narrow-band emitters. L = 2. were considered.
suit. To observe the effect of the array size on the per-

iv. The truncation of the infinite sum in step 5 formance of the algorithm, six different values of 0,
of the algorithm should be considered. For namely, /3 = 0.5, 1,1.5, 2, 2 5, 3 were considered. For

symmetric antenna patterns the FS coeffi- all these values of 0. two different signal-to-noise ra-
cients have the property that tios (SNR), 100 dB and 80 dB were studied. The

SNR is defined as SNR = lOlog(SP/o'2 ), where SP
- rn. (23) is the maximum signal power. i.e.,

As a special case, for omnidirectional an- SP 4 max(IaiI 2),
tennas the FS coefficients are found to be I

,.,= jf (3) (24) and o,2 is the average noise power.
In all these cases the two emitters were located at

satisfying the property given by (23), where 00 and 100, and the incoming signals were assumed
J,(/3) is time Bessel fu&..tion of the first kind to arrive with the same phase. 0', and their magni-
of order n, and t3 is as defined by (5). tudes being I and 0.5. respectively. In these simu-

If M > 14, due to the following property of lations 100 runs were performed and the root-mean-
Bessel functions square (RMS) error of the estimates for each DOA



were computed. These results are compared to the ample, the CRB for 02 will be 5.27 for SNR = 60 dB
Cram&r-Rao lower bound (CRB), [20], for each case. and 03 = 1. This shows that at least 70-80 dB SNR

is required for acceptable resolution in this specific
In the 3 rd step of the algorithm, the weighted FBLP problem. If the DOAs are more separated, operation
method with Jr, 12 as weighting coefficients, was down to about 40 dB is possible.
used. The order of the LP filter was chosen to be
equal to the number of emitters, i.e., K = L. In the Observations on the results:
51h step of the algorithm, the infinite sum was trun-
cated at Q = 1, since the results were not improved * The CR8 decreases as 0 increases, approxi-
by choosing a higher value of Q. In finding 6., given mately by /1,2. This behavior is expected since
by (25), '7 was chosen to be 0.9999. a larger array dimension provides better resolu-

The simulation results are summarized in Table I tion.
and Table 2 for SNR = 100 dB, and SNR = 80 dB.
respectively. The tables include the resulting RMS t F or te or es Of , io of
errors (in degrees) of the estimates of both DOAs the 2 ero to ThevCR t.ofor ea in b-
along with the number of iterations required for con- the fact that the CRBs are obtained by consid-
vergence. The CRBs (in degrees) are also given for ering all the parameterc at the same s-.,
comparison. The convergence is n)and th assuming a joint estimation. However, the pro-
based on the cost function, given by (22), and the posed algorithm is based on parameter separa-
convergence threshold is chosen to be 51oa, wvher, e tion which is inherent in the LP method. There-
A ist h v g r pfore. the estimates of DOAs aard complex en-
nor modifications have also been included to deal fores theestmae oftDndsiand omplex enor velopes cannot be obtained simultaneously. The

with special cases. estimates of complex envelopes are only used to
estimate the distortion and to improve the re-
sults. The reason why CRB is considered is that

Table 1: Comparison of CR8 and RMS errors obtained it provides a frame of reference, i.e., the best res-
from 100 trials for SNR = 100 dB, with 8 sensors. olution theoretically achievable. However, all

8 = 0°.a 1 = 100,02 = 1,a, 2 = 0.5100. suboptimal (and practical) methods can only

attain errors which can be considerably higher

01 (deg.) 62 (deg.) Number of than CRB.
S CRB I RMS C RT RMS iterations0.5 0.1064 1 0.5674 0.2127 1.2445 34 The ratio of the RMS - :ror to the CRB is

1.0 0.0263 0.0812 0.0527 0.1558 2 generally smaller for SNR = 80 dB than that
1.5 O.01 0 o00550 0.0231 0.1084 3 for SNR = 100 dB, for a given 3 and for each
2.0 0.0064 0.0197 0.0127 0.0374 7 DOA. It is conjectured that for SNR = 100 dB
2 0.0040 0.0196 0.0079 0.0317 125-35
2.5 0.00027 00951 0.0079, 0.187 203 the distortion term dominates, whereas for

For large values of 3, the ratio of the RMS er-
ror to the CRB, for each DOA, becomes larger.

Table 2: Comparison of CRB and RMS errors obtained This is due to the increase in the distortion.

from 100 trials for SNR = 80 dB, with 8 sensors. Therefore, the algorithm in its current form

01 = 0', = /100,02 = 10, a 2 = 0.15/-0 seems to be suitable for the cases in which the
array sizes should be relatively small such as in
HF and VHF DF systems on mobile platforms.

91 (deg.) 02 (deg.) Number of
CRB RMS CRBI RMS iterations o Although not shown in the tables, similar ob-

0.5 1.0635 - 2.1270 - - servations have been made for the estimates of
1.0 0.2634 0.8230 0.5269 2.0933 1-3 complex envelopes.
1.5 0.1153 0.2239 0.2307 0.4374 2-3
2.0 0.0636 0.1525 0.1271 0.2730 5-7 * For small or moderate values of 3, the algorithm
2.5 0.0397 -0.1897 0.0793 0.2899 ... 25-45 "'
3.0 0.0267 0.2375 0.0535 0.4559 25-45 converges in a few iterations. However, the av-

.30 0.0267 0,23W51 0.0,535 0.459 00 erage number of iterations required for conver-
gence increases significantly as 3 increases. Ac-

The "-" entries in Table 2 indicate that the corre- tually, an oscillatory behavior is observed for
sponding results are not reliable, since the algorithm such cases. For example, for 3 = 3 most of the

did not work satisfactorily for that case. Therefore, iterations were stopped without satisfying the
these results are not included, aforementioned criterion since the maximum it-

eration limit was exceeded. This is thought to
The SNFs below 80 dB were not considered, since be due to the fact that the distortion term gets
the CRBs for lower SNR become excessive. For ex- larger as 3 grows.
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DISCUSSION

G. MULTEDO
This method is an extension of the linewr prediction for linear arrays to circular arrays. Have you taken the effect of correlation in
the multipaths into account?

AUTHOR'S REPLY
The method is insensitive to correlation in the paths.

R. JENKINS
At HF. the calibration of antennas can be a problem. Have you considered the effect of errors or uncertainties in the gains of the
individual element antennas on your results?

AUTHOR'S REPLY
This problem has not been coi&idered yet.
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Automatic Feature Extraction and Localization
using Data Fusion of Radar and Infrared images
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Abstract But to best use voruplententarity and redundancy of

This paper presents two examples of low level strate- sensors, we need to know exactly o-e riature of each
gies using multisensor data fusion, one for bridge er- sensor, its geometry, and the way images are acquired
traction, and one for urban area extraction. These and computed.
extractions are made from a couple of coregistred In this paper. we will focus on data fusion of coreg-
Synthetic Aperturr Radar (SAR) and SPOT images. istred Synthetic Aperture Radar iSAli images with
These features are very different by their dimensions, images obtained in the optical banld or the near in-
their shape, and their radomei•iy. Thus we can prove frared with the French satellite SPOT
the reliability of our approach on various types of fen- Satellite SA:l is an active system. It emploies co-
tures. Our method uses the notion of complementar- hF-rent microwaves to grenerate iniages of terrain. Each

ity of each sensor, and the notion of context in the pixel oft he image is the result ofti ih, st ination of the
observed scene. 1Por bridge detection, ice first segment reflectivity distribution of tue terrain at a giveit wave-
water in the SPOT image. to spatially constrain the length. polarization and viewing angle. Because SAR
bridge research in the SAR image. This research is provides its own source to illuminate the target, it
achieved using a correlation method. To detect an ur- ;,an be operated independently of weather influenced
bar. area, we first use the kn-wledge that it produces solar illuriination. and hence has a great advantage
very bright texture in SAR imagery. Thus, the main over optical sensors. However. the usefulness of SAR
part of urban backscatters is extracted using an adap- data for automatic extraction is limited by geometric
tative thresholding which keeps the upper band of the distortion, speckle noise due to coherent acquisition,
gray level histogram of the SAR image. This mask is number of effective grey levels available to represent
then used for classification as a training mask of ur- terrain feature, and influence of illumination parame-
ban area texture in SPOT image. We determine the ters (polarization, viewing angle...) over backscatters.
non urban zone training set using a distance map of Our objective is to make a system of scene analysis
the urban traming zone boundaries. Classification is with improved performances and reliability, compared
performed with a multivariate Gaussian classifier. The to an architecture using a single sensor. In this paper.
results we obtained are very encouraging , especially we focus on bridge detection, and urban area extrac-
if we consider the robustness of the bridge detection lion. rhis two types of features are very different by
method. their dimensions, their shape, or their radiometry, so

we can prove the reliability of our approach on various

1 INTRODUCTION types of features.
After a brief review of previous works in multisensor

For many years, remotely sensed images with high data fusion (section 2), we will describe in detail, in
resolution (10-20m) have proven their usefulness for section 3. the two low-level strategies we chose to illus-
land description and scene analysis. Nevertheless, trate our fusion methodology. Then different results

high resolution implies high complexity in images, are presented in section 4 and a short presentation of
making the analysis more difficult. Further more, high our future works will end this article.

resolution forward the detection of objects whch are
more and more complex and/or small. For those kinds 2 PREVIOUS WORK
of objects, sensor description reliability can be very
poor and low-level techniques, commonly employed to Luo et al [11I make a distinction between two different
extract those objects, stiffer from this restricted de- types of studies in multisensor fusion. The first one,
scription. called data fusion refers to each step of any process

So it becomes a necessity to use multisensor systems that exploit multisensor data for a given purpose since
to have different points of view from the scene. In this this step combines informations coming from different
way, you can use the best of each sensor to complete sources. [he second called data integration is defined
the deficiency of the others, or use the redundancy as the entire structure that manages each data fusion
between the sensors to incruase the reliability of each. step.
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Data Fuston fusion of the information is made at a mid-level of in-
One part of multisensor or multispectral data ex- terpretation. Nevertheless, extracted features are not

ploitation has been made to improve manual human combined, but are used to detect other features. Like
interpretation of scenes. Commonly used approaches this, we fully exploit the complementarity of our sen-
merge data from aifferent sensors using the specificity sors.
of each. For example, Chavez, in [1], merges spatial
information of a sensor with spectral information of 3 EXAMPLES OF LOW-LEVEL STRATE-
an other while Welch et al [17] use the Intensity Hue -GIES
Saturation (1.11,S.) color transform described in [8]
to extract cartographic feature from Shuttle Imaging Now we focus on two interesting examples of feature
Radar-B (SIR-B) images and Landsat Thematic Map- extraction using data fusion. The aim is to extract
per images. bridges and urban areas. These features are inter-

.On the other hand, work on machine oriented data esting for their spatial differences : a bridge is a mi-
analysis using multisensor fusion cast be divided into croscopic object in the image while urban area is a
two parts. The first one deals with probabilistic ap- macroscopic object. In our work, we assume that SAR
proaches. One method, the simplest, consists in form- images are exactly superimposed to SPOT images. So
ing a vector of data per pixel. each component of the images are registred.
vector referring to one source. These vectors are then
treated by a classifier as attribute vectors of a single 3.1 Bridge extraction
source [18]. Lee et al [11] suggest a more general
scheme employing a global membership function, (si- The bridge detection problem is very hard to solve
muilar to a joint posterior probability) derived from using only one sensor : in inultispectral SPOT ira-
every source. However, the problem of this approach ages, information about bridges is absent (in SPOT
is that it requires similarity among sources -ind prob- XS3) or very weak (in SPOT XS] and XS2). In SAR
abilistic modeling which are not suitable, for instance. images backscatters of bridge, ran be very high but
to mix spectral data and elevation data [111. shapely not very characteristic. Tlhus the multisen-

Thus, a second approach has been studitd. sor approach becomes a necessity to make an effective
This one, called the evidential approach. uses the and reliable detection. Moreover, bridge dimensions
Dempster-Shafer theory of evidence. This method are near the resolution limit of the sensors we use to
takes advantage on probabilistic one by representing detect them, and we have to use the context in which
ignorance. Supporting evidence, plausible evidence, we find bridges. This context is mainly represented
uncertainty of decision and conflict between sources by two kinds of features : roads and rivers. We are
are deduced from a mass function (that represents ev- now going to present the bridge detection strategy in
idence) and Dempster rules. In [6], the formal method the context of rivers. Water happens to be very easy
is introduced, and two computationally efficient ap- to detect in near infrared images in which it appears
proaches to the theory are presented in [11) and [12]. very dark, and we know that the most reliable sensor

Data Integration : to detect bridges is the radar. So our method proceeds
In [15], an architecture using a whiteboard (black- in two steps

board which supports parallelism in the knowledge
source modules) is used. In this architecture, each * First we detect the river in the SPOT XS3 image.

low level specialist processes naturally one sensor set eThen we use this segmentation as a research mask
of data. Then the results of those specialists are com- in the SAR image to detect bridges.
bined for interpretation. In general, guidance of the
system is as much top-down as possible, and so, ex- 'he detection of bridges in SAR image is then spa-
ploits complementarity of sensors rather than com- tially constrained and becomes easier. As we can see,
petitivity between them. This architecture is tested the base of our method is the complementarity of the
in the context of a robot vehicle called NAVLAB. sensors we use.

In [7], the fusion of the information is made at
a mid-level of interpretation. Features of different 3.1.1 River segmentation
types called globally "tokens" are combined using a
constraint-based approach. Application uses region We use a region growing algorithm. The principle of
and line tokens for texture measure, region-growing is, from a seed point, to spread under

At last, [10] presents a complete neural architecture constraint the initial region (pixel) to boundary pixels
which contains Autonomous Agent whose functions of the region (neighbours). The constraint we set, uses
are to use explicit description of context to classify a modeling of the energy repartition in the grey-level
situations and objects, and to perform some action in cooccurrence matrices (joint histogram) of the region
response to it. being grown [9]. Because we take pixels with darkest

Methods we are now going to present are Data in- grey levels as seed points, this methods segments dark
tegration methods (as previously called). As in [7], regions of the image.
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rhen we have a pattern recognition step to perform, direction of the bridge with regard to the illumination
To do that, we use the skeleton of objects previously direction. lhe result of this dependence is a possible
detected. Assuming that rivers are quite long and disappearance of the bridge backscatter.
thin, the recognition attribute is defined as To manage this difficulty, we use a correlation

method with the following correlation vertor
= pize1 len qth of the ske leton

number of branches of the skeleton (-2 - 1 2 2 2 - I - 2)

For river, this ratio may be high while for compact wtiich is a ridge detector adapted to bridge gray
objects, which have many small branches, it may b level section.
quite small. The niethod conisists in computing w:e correlation
"The last step is a merging step. A river could have in every pixel of the skeleton's perpendicular, and to
been partially detected, and be formed by more than stum all these results. At every pixel, the correlation
one object. To group these objects, we use their skele- vector is positioned in the skeleton direction. We thus
ton again, checking if two ends of skeletons might not obtain one measure per pixel of the skeleton (Fig 2)_
have the same direction, an opposite sense, and the
same alignment. If this case, we join the two ends
of skeletons with a line and pixels of this new line
are considered as seed points for a new region growing correlation tangent
process spatially constrained itside the enlobii boxiretin

of the line.
We thus obtain a research matsk for bridites in the skeleton
SAR image. Results are presented in section 1.1 ;utd
on figure 3.

Sriver

3.1.2 Bridge detection
For bridge detection, a skeleton of the research mask is summation

very useful, because the skeleton's perpendicular gives di/recion

an approximative position and direction of a possible I
bridge. if a bridge happens not to be perpendicular to
the river, its backscatter shape, which widens at the tFigure 2: Correlation of bridge backscatters the di-
bank of the river, may allow the skeleton's perpendic- rection of the correlation vector at each point of the
ular to overlap the main part of the backscatter. An skeleton's perpendicular is shown. All correlation re-
example of bridge gray level distribution in a radar suits on the perpendicular are summed.
image is presented on figure 1.

To minimize the quantification problem of convolu-
tion direction, we locally rotate a subimage containingi 0 n 0 95 91 85 82 80 78T ', 77,

S p i • • •, M .,n the neighborhood of the skeleton point, so that the

0 0 0 88 83 78 7T 79 79 79 tangent Oi tiie skeieton becoties parailel to the image
0 1) 95 92 87 81 78 78 78 79 raws. A planar interpolation is performed during this
0 0 104 103 98 93 86 82 80 82 step. Like this, each skeleton's perpendicular becomes
0 107 107 109 108 104 98 92 88 90 parallel to the rotated image columns, and correlation

108 106 107 I10 113 114 113 109 106 10.5 becomes easier to process.
105 iM3 103 107 112 119 123 120 118 01 The advantage of this method is to give a sort of
92 92 9 101 110 120 126 0 1) 11 bridge poaition. probability r:td nor !" r.- ie•'t bri-"_es

85 83 86 95 107 121 0 0 0} 0 which backscatter is partial. Results are presented on78 7A 82 93 106 121 0 0 0 0 Fgr nscin41
Figure 4 in section 4-1

74 76 U4 95 105 0 0 0 0 0

76 8 O W8 100 0 0 0 0 0 1 )

80 84 92 0 0 0 0 0 ( a 3.2 Urban Area detection
8 9 1 11Q 0 0 0 1 ) 0 0 0We set the urban area detection as a texture discrim-

Figure 1: Example of spatial gray level distribution of ination problem. Texture discrimination is a very dif-

a bridge in a SAR image. 0 valute'represents pixels out ficult problem, and extensive research has been made

of the river mask. in this field. Approaches are commonly characterized
by two features : the texture measures, and the al-
gorithm of classification. For supervised method, a

Hlowever, the main problem encountered in the third feature is added : the training zone determina-
bridge detection is the backscatter dependence from tion. Supervised methods are generally more robust
the incidence angle of the radar beam, and from the since we introduce in the process our knowledge of
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the scene. Nevertheless, training zone deterrmnation further pixels of potential urban areas. arid thus repre-
make the method becoming semi-automatic. sent the most probable sites of non-urban areas. Thus.

The main contribution of multisensor data fusion in we consider these local maxima as centers of training

supervised methods is to a,.tomate the Laining zone zones of non-urban areas. Every pixel of these zones

determination, are then determined assuming they are circular with

In the most general form of supervised classification, a given surface value. The advantage of this method

training set determination has to be made so that over the first one is that we control the number of
zones and their surfaces- So. we can easily check their

"* Information from one training zone is character- reliability for classification
istic of one class, As we have already said, classification is achieved

by using a multivariate Gaussian Bayesian classifier.
"* Information from each zone follows the statistical the criterion we use to evaluate the reliability of non-

modeling you made (if any), urban training zones is the likelyhood of each attribute

"distribution to the Gaussian model. A zone is kept
for training only if all attributes distribution follow a

However, the problem addressed here is slightly dif- Gaussian modei.

ferent from the general one, since only one class is So we make the training step of the classification

important : the urban class' Thus, the first recoin- totally automatic. Thus we can use a robust but semi

mendation is not very important except for thee urban automatic supervised method ais an automatic unsu

class. We are now going to see how our method takes pervised niethod-

into account the other recommendations to determine \fter experiments, we have selected four attributes

automatically training zones for classification. We use for chlisification. Ilie first two wre introduced by

a multivariate Gaussian Bayesian classification. Ilow- lowitz '13.. and us,- local histocrarns of an intace.

ever, any other supervised method using a statistic lhey are called ,,ate (or pha.'} i.td nidule of a V
modeling of attributes distribution could replace our Cal histogram, l'he state us thl: do•ninait radioner ry

Bayesian classification process, index of lhe local histoitram. wiule the module is Ih-

We know that urban areas produce very brilliant sum of the square differences bet weeni normalized his-

texture in SAR imagery. So. assuming that gray level Iogram va•ues e,!d flat histogram value. l.(ot ,V he ihe

distribution of the SAR image has a mean m and stan- surface (J a local window W. and h, the tormalzed

dard deviation a', we extract the main part of urban histogtramn vPlue for radiometry index i

backscatter by thresholding the image with a thresh- h, I
old value rn + k * a, where k is a constant. In the mod(hw) --- -

Gaussian assumption. this threshold gives a probabil-
ity of rejection (false alarm) which is independent of Te third attribute we use for classification is a
mn and a', but only k dependent. After removing small
regions and filling small holes of rem aining regions, we L ntation mensure, a h e la. rt is a gradie n us i

obtain a partial mask of the urban area which is used ertation rteasure. This last is calculated using the

as a training mask of urban area texture in a SPOT ifean gradient letor oi a local window and is

image. 
defined as

However, some problems still remain to determine (;radOrizntw = Ell (; - (;-,,v ii
the non-urban zone training set. Three solutions can
be considered - the first, ce consists in taking the 4 RESULTS
darkest part of the SAR image and making the as-
sumption that these pixels are not urban area type. The coherence needed to produce SAR images intro-
Zones defined in this way are very easy to obtain, by duces a speckle noise increasing the difficulty of image
thresholding the image as previously, with a thresh- pUessing. !n 211 our studies we hav filtered the SAR
old value set to m - k * t7. Nevertheless, it is then images with the Frost algorithm [13'
very difficult to check the reliability of the textural
information con-tained in these zones. 4.1 Bridge detection

The second method consists in considering only one
texture type (urban) but introducing a reject thresh- Method presented in section 3.1 has been tested with
old during the classification. This method uses only a couple SPOT and SAR SIR-B iniages representing
our knowledge of the scene but requires the choice of a site of a region in the east of France. A river (the
the reject threshold value, which is scene dependent. Rhin) appears in the middle of images. Figure 3 shows

The third 'method (that we have kept) consists in us- the entire process that leads to the river mask : pic-
ing a distance map of the urban training zone bound- Lure (a) shows the original SPOT XS3 image whose
aries. 'This map gives, for each pixel outside urban resolution is 20 in. Picture (b) shows the result of
training zones, the minimum distance to a boundary of the dark region segmentation. The only parameter of
one of these zones. Local maxima of this map are the the segmentation algorithm is a smoothing parameter,
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totally independent fromi the scene. A morphological chitecture for our system. IHis architecture uses ihe
opeoing is then processed (picture (c)) to smooth the concepts of the system called MESSIE (Multi Speciai-
result. and skeleton is calculated (picture (d)). We use ist Expert System for Scene Interpretation and Eval-
this skeleton to recognize the river. The pattern recog- uation), which was successfully tested on roads and
nition parameter A (section 3.1) set to 50, is enough buildings detection in aerial images [,t, [51. Such
to perform this step. Then we ,, to connect the ends systems are adapted to multisensor data fusion in the
of the remaining skeletons " suit is showed on pic- sense that they allow an easy incorporation of new
ture-(e). The final resul, ;Ker the new region growing knowledges, and an easy cooperation between special-
pass is presented on picture (f). ists: I'he global strategy of our system is to use tie

The result of bridge detection in the SAR image context of the objects we want to extract, and the
is presente. on figure 4. Picture (a) represents the idea of evident objects. TFhese two features help the
original image with circles around bridges. We can system to find, at any moment of the reasoning, its
se the problem of backscatter disappearance or. the potentiality to detect an object.
hb,,ge located in the near center of the image, (b)
shows the research mask, and (c) represents the result Acknowledgments
of correlation. During correlation, the value of pixels The authors would like to F.cknowledge the contri-
out of the research mask was fixed to the mean of butions of Valerie Gertner and Ilerve Andre in the
the research mask. As we can see, detection of the choice of urban area texture measures, and Philippe
problematic bridges is possible with this result (d), \onin (ISTAR company) in th, classification process.
and, all the bridges have been detected.

We have tested this method on a coast image where
wind makes river gray levels very different, and, again.
all bridges were detected without any false alarm. I1i P. CH1AVEZ Jr, Dmqtftl Mergtng of Landsat I'M
proving the robustness of the method. and digitized ,VffAP data for 1.2?4.O00-scale ItKi-

age mapping, Photograrnrnetric Engineering ad
remote sensing, Vol 52. No 10. 1986. pp 1637-

4.2 Urban Area detection 1646.

To test our method described in section 3.2, we have RICILE. Optimal edge detection usin rr-
used a couple of SPOT SAR Seasat images containing cursive [i2tering, Proc. of the first ICCV. London,
a coast town. Fgure 5.(a) shows the original SAR im- June 1987.
age which is very noisy though it was speckle filtered.
(b) shows the threshold result with k = 1. Picture (c) [31 V. FROST. J, ABBOTT STILES. K. SHANMI-
represents the final training set we have used for clas- GAN, J.[UOLTZMAN. A model for radar images
sification. circular regions are non urban area train- and its apphcation to adaptative digital filtering
ing zones. At this step, we have suppressed small re- of multiphcative noise, IEEE Trans. on PAMI,
gions of urban training set (whose maximum distance Vol PAMI-4 No 2, March 1982.
to boundaries inside the region inferior to 6 pixels) and
fill up holes (which surfaces were inferior to 70 pixels). [4! P. GARNESSON. G. GIRAUDON.
Picture (d), shows the original SPOT XS3 image used P. MONTESSINOS. Detecting Buildings and
for classification, and picture (e) shows a urban area roads in aerial images uy a multi erpert sys-
mask, determined manually on a cartographic map of tem, Les systemes experts et leurs applications,
the region. Finally, picture (f) shows the final result France. Avignon 1989.
after classification and cleaning (as performed previ- [5) P. GARNESSON, G. GIRAU DON,
ously for primary urban mask). P. MONTESSINOS. An image analysis system.

application for aerial imagery i.,terpretation, Int.
5 CONCLUSION Conf. on Pattern Recognition, 1990.

This paper presented two low level strategies we have [6) T. GARVEY, J. LOWRANCE, M- FISCHLER,
lised for bridge and urban area extraction. These An inference technique for integrating knowledge
methods take explicitly into account the complemen- from disparate sources, Proc. of the 7th Int. Joint
tarity of sensors and our knowledge about object gray Conf. on Artificial Intelligence. Vancouver 1981,
level distribution in each of the sensors. The resuits pp 319-325.
we obtained are very encouraging and further works [7] R. HANSON, E. RISEMAN. T. WILLIAMS.
have to be done to integrate these low level strategies Sensor and information fusion from knowledge-
in a general system of scene analysis. The architecture based constraints, Proc. of SPIE Vol 931 Sensor
of such a system is fundamental, and has to managed Fusion 1988. pp 186-196o

the communication requests of all part of the system.

while being adaptable enough to allow integration of [8] R HAYDN, G_ DALKE, .1. ItENKEL. Applhca-
new entity. That is why we choose a Blackboard ar- tion to the IllS color transform to the processing
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DISCUSSION

E. SCHWEICHER
Pourriez-vous ivaluer laugmentation de la probabdild de d~tection ez/ou )a diminution de )a probabilitn de fausse alarme de la
fusion de donnies par rapport aux probabilit6s correspondantes caractirisant le radar seul?
Could you assess the increase in probability of detection and/or decrease in the probability of false alarm resulting from data fusion
compared to the corresponding probabilities characterising the radar only?

AUTHOR'S REPLY
St.,phane Houzelle pourrait quantitativement rdpondre I la question. Qualitativement. l'amrnlioration est trcs importante quant I ]a
robustesse de 1'extraction en permettant de s'affranchir des prabWI-mes dus i utn simple seufllage.
Stephane Houzelle could give a quantitative reply to this question. Qualitativelv. the improvement is considerable with respect to
the strenggh of the extraction, thereby overcoming any problems caused by simple thresholding.
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DIGITAL PROCESSING FOR POSITIONING

WITH ONE SATELLITE

by

A. Marguinaud
Ground Systems Department

Alcatel Espace
II Avenue Dubonnet
92407 Courbevoie

France

I. INTRODUCTION
SUMMARY

The SARSAT system has been designed to locate
This paper is a product of theoretical and practical terrestrial radio beacons emissions (406 MHz) using
work donewith geostationary and low earth-orbiting the doppler measured by a low orbiting satellite

(SARSAT) satellites. Reliability, efficiency and cost (800 km).
considerations have resulted in an all digital

implementation with standard processors. For operational purposes (alarm delay, beacon

oscillator frequency), however, it is useful to detect
Theanalogsignalisrepresentedbycomplexsamples these signals in a stationary satellite and then

calculated from real sampling with an algorithm transmit them to an earth station.
based on an original concept. In this case, due to the greater distance, the received
Any telecommunication (or radar) signal is power level is considerably lower, so that it is

represented by reversible transformations of a necessary to be able to detect and demodulate
sinusoidal carrier. Maximum likelihood separate messages (about 100 bits, biphase L) of

synchronization and demodulation must be used and unknown phase carrier at an energetic signal to noise
consists of reconstructing the "best" carrier from the ratio Eb/NO of about 0 dB.

received signal. Depending on the uncertainty level,
one tries a certain number of time-frequency Instead of improving established methods using

hypotheses, and for each hypothesis, one makes phase lock loops for carrier and clock recovery, we

optimum estimations of 3 carrier parameters use sampled analytical signal representation,

modulus, phase and frequency. maximum likelihood principles, statistical
hypothesis and testing estimation to develop a new

Since one deals with one circular function, it is approach for message recovery which compares
straighforward to develop the phase, so that phase favourably with traditional methods [1].
and frequency are the 2 parameters defining a

straight line in the developed phase-time plane. The These new methods have been implemented on a

2 corresponding estimators are decorrelated. multiprocessor BULL SPS7 equipped with

Motorola 68 000 and Texas TMS and tested with an
For a terrestrial vehicle, one can have a good operational geostationary satellite (2).

estiriation of its velocity, and even for a stationary

satellite there is an apparent periodical known The modelling ofthesameestimationmethodswith
motion, which can be used to locate the vehicle by a signal received by a low orbiting satellite has been

a convenient combination of elementary completed with success and it has been verified that

estimations. Of course some frequency spreading, a negligeable performance degradation is induced

clock stability and delay are necessary, but explicit by the additional smooth doppler.

performance is easy to derive as functions of After a presentation of these methods and of their

operational conditions. Analysis of numerical theoretical performances, we apply them to
results may suggest useful practical systems. terrestrial location with a (quasi) stationary satellite.
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for any common integer k, so that all terms of (1)

II. COMPLEX SAMPLING OF REAL can be interpreted as sinewaves belonging to the

SIGNALS same frequency band:

Complex representation of real signals has been

introduced by Ville in 1948(31 to give a permissible (F- F

mathematical definition of phase and frequency for

real one dimensional signals. This mathematical The 2 complex components at the same time are

approach has proven to the very useful in digital calculated by 2 FIR filters (finite impule response) :

signal processing implementation, because of its two x(t) by a finite symmetric weighting y, y(t) by a finite

equivalent representations of complex samples : time antisymmetric weighting.
cartesian and polar. Polar representation allows a

atsianle aldgpolar.h Polar reprsedf anttiong cals a It is sufficient to optimise these 2 FIR for sines whose
simple algorithm to be used for changing carrier

frequencies belong to the spectrum of received

frequencies, and avoids dephasing. On the other feuncis be to the of rece
head catesan epreenttio alows n eficent signals. We have derived an analytic theory which

means (complexinearsummation) tlos ran cisenthe gives the number of coefficients and their values as
a function of the specified quadrature noise to signal

signal to noise power ratio of received modulated power ratio [51.

signals. And lastly, going from one representation

to the other requires few elementary operations However we give here a direct derivation of the 4

thanks to precalculated tables. FIR coefficients which are used to calculate the 2
quadrature components in the middle of 2

The above considerations show the interest in having consecutive samples.

an efficient way of obtaining the complex

representation of the real signal. First It will be clear later on that the "interpolating"

implementations were based on the modulation of a analytic front-end has the advantage of allowing an

real signal by the two quadratures components of a efficient correction of the ADC offset.

signal delivered by an oscillator. The complexity of

this method is due to the existence of a separate chain Complexity analysis shows that the simplest design

for each cartesian component. A digital is obtained when F =S4l

implementation is preferable since both components This means that for a sine wave at the band centre,

can be generated from the same series of samples. the signal vector turns by an angle equal to n/2

Instead of using the discrete Fourier transform or between 2 consecutive samples.

Hilbert transform, which present some problems of

absolute convergence, we have developed a direct To obtain the 4 coefficients, one has just to take 4

method for generation of complex signals which successive samples of cosu and sin-' weighted by

rests on a uniform representation of any continuous asemi period ofcosatt toget a bandpass filter effect.

signal as a sum of trigonometric functions

(Weirstrass T'heorem) (4].

Thanks to the above property one can approximate
the real signal x(t) and its associated quadrature ........ h ...
signal y(t) by (1)...... 

..

X(t) a•acos(ht+*,) + y(t)-.1 a sin(hv +€)

This expression remains true if one considers any
periodic time sampling such that t-mAt (m ..........

integer), hw can be replaced by:

ho) +-k _--
At

Figure I: Heuristic analytical head concept
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By taking: (6)

2A rc OS NF JX-G-X'Y-G+e
Ct- At Is• I y2 +XI _ 2GE

one gets the following simple formulae for Y-G+E
interpolating x(t) and y(t) from the real signal r(t). 2

(2) p- X 2 +4 .Y2 r_---.'-

/At) r Al 1-2- / L 1
2 

YI-
2  

i n3j~)- r t+ )+r, 2~ 2i I 1%nmeial

y(t).-3rK / r (It +'-'-at ]r+t --+2A One verifies numerically that usable bandwidth is of
the order of w,.-

To evaluate the quadrature defined by (2), it is
sufficient to test it with the signal r(t) - cos(wot),
recalling that cos 38 -- 3 cos 0 + 4 cos38 and Numerical application of (6) gives the signal over
sin30 - 3sin0 - 4sin3 O. noise ratio in dB as a function of -, recall that the

(3) usable normalized bandwidth is-, for a normalised

r(t) - cosw• [x(t) -4(3cos0- 2cos 30)cosOX real sampling frequency 4.

0-wit 
__ __ __ __ __ _

2 -y() - 4(3sin0 - 2sin30)sinwt I I • I o so
S0.78 0.35 0.39 0,27 o, *.12

The factors of coswot and sinwot are equal when

0- -O -2' which suggest introducing Aw such Another interesting aspect of this analytical
that : 2front-end, is that it improves the dynamics of the

received signal, defined as the ratio of the expected

w wtAw and 0- I(+ A__ square of the signal divided by the noise variance.

The real signal coswt has a power !- and a noise
(4) characterised by its variance o0, but after the

x(t)-421 - sin ')( +Ism!--u) analytic quadrature stage, the'signal power is

six- i1A 1 
-A 4 s i n z W

yW)- 4 V21 l+si- Isin in--I sinax-Ysinav 2 w0) 2
2 oi)"( 2 2w0 )

and the noise variance is 16or2, giving the dynamics
sum of the correct improvement of 8 when the noise samples areX and Y are considered as the su ftecret independent.

signal plus the 'quadratic noise".

(5) (7) 6 - 4 - 3 sin2no

(X2 + YZ) 16 4- 3 sin 2AW) 16(, + 3 cos2'n ) 
o

l(Y -X2) - 16 sin"' A'

The ratio p of the signal divided by the quadrature

noise is deduced from (5) according to (6).
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III. CARRIER FORMALISM OF In practice, things are slightly different because the
MODULATED SIGNAL centre of the frequency band is different from zero

and the symbol clock is unknown :
The advantage of this representation is that

synchronisation, demodulation and parameter ý$t) - *o + [( 0, + (A(0)] (t - to)
estimation are reduced to estimations of the 3
characteristics of a sinewave. For instance, the The unknowns are it, (o, and to. Generally, due to
detection of an awaited signal is decided when the propagation hazards and modulation concept the
estimated carrier amplitude exceeds a prescribed value of 00 is not accessible, so that only (a. and to
threshold. For position location, phase will be have to be evaluated. This evaluation is carried in 2
associated with range and frequency with a : hypothesis testing and followed by parameter
geometrical angle as we shall explain later. estimation. Only hypothesis testing is considered in

this paragraph, and it consists of calculating the
Since we ase dealing with sinewaves, operations carrier modulus for all starting time-carrier
such as phase development and parameter frequency couples corresponding to the estimated
estimation can be implemented with a simple uncertainty and accepted performance degradation.

optimal algorithm. To justify these claims, we shall

develop (virtual) carrier formalism to the describe Assuming frequency spacing Af and a time spacing
current modulation and spread sprectrum. AT for a symbol duration T, the reduction factor of

The firstexample considered is FSK(frequency shift the carrier modulus evaluation is given by (8):

keying) in which one frequency sine wave among ( .AT\
m=2b is emmited during an elementary symbol (8) R s 1- cos2.n(Af)T

representative of b bits. During the transmission of

one symbol, the diagram of the developed phase as The next example concerns binary transmission by
a time function is a straight line, the slope of which BPSK-PN spread spectrum (binary phase shift
can assume m values, keying pseudo noise). The developed phase of this

signal is represented on figure 3.

DE'tt):

/

//

/ / c.,

////

it,// ) -Awol MU

- ~~ca~au m iNDK

STRE

Figure 2 : FSK developed phase ,

One way to demodulate this signal when the symbol Figure 3: BPSK - PN developed phase

clockisknownconsistsofapplyingtheinversephase The received signal undergoes adapted filtering
rotation corresponding to the complex samples of before the complex sampling, the rate of which is
the received signal and adding them during the such that there are 3 samples during each chip
symbolduration. The demodulated symbol is the one duration. Optimal processing requires the selection
which gives the greatest modulus. of one sample sequence from 3 for each frequency

hypothesis which is obtained by selecting the
sequence having the biggest estimated modulus.



A third example is MSK data transmission. As IV. CIRCULAR PARAMETERS
before one has to test a certain number of frequency ESTIMATION PERFORMANCE
hypotheses to have a sufficiently accurate estimateof te crrie am litu e (f (8). he d velpedIn the previous paragraph we have shown how to useo f th e c a rrie r a m p litu d e (cf . (8 ) ) . T h e d e v e lo p e da st i t c l h y o e i s p c d u e o tr n f m t ephase diagram is represented on figure (4). a statistical hypothesis procedure to transform the

received signal into a circular function perturbed by
additive noise. For each hypothesis to be tested, the

__signal is represented by complex samples regularly

spaced in time. For our purpose the problem is to
estimate the 3 characteristics A, (p, ow in expressions

HtEtor,1 -.. /.---fcP:fl•s2 of the form a exp(wr +;p0)perturbed by additive

// complex noise n , n1 +jn2 verifying <n,> = <n,>
/n~n 2>= 0 and < n>-<n>-

BRIDURAYION
(14 OOUREX SAMLER)- ovO~~*

71ME si --- - -

* b * d *f 9 SAMPING STAKS 4n-

figure 4: MSK developed phase _ - -

In order to test the sequence 1, 0, 1, 1 at each sampled ,
time one tests 2 time phasings by applying the 4- A MR RYANGLEfollowing rotations. F•ZT-EWSA70W

b L f j

2 -6 6 .. ,figure 5 . Carrier Phase development
II 0 _ 0 2X

S3 The complex samples are of the form:

The sum of the 6 rotated vectors gives an estimate
of the carrier sample for the sequence 1, 0, 1, 1. One
continues these estimations for the 2e = 16 elementary estimation process replaces A by:
sequences, the greatest modulus indicates the A e' and 40 by (0 + A40.
transmitted 4 bits (1, 0, 1, 1 on fig.4) sequence. After A exp[z + j(4) + 40)])- A expj4) + n1 + jn2
synchronisation, it is possible to adjust the
elementary rotations to the estimated clock phasing. By taking the module of both members, one obtains

the next relation.
It is straightforward to extend the above procedure 2 2
to combined phase and amplitude combined n,÷n2 + 1 2---- e e-2e'cosA4)+ 1 >sin 2 A4)
modulation. For all modulations schemes, we have A 2
developed algorithms to save a lot of elementary Averaging over noise level, one derives an upper
calculations (frequency hyporhesis, rorations, sums) bound for the variance of sin AV, which justifies
by re-using intermediate results so that relation (9) for pratical evaluations.
implementation becomes quite acceptable.

The preceeding examples have been given to show (9) (,- - 2 I
that any modulation or spread spectrum scheme can A2  P
be considered as a succession of reversible complex
tranformations of a sine wave carrier.
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In order to evaluate wo, 4b, and A characteristic of a The main discrepancy with the expected factor 2 is
carrier, one starts by constructing the developed the angle -"-"-, it is important to note the sign of
phase 4i , 42, 10 etc. According to algorithm (10) (W0 - 0').
which connects the developed angles by the shortest
path. For the first 2 samples we can take a number of

regularly spaced frequencies determined by the
The samples are labelled by (r) considered as an frequency range incertainty (2A&). For the next 2
integer, samples, one does the same weighted sum but with

- - - a frequency hypothesis of different parity, in order
to introduce some dithering in the frequency
sampling. Usually, the frequency hypotheses willS "- alternate from2to3:

<, and (Awo, O, 2Ao

k -- At the second step, one takes 2 consecutive

"-- *+ A 1 hypothesis sets (of 2 and 3 elements respectively) to

calculate alternatly consecutive sets of 4 and 5
Is for comparison between left hypotheses being separated by the time interval 2
and right members At . At each new step the number of hypotheses has

to be doubled, since the distance between 2
consecutive sets is double in order to keep the same

The above algorithm fails if the anglejump between a ,,le incertaintly.
2 consecutive samples has an amplitude greater than
anabsolute value of n. The evolution of the number of hypothesis as a

function of time and of step index is represented
Failure probability is an increasing function of the below.
carrier rotation angle It I between 2 samples
separated by At. To reduce this probability to its
minimum, one substracts a rotation o' from the
unknown pulsation co such that I co - w' I AT 1 I.

Thus one needs some method which yields a Stopi 2 f2At 3 (2AQ 2 (AQ 3

reasonable approximation for the above frequency
w. For this purpose one uses as before a frequency
hypothesis technique and the optimisation of its Step2 4 (4A 5
implementation gives a Sliding Frequency
E valuator (SFE )...........................................

Given 2 successive samples expj(wt +(0) and Step 2' (2AI 1*•
expj[co(t +At) + ] of the same carrier, we rotate
onward the first by an angle W'At close to the actual
(but unknown) wAt . The "vectorial' sum of these 2
samples is interpreted as a sample at time t + At with
an improved signal over noise ratio by a factor 2.

(11)
expj(0t + pq) + expj[Qrt + + cp - wAhj - Kexpj(wt + 0)

K - I + expj(w - w )&t - 2 +j(w - &•)At
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The notations below describe the algorithm : (13)

h is a relative integer such that I h Jr 2'-', 0(i+1,0) - E(i,1)+0(iO)orE(i,-1 )+0(,O)"alternate"

0(i + 1,1) - Ei, I) xpj2AwAIt i,O)
* E (i, 0) is not defined

E (i, h) represents the frequency hypothesis: 0(i +1,2) - E(i,+)expjl'Ati~t +O2,.)

0(i,+ I.h) - E(ih+12)expj2!hAwAt+ i,-t)
-+21hiAco for h> I+2'-

2' 0(i+1,2') - E i,2'- + AwAt.+ i,2"')

- +2fh IAw for h<0

2'
Having obtained with this algorithm a first

0 (i, h) represents the frequency hypothesis approximation w of (o, one substracts it from the

2t-A&o. original samples by (14) before applying (10).

(14)

Given 2 consecutive complex samples (A and B), -

one calculates alternatively sets (1,.) and 0 (1,.). A - mG
0 AO

Step I
.-> p,'--,-0 omod 2it

E(I,I) = Aexpj--- 6+B 0- +AO mod2n
2 - t t* t+I

2/ 1 A p+IE(1,-1) - Aexp(-j--)+2 B After development of the phase, one has a sequence
of numbers i, perturbed by quasi-additive noise of

0exp('j2AcoAt B variance c, given by (9). In order to get simple
0,1) - A " .3 B expressions, it is wise to take a time origin such that

0(1,0) = A +B Yt =0.
/ .2cot

10(1,- 1) = A exl- --3 ) + B The model of the developed phase variation as a
function of time is linear ), =o+ ort,40 and the

above SFE algorithm is similar to a discrete Fourier

Given 2 consecutive hypothesis sets E(i,.) and 0(i,.), transform and has the same cce, iplexity level : log2N

one calculates an hypothesis set for step i+l. complex operations (rotation plus sum) per input

Alternatively by (12) and (13). Only positive or null complex sample for an evaluation every time

frequency hypothesises are retained, negative complex samples.

frequency expressions are deduced by symmetry, To obtain an evalution every t complex smples,

(12) one has just to repeat the last step, which adds one

.w• complex operation per input sample which gives a
E(i + 1,1) - E(i,1)expj-2 +0(i,0) complexity of (1 + log2 N).

E(i +1,2) - E(i,l)expj 3AwAt +0(i, 1)

5 This method of calculation increases with the rate of
E(i + 1,3) - E(i,2)expjAAt + 0(i, 1) intermediate results until it reaches theobvious value

7 At N.
E(i + 1,4) - E(i,2)expjAwAt +0(i,2)

/. h+ + - E 2/,- + 0 h 'nThe selected hypothesis is the frequency value (o
E(i+t,h) - E 2,--) expj -a At + ) corresponding to the biggest modulus.

E(i + l,2') - E(i,2'-')expji(2' -l)AwAt +0(i,2'-')
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(p and co being unknown are determined through After reconstruction of the carrier with the kb chips

minimisation (least mean square) of: of the known preambule, a distribution of mean kba

and variance v = k sc2 is obtained. In order to decide
Q j _(pf - ,)2 = (j. + Wt - ,)2 the preamble presence, it is natural to compare the

modulus of this coherent summation to the threshold

The estimators for i0 and a are solutions of the 0 < X ks < ks a.

2"equations obtained by cancelling derivatives of 0 Assuming gaussian noise, we can evaluate the

with respect to o and W-. conditional probability I - PI of non detection.

2t since It- 0 1 - I (
(15), t iot,

hxt ' - X _
_kk& 2ksc2) (1-W~sa

(I - X)Zksa ] Znksa 2( -X)"

h is the number of samples used for the estimations. < exp )2oa when -kI

Obviously these estimators are unbiased. To derive F 2a2 when

the simple expressions of their variances one The above inequalities and conditions are better

assumes time decorrelation of angle samples, and understood by introducing the energy of one bit:

introduces the duration'r -hAt of estimation. 2a.

(16) 
T

2 ( = (A) fand the density of noise power N0! where T stands
00 TP- - for the bit duration.

/ 12 12(A:\rh=<('- <oP•>) >- -- = - E,--I -- I

S=<4o-< >) -<>) =0 since 2t-0 e O

To evaluate the false detection probability P,, one

needs the statistical law of the modulus of noise of
The last relation of (16) is very important since it definite variance. To determine this law, one uses

proves the decorrelation of estimators of '0 and o,. the well known differential identity :

V. SYNCHRONIZATION PERFORMANCE I d: ) •rd6

OF SPREAD SPECTRUM SIGNALS 4 -

Spread spectrum signaling is the main candidate for r r e 2 X2sE ,

future rangingand positioning, but classical methods P exp---- =e -

of despreading and demodulation which realise J *4ka sci 2ksa' 2N0

synchronisation in several steps (chip, bit, message) By eliminating the unknown k between the

require a significant delay unless time is known with expression of I - Pn and P, one finds the simple

a high precision. We prove here that one step expasion of i i vl aon and teip

synchronisation on a known receiver preamble of 30 inequality (17) which is valid for any datamodulation.
data bits, even in poor conditions is sufficient to

require no continuous transmission. -+ I

(17) PrWe consider a known preamble consisting of ks (1)

chips with a duration equal to s data bits

transmission. The mean module of any chip is noted To keep s small, it is advisable to proceed in two

a, the additive noise has a mean equal to 0 and a steps. In the first step, one takes K such that 1 - P, is

variance a2, adaptive filtering is implemented and guaranteed, but with a high Pr, and the false

noise samples are decorrelated between distinct synchronisations are eliminated in the second step
by testing the demodulation likelihood for a few

chips. more bits.
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VI. FIXED POINT LOCATION

Well-stabilised geostationary satellites are not
comp!etely fixed with respect to the earth surface.

For a stabilisation within an angle of 0.1 degree, the
diameter of the relative sateilite orbit as it appears
frQm the earth is the order of 120 km. To take
advantage of this large base for earth positionning,
one measures periodically the distance and the angle
to the satellite trajectory, and then these intermediary

results are combined to estimate the coordinates of

the point to be located. -
c

To calculate the intermediate results, one applies Figure 6: Geometry of elementary estimations

equations (IS) assumingthesateulite trajectory being Carrier or chip frequency in the satellite frame can
a straight line during estimation time interval -T. be represented by the analytic signal exp j(wt + (0).

The signal used for these elementary estimations is Neglecting relativistic effects, the carrier received
characterized by a bandwidth occupancy B (chip in L is:
frequency of carrier) and a bit rate f-(<<B) with an

As H ~D +[Vcoscz ,,E, expi Iot -- +
energetical signal to noise ratio P z I since (

A2  RE, R which is identified with : expj(wi +0)

e - y - ' B- p V cos
W-W I- and i 0 -,P- wDmod 2n

(8 .2B 24B C

(18) ' *tpp1R with w -2nB

These expressions show that estimation
performance increases with the spreading factor The satellite trajectory is assumed to be known with
(R/B). If the signal s(t) is transmitted from the
satellite at time t, at a distance D(t) function of the perfeteaccuracy hat D ancu are theparameters which have to be calculated from the
same time, one receives sit - estimations ofI and Do

During any elementary estimation, it is correct to The estimators for w and o allows us to estimate

assume that D(t) is a linear function of time t: the length D of CL and of its projection D cosca on
D(t) -D +tVcosca the tangent trajectory in C after removing phase

In this expression, D is the distance between the ambiguity by taking into account an approximation

middle of the satellite trajectory used for the of D.
The variances of the estimators for D cos cx and D

elementary estimation and the point L to be located.

V is the satellite velocity, a is the unsigned angle cosci are deduced from (18).

(0 < c < n) between the satell-Ie trajectory and the (19)
point direction.

D' 2jrz-pBR 2  ' 2iHpBR2 V2

12~~~ 2~2-I

D -i -2 cw@2 D 2V2)



M fThese estimators are unbiased, and their variances
are obtained by taking the mathematical expectation

"I of the square of their differential expression, and

recalling that

"(21)

0 2 cos' a
'r/ Xcos2 yi T Do'•

Figure 7 Notations (low - orbiting satellite) sin-y " 2 TD

P is the orthogonal projection of point L on the
osculating plane and H is the orthogonal projection In the above approximate expressions, -r is the
of P on the tangent in C,. elementary measurement duration. T is the global

When the satellite runs at speed V along its measurement duration along an arc of lengthLA

trajectory, the sequence of elementary estimations expressed in radiant. The above approximations arederived from identities given in [6] p.3 0 .
(index i) gives rise to a sequence of lines HP.

r,., n cos(n+l)xsinx

Let V cosy, and V sinyi be the coordinates of the i sin. 2 kx - n-- -2sin x -XA &
trajectory velocity at point Ci. The equation of the k 1 2 2sinx

line HiP is of the formx cosyi + y siny, +d, = 0 with

di -Dicosat when theaxisoriginOisthecenterof - n cos(n + 1)xsinx T

the oscillating circle. l-1 2 2sinx T

The coordinates (x, y) of P minimise the quadratic For low orbiting satellites, one can assume:
form : D

P(x,y)- •(xcosy.+ysiny+d.) 2  
12D--< 1 so that oz..o, 2,

Estimator expressions are greatly simplified if the (22)

Ox axis is such that : C'
X •sin y i -O 0C . 5 -p '

0,0 5 C z _ _ _ _ _

which means qualitatively that Ox is Farallel to the 32 p C ,
trajectory part used in the estimation process. 

TpiBR ('-)z(20)
Typical values are as follows.

• d, cosy¥1

x - with Jsiny,-O -0 - Is T = 600s , e
cos2 y•, C = 3 10' m/s V=81* 1m/s p, 10

B=4l -O1Hz R = 100 bit/s

Xd siny, With these values gives:
Y " sin- , ( 2 <0,3mz and (9.,-1Im



4 0I 11

This numerical evaluation shows that the T- 400Y T = 1200s s

geographical precision is fixed only by the carrier C - 3*108/s V = 3 mis 3

frequency and the frequence precision, and the BR2(40*1OP)3HZ3D--36 - 10m P,- 10
distance to the trajectory earth cross section of the

point L to be located.
The numerical value given to A4 assumes that the

direction of arrival of the satellite signal, varies of I60
radlian in 6 hours which is optimistic.

However 02. is too big to be of any use, but

2 - 600m2 is adequate for practical use.

This numerical observation can be explained by the
fact that the elementary estimation procedure

... produces planes perpendicular to the trajectory
tangent which gives a well defined intersection only

. . when these planes make between them an angle big

N enough.

In practice, on can have a good location accuracy by

taking into account the estimation of D which is
excellent and the intersection with the geoid. Since
the time integration is short compared to the period

In the geostationary satellite cases, the trajectory is trajectory, on can evaluate cýo by replacing x by T
approximatively parallel to the earth rotation axis

Dexpressions (23). in (19). Except for points situated just under the
and 1 w esatellite (perpendicular to the trajectory plane),

location precision is of the order of 100m after an
(2.3) integration of duration less than 20 minuts.

C2D2

C2D 2 0.6 jO,1
o••-0.6 -piB.RZV ' 2. 2 CB2V 2cD

• . 0,9 •9 - 2 VII. PRINCIPLE OF APPLICATION OF
T'(Ao)'2pBR2 V2  PREVIOUS METHODS

In the preceeding section, it has been assumed that
As compared with the low orbiting situation, the the satellite trajectory and especially its plane

ratio -isvery unfavourablesinceD = 36 * 10 and orientation (10 7 rd for geostationary satellite) is
V is of the order of 3m/s. known by the receiver L. This information as well

as the on-board frequency accuracy can be generated

In order to obtain a useful level of performance, it is by the satellite.

necessary to take big values for BR 2 which is

possible for example with a of direct digital video The trajectory caracteristics can be deduced from a

broadcasting signal. Inspection of the expressions known location, by elementary estimation of

given by (23) shows that one gets the best results distance and doppler frequency. Since the estimation

when x is comparable with T, since Aý represents time can last several satellite periods (for a

the tangent angle variation during the interval T. stationary satellite), one obtains a satellite location
precision at least 10 times better than the operational

Typical values are as follows. earth I',-ation precision which lasts 20 minutes.



Another important application of simultaneous [] "eevrpoesrfrdtcino 0estimation of distances and their derivatives, is the [] "eevrpoesrfrdtcino 0
tracking of terrestrial vehicles. In this last case one MHz SARSA T distress message".
supposes that the vehicle is also able to estimate it 12th AJAA International Communication
path by independent means (accelerometers for Satellite Systems Conference.
example) for a time interval of the order of 600 s. P.DUMONT, M.BONNERY,
Provided that the vehicle speed is not too high, the A.MARGUINAUD.
above location method will give the absolute [2J "Demodulation of messages received with
position of the centre of gravity of its estimated local low signal to noise ratio "
trajectory. The orientation of this local trajectory is ICDCS 24-28 April 1989.
done by iterative hypothesis testing. Once the A.MARGUINAUD, T.QIJIGNON,
location process is initiated, trajectography can be I3AROMANN.
carried out and the speed limitation condition cat, je
progressively removed. 131 VILLE (.) -Signau~xAnatlytques dspetcre

bornif" - CAbles et transmission 4:9 (1950).

VIII. CONCLUSION [4/ CHENEY (E.W) "Introduction to
approximation theory - Chelsea Publishing

It has been demonstrated by statistical and Company (N.Yr'.
geometrical considerations, that terrestrial location[5 AL TE TCHI LNOEn3 .can be obtained with a single geostationary satellite [1 ALCATELTECN ICLNOEUD 3
provided that its trajectory is 'perfectly" known. The AM RUN
same considerations shows also that satellite [6/ GRADSHETEYN (IS) and RYZHIK (IM)
tracking (location) can be obtained by signal "Tables of integrals-, series and products
processing of signals received at a single eaF*.h Academic Press"
station of known geographical coordinates.
Howevever there is a long way to go before an
operational system with prescribed characteristics,
including time and frequency precision, can be
realised.

DISCUSSION

C. GOUTELARD
Votxc: pr~sentation m'a beaucoup intiressd. le souhaiterais vous poser dcux questions:

L. Pouvez-vous pr~ciser la sensibilit6 au bruit de cette m~thode que vous presentez comme tres robuste?

2. Vous auriez Pu utiliser une decomposition en ondelettes qui semble bien adapti6e aux signaux non stationnatres.
Pourquoi ne l'avez-vous pas utilishe?
I was very interested in Your presentation. I would like to pose two questions to you, namely:

/. Can you predict the sensitivity to noise of this method which you claim to b'- very resistant?

2. You could have adopted a decomposition in wavelets which appears well adapted to u~nsteady signals. Wh~Y did you not useit

AUTHOR'S REPLY
I. II1 s'agit d'une m~thoc i fond6e stir le principe du maximum de vraissemblance. L~e niveau de performance souhaitk (par
exemple senstbilitA4 au bruit) ddwrmine la complexit A mettes en oeuvre pour l'obtenir.
2. Le modele de signaux et de ses perturbations sont supposis connus aux valeurs de paramotres pr~s. Ces valeurs. sont
estim~es de faqon optuutale (moindres carris par exemple) en utitisant les 6chantillons entourant les &chantillons stir tesquels on veut
effectuer lcs traitements (synchronisationt. ditmodulation. etc.). On s'affranchit ainst des probI~mes d'instabilitt dans la mc.sure ot) le
modele utifis6 est suffisainment gen~ral dans la situation considdr&e.
/. This is a method based on the principle of maximum likelihood. The required pertfonnance level (e~g. sensitivity to noise)
determines the complexity invnlved in its use.

2. The model of the signals and the disturbances are assumed to be known to within the values of the parameters These values are
estimated in an optimal manner te~g.. least squares) using sampLes around the sansples to be processei fsyncwhron~i'ation.
demodulolion. etc.) This eliminates the problems of unsteadiness.
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RADIOLOCATION IN THE LOWER ELF
FREQUENCY BAND

C.P. Burke
D. Llanwyn Jones

Physics Department, King's College,
London, U.K. WC2R 2LS

The electric and magnetic field spectra however depend
SUMMARY upon the (unknown) spectrum of the source lightning flash.

An improved technique is that of Kemp and Jones [1J who
A system for recording Extremely Low Frequency (ELF) based their analysis upon the wave impedance of the sig-
noise bursts produced by global lightning activity is de- nals. This method was further developed by lshaq and
scribed. Jones [4]. The wave impedance is simply the (complex)

The location of the source lightning flashes for some 320 ratio of the electric and magnetic field frequency spectra.

such events has been deduced from these data. The range The use of a wave impedance method for deducing the
of the sources was found by modelling the data using a range of a source was first suggested by Wait (5] who
least-squares fit to the complex wave impedance obtained considered wave propagation in a planar Earth-ionoephere
from the standard propagation theory applicable to the waveguide. Our method, however, employs the theory for a
Earth-ionosphere spherical-shell waveguide. The source spherical-shell waveguide in which ELF signals make mul-
bearings were deduced from two orthogonal components tiple circulations of the globe. This characteristic is the
of the magnetic field vector using the usual goniometric essential feature of the present method of range determi-
technique. The source range and bearing serve to locate nation which is only weakly dependent on the ionospheric
each source on the surface of the Earth. model. The seminal theoretical work for circum-global

The data show that the majority of ELF eveint sources ELF propagation is that of Wait [61 and Galejs (7] who
follow the early pioneering work of Sommerfeld [8].

are located in tropical regions, an average of 7.4 Mm away

from the observing station situated at 51.14 degrees North, The geomagnetic field produces anisotropy in the iono-

1.44 degrt West (Geographic). The use of such a system spheric plasma which, in principle, leads to non-reciprocal

to monitor worldwide thunderstorm activity, so far as this propagation. This feature was investigated by Pappert

relates to ELF events has been demonstr 'ed. and Moler [9] employing a cylindrical geometry. They

concluded that non-reciprocity was unlikely to be observ-

1. INTRODUCTION able at ELF. The same conclusion was also reached by
Behroozi-Toozi and Booker [10] in a comprehensive theo-

The cavity formed by the surface of the Earth and the retical study of ELF propagation.
lower fringe of the ionosphere acts as a spherical-shell elec-
tromagnetic waveguide, and at the lower end of the ELF 2. INSTRUMENTATION
band (5-45 Hz), the attenuation of waves within tht cav-
ity is low (typically 0-1 dB/1000 km at 10 Hz - Jones At ELF only two field components are radiated effectively
[1]). An effect of the low propagational attenuation is by a vertical electric dipole which is used here to model
that the 'Q-factor' of the natural electromagnetic cavity a lightning flash, these fields being a radial electric field
resonator formed by the Earth-ionosphere system is of or- Er and a horizontal magnetic field H,. Horizontal dipoles
der 5. The resonance modes of this cavity are excited by radiate ineffectively at ELF - Wait [6]. The accuracy of
global lightning activity - these are the so-called Schumann representing a lightning flash by a Hertzian dipole at ELF

and large source-observer distances is very good - LeVine
In this paper we are concerned with the location of aad Meneghini [II].
the source of large amplitude, Extremely Low Frequency To effect the analysis of ELF events, signals were detected
(ELF) radio pulses who's origin is lightning flashes. These by receiving antennas and passed through amplifying and
pulses are termed ELF events. The amplitude of usable filtering electronics. After digitization using a transient
ELF events is, typically 5 - 10 times the rms ampL ude waveform recorder, signals were stored on floppy disc. A
(lmV/m) of the Schumann resonances when observed in schematic of the ELF receiving and recording equipment
the band 5 - 45 Hz. The occurrence rate of distinguishable ,scmic of h F v d i p
events is one to two per minute. is given in Fig.].

The electric field antenna consists of a tripod 2m high.Jones and Kemp [21 demonstrated that the range and bear- Ti nenwihhsbe sdi rvosivsi
ingof he oure lghtingflah o anELFevet culdbeThis antenna, which has been used in previous investi-

ing of the source lightning flash of an ELF event could be gations e.g. Jones and Kemp [2], is essentially a charge
determined from the Fourier frequency spectrum of either sensing device whose output voltage V, due to an applied
the electric or the magnetic components of the received field E is given by V, =E xh.J, where h.1 1 is the efnlec-
signal.
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tive height of the antenna, the determination of which is Because the signals were to be analysed in the frequency

described later. A tripod construction was chosen since domain, antialiasing filters were required. To utilize the

this gives good mechanical stability. Stability is impor- full dynamic range of the Analogue-to-Digital convertor

tant since vibrations of the antenna in the Earth's natural (ADC), the aliased signal had to be 72 dB below the

electrostatic field caused, for example, by the wind can re- base band signal at the Nyquist frequency (156 Hz). The

suIt in large unwanted signals. A separate parallel plate filters consisted of a 60 dB attenuation commercially-

antenna was used for calibration purposes. This consists manufactured part with a further 12 dB of attenuation

of two square metal plates of side Im by Im, separated by being supplied using 3-pole elliptic filters. Four such fil-

0.1M. ters were employed; one each for the electric field (E),

Because the magnetic field vector lies in the horizontal the North-South and East-West magnetic field components

plane, the output signals from two orthogonal solenoidal (Hns and hew) and a fourth for the trigger channel (T).

antennas define the received field.. Each antenna consisted The trigger channel was derived from the E channel (as

of 54,000 turns of copper wire distributed over six bobbins this is omni directional) and incorporated an additional

and threaded on to a ferro magnetic core of measured effec- 3-pole high pass Butterworth filte: of band edge 13 Hz to

tive permeability 530. A secondary calibration coil of ten prevent spurious triggering of the A DC caused by the wind

turns was wound over the main bobbins, the use of which is and atmospheric conductivity flicker noise, which was ap-

described later. A grounded aluminium screen encased this parent despite the earlier wind filter.

arrangement (to provide screening against electric fields) The ADC (Data Laboratories model DL 1200) was a 12-bit,
and the final assembly was enclosed in plastic pipes for pro- microprocessor conti,.lied, 4-channel instrument designed
tection. To reduce interference from 50 Hz power lines, the to capture transient signals. A major feature of the in-
antennae were located in a rural location at 51.14 degrees strument was the full remote control of all features via the
North, 1,44 degrees West. The magnetic antennae were GPIB interface.
accurately aligned north-south and east-west (geographic) The DLI200 enters its recording mode immediately it is
by using local landmarks. Iarmed'. The input signals are sampled and the oldest

Fig. 2 shows the electric amplifier design. A high data is discarded as the new data replaces it (somewhat
impedance input stage was built around an 071 operational like a continuous loop of tape), This means that pre-trigger
amplifier which is a high impedance chip whose noise was information is retained. When the trigger occurs, there is
negligible compared to the external sources. An input re- already information in the memory. The DLI200 enabled
sistor of 10G Ohms was used as this gave a relatively flat all four channels to be sampled synchronously and digitised
response for this stage down to 0.3 Hz. The response of the each waveform to give 8192 12-bit words sampled at 200 1S

stage drops off at low frequencies because the antenna acts inte.vals. A microcomputer was used to remotely control
as a voltage source in series with a capacitor (of the order the DL1200 via the GPIB.
of 75 pF) whilst the 10 G Ohm resistor has a stray capac- Waveforms captured by the DL 1200 on receipt of a trigger
itance across it of the order of about 10 pF. The circuit signal were viewed on an oscilloscope screen; if considered
thus behaves as a high pass filter with a cut-off frequency of to he of sufficient quality, the digitised waveforms were
0.3Hz. The 150 k Ohm resistor in series with the antenna transferred to the computer by the GPIB and dumped
serves to attenuate in-band intermodulation products from as a binary file to floppy disc. In the disc file only I in
high frequency transmissions such as television signals. 16 (i.e. 512) of the original data sainpiec were retained

This initial preamplifier was contained in its own sealed thus increasing the effective samiding interval to 3.2ms and
and screened box that connected directly to the tripod reducing the Nyquist frequency to 156.25 HIz.

antenna. It was connected to the main preamplifier by Both the electric and magnetic systems required calibra-

two leads: one for power aid one for signal. Some ii- tion. Two calibrations were used for the magnetic sys-

tial preamplification then occurs before the signal passes tems. The secondary (local) calibration used the small

through a 4-pole, 0.1dB ripple, Chebyshev high pass fil coils wound on to the main aerial bobbins. By injecting
teroil woind on ban edge of aei5 Hzbis (th 'wineler'tinghe

ter with a band edge of 5 Hz (the 'wind filter') and then pulses into these coils and comparing the output of the re-

passes through the power-line-frequency rejection filter, ceiving system with the input signal in the frequency do-

the EF50, a commercial active filter. A 3-pole. 0.1dB rip- main using a spectrum analyser, the frequency response of

pie, low pass Chebyshev filter follows this with a band edge both magnetic systems could be determined. The absolute
of 55.5 Hz. This was used to attenuate power-line har- sensitivities of each antenna were measured by creating a

monics signals. The signal is then split to give a balanced knowtmgntic f each a er i and noting t
outut verthereltivly on ditane t th reordngknown magnetic field around each aerial and noting the

output over the relatively long distance to the recording output response. This known field was produced by the

hut. amplified signal from a sine wave oscillator driving a re-

The magnetic system is shown in Fig. .3. here, a high mote calibration coil of some 100 turns of wire which was

input impedance was not the dominating concern. Instead, located some tens of metres from the receiving solenoid.

because the input signal volltage was expected to be very A sine wave was chosen rather than the broadband sig-

small.it was necessary to have a very low noise amplifier. nals used for the secondary calibration since the broad-

Two FETs in parallel were used as the input stage and band signals gave a poor signal to noise ratio in this case.
following this there is a buffer built around an OP-27 to The mid-band absolute sensitivity of the magnetic field

prevent loading of the FETs by the following electronic systems (measured at the input of the ADC) was about 3

integrator. A low pass passive filter is incorporated a&s V/nT.

in the electric system. The integrator gives a good I/f For the electric-field system it was not possible to create a

response down to below 5 lIz. After this, the signal passes uniform electric field about the antenna due to its size so
through similar stages to the electric system (EF50, power a different approach was adopted. Firstly, the frequency

frequency harmonic filter and balanced output stage). response of the electronics was established bIv using a spec-
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trum analyser. The system was driven through a 75 pF 3. DATA ANALYSIS THEORY
capacitor dummy antenna to represent the known aerial
capacitance. The effective height of the antenna was de- To locate the source lightning flash, we require to know

termined by comparing the signal received by the tripod the source bearing and the source range (propagation dis-

antenna with that of the parallel plate antenna from the 16 tance). In this section we summarize the necessary prop-

kHz Rugby V.L.F. (GBR) transmitter. Here the effective agation theory needed to estimate the source range, d.

height of the parallel plate antenna is well known. In this The radial electric field E. and azimuthal magnetic field
way, the effective height of the tripod antenna was esti- Ho due to a vertical electric dipole of current moment
mated as 1.01 ± 0.03m and the overall absolute sensitivity Ids at distance d = a$ from the observer is given to good
of the system was about 7m (i.e. 7 V/V/m). accuracy by:

Figs. 4-6 show the amplitude and phase characteristics
of the 3 data channels (E, H.. and &.). The amplitude E = i+)
response is reasonably flat in the band of interest, showing, 4wa 2 row0h sin(rv)

in the case of the magnetic systems, that the integrating
amplifiers perform well. The effects of the EF50 notch, H = -fds(w)P.A-cose) (2)
wind and power-line frequency harmonic filters can also 4ahsin(wv)
be seen. ( Wait [6], Jones and Kemp [2]) where 8 is the geocentric

Fig. 4 Amplitude Frequency Response of the angle between the source and the observer, h is the ef-
Eig. ri Sysltu e m Freqency. Filponse thefective ionospheric height, PO(-cos0) and P',(- cos0) are
Electric System (inl. Filters) Legendre functions of (complex) degree v and order 0,1,

20j -is the angular frequency, co the permittivity of free space
and a is the Earth radius. The wave impedance

Z v(v+ l)P'(-cos0) (3)
S= a-owp. (-cose)

is thus independent of the source spectrum Ids (Kemp and
Jones [3]). The so-called modal eigenvaJue v is related to

the attenuation and phase velocity of the radiation in the
Earth-ionosphere cavity. We use our experimental data to

' 7 determine v(wa) as described below.Frequ.ýy # z

Kemp and Jones noted that, when plotted as functions of
Fig. 5 Magnetic System I frequency, both the modulus and argument of the wave

Amplitude Transfer function impedance, Mod Z and Arg Z are of the form of a de-
gor caying quasi-sinusoidal oscillation the period of which isW- characteristic of the propagation distance. They went on

to derive an asymptotic relation between the propagation
-o distance and the phase velocity, v. Building upon this,

Bliokh et al [12] suggested that Fourier analysis could be
0 so used to determine the characteristic period. They consid-
i40 ered the Fourier cosine transform of IZI i.e.

20 Re2-JZ(w)V..d1. (4)10
0 2 4 'o 2 05 ,10 ,6 The maximum of the transform, when plotted as a function

Fequwfy iz of inverse frequency r is a measure of the characteristic pe-
riod of IZI. Numerical experiments in the course of this

Fig. 6 Magnetic System 2 investigation have shown that the Fourier transform rather
Amplitude Transfer Function than the Fourier cosine transform gives more reliable re-

sults. The simple extension to include Arg Z has also been
made. The periods of IZ[ and Arg Z are thus found from
the maxima of

70

StMod IZ(L,)Ic -'•,L) t5)0

40~ and

20 Modj Ar.q Z(w) er' d (6)

20 4 ,10 25 -- oo00 16

F,0 army I Hz Using the propagation values deduced by Jones [1] from
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Schumann resonance measurements and by applying a M ' Pawim A"

least squares lit to a plot of r,,,~ versus propagation dis-
tance gives

d = -125.5r,.. + 20.5 (8) I
for )Z) and Arg Z where d is measured in Mm (1000 km) !
and. in seconds. This value of the propagation dis-
tance is slightly dependent upon the propagation model E

used in the numerical experiments described above. To A.
refine this estimate, we fit a curve defined by the wave __

impedance equation (equation 3) to the experimentally V -9

measured wave impedance Z_. We thus attempt to mini- P w I
mize

Many hundred events were recorded in the period Septem-
ber 1988 to August 1989 of which some 323 were fully

R = "•2.•Z(wa,) - Z(s',w,))1 (9) analyzed. Data analysis was conducted in an interactive

session using the microcomputer's graphical capabilities.

where v(w) is modelled by The data analysis is summarized in Fig. 8. Results of the
analysis dealing with the modal eigenvalue v (attenuation
and phase velocity) are dealt with oy Burke and Jones [16].

v = co + clwC2 + C3WC4 + i(cS + C6 W" + csAW) (10)
Rig. S OaDs anftlity procedura

and

S= CIO (11)

using the simplex algorithm of Nelder and Mead [13]. The .

propagation data of Jones [1) provides the first estimates A CAR-~

of the fitting parameters co to C9 while the value of d from
th. Fourier analysis of IZI and Arg Z provides the first
estimate of cIO. To perform the calculation of Z (equation. K . .Agm
3) we require methods to calculate Legendre functions of 7
complex degree. The rapid and accurate computation of I sm I

these has been discussed elsewhere (Jones and Joyce [14],
Jones and Burke [15]). d

After the curve fitting process has terminated the residuals

S= IZ.(-,)I - IZ(-,)I (12) W " O"I o " p== wn' W "

are plotted as a function of frequency. If these exhibit no

trend, then the curve fit is considered successful, if not, Consider the waveforms illustrated in Fig. 9 which shows

further coefficients are included in the expression for v. an ELF event captured on all four ADC channels (E, s,
Hew and T). These waveforms were recorded at 14:O4pm

4. RESULTS on 21st September 1988. The event was preceded and fol-
lowed by a period of normal, quiet Schumann resonance
noise which suggests that the event, was caused by an un-

Fig. 7 shows the responses of the magnetic-field solenoids usucl largeslighti ah locat ed at a sn-
to tst ignls fom he emot caibrtionantnnawhe usually large lightning flash located at a specific point.

to test signals from the remote calibration antenna when Fig. 9 An ELF event

this is moved through the four geographic quadrants sur-

rounding the receiving antennas. For a given set of ELF :ii Fai ttgt 04.22 CHt EPOCH C 80921

event waveforms, H,o and H,. were examined to decide in
which quadrant the source was located. It is also necessary
to note the polarity of the electric field waveform to resolve F
the inherrent ambiguity of bearing deduced from the mag-
netic field waveforms. Then, in the frequency domain, the . • .. . -_.. .. -- • .. .

source bearing
HNos

/i~tan' k (He,(w)) (13) . ."

Hew
was calculated and a check made to ensure that the source
lay in the expected quadrant.

1.
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The markers at the foot of the diagram show 100 mS in- Fig.11a Expmental and Theouitcal

tervals. All the field components show a rapid excursion 34ý Wave Impednc. (Modulus)

to mark the beginning of the event; this is followed by
a decaying 'ring'. The initial impulse is the signal that 3 A- *-
has travelled to the recording station via the direct, or s
shortest route. This is followed by a pulse having a more 2 : \
prolonged excursion of the opposite polarity arriving some 22

150 mS later. This is the pulse which has travelled on the 2 \
long great circle path to the recording station. Ji:F
From the polarity tests described above, it is clear that , !
the polarity of the electric field and the two magnetic field 1.2 /
polarities at the beginning of the event locate the light- -
ning flash in the south-west quadrant. Furthermore, by o s
computing the bearing f from equation (13) (which gives 0.0
the angle of the wavefront from the north-south direction), ¶0 20 30 40 50

this bearing is deduced to be 220± 7 degrees. -

In Figs. lOa and lOb the variations of JEj and IHj with
frequency are given. The spectra of the two field compo-
nents are clearly different. However, the Schumann reso-
nance modes can be observed. In the case of the electric
field, the odd modes are weak while the even modes are
strong. For the magnetic field, the opposite is true; the 240 wav e and Theoji240, Wave lmpadacneam OAtgumeM•)

even modes are weak and the odd modes are quite pro-
nounced . This behaviour is characteristic of spectra from 230 F
a distance of about 10 Mm. In Figs. Ila and lib the spec- z20 -
tra for IZI and Arg Z for this event are shown together with 210o F
the fitted curves deduced from the numerical optimization --. o / '

algorithm. The spectra have been normalized to the wave g •o
impedance of free space. The spectra are of the form of a ,
quasi-sinusoidal decaying oscillation. The mean level of IZI 170 /
is a somewhat greater than one and that of Arg Z is about F
180 degrees. The propagation distance deduced from the
optimisation curve fitting process is 9.8 Mm. ¶501"

Fig. 10a E-Field Amplitude Spectrum ,40

SS Frequwwy e Ha

5 0.9 89*1

4.-
The residuals r, = JZej-IZ,I from the curve fitting process

O are shown in Fig. 12. No trend is apparent so it is evident
S> 0s that the optimisation is adequate.

(I~F1%. 12 1The Rn~eulda
2 1 20 330 66 * 6*

FresUwht I Mz 01

Fig. 1 Ob H-Field Amplitude Spectrum 0 C . -- 0 .

a 1 20 30 40 so

S• ' A Fro~umcy I Hr-. Figs. 13a and 13b and 14a and 14b show two further ex-

S /1 '/ amples of the wave impedance spectra of two events with
'j " \T/ deduced propagation distances of 10.8 Mm and 11.7 Mm

respectively. The form of the spectra is similar to the event
4 20 described above although the 'periods' of IZI and Arg Z

are correspondingly greater.
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Fig. 15 shows a histogram of source distances for all the P* f merAM WA

data analysed, The distribution, which is clearly not Gaus- 3W my$*-0641606
3"4

sian, has a mean of 7.4 Mm and a standard deviation of [
2.3 Mm. L -

Of somewhat more interest is Fig. 16 which shows the ge- 2:

ographic locations of all the ELF events analysed. Each 24

point represents one ELF event which has been located 2 2/\

using" the technique described above. It is clear that the I/
gions. This presumably reflects the well-known fact that 1"

world thunderstorm a:tivity is a maximum in the trop- o"
ics. Few events occurred north of the observation site(in s * "\
northern polar regions or northern Pacific regions) which 04A

is due to the paucity of lightning activity in these areas- -- 10 20 40 W

Fig. 1ia EUpatrmmdal and Theora&l PW14b EzWMnwaW WW T?.waftl
SWave Impedacts- (Modu!us) 240 We" w. pa•. YtAM

3.:

3 
M

32 d-iOS.Mm *

3 ~2101
2.4~

2 1901

14- ISO
122 140

1-3
Q.II 1200 / 1* 20 30 4s 9o

04 20 30 40 50-- 14OUL•.

Frequency I Hz

- Fi•ed - Measured

Fg. 1S H~okrVW of Propa~mp oe DWtXMS
Fig. 13b Experimental and Th1orstical so

Wave Impedances (Argument)
240 

02•30 •j.1O.sMr

210

M1so

200 
s

140 * t

190

ISOO

ISO -2

140 10

130 4 wl -
12C a". 0- 21 44 9 9 10il t2:135 14:16

10 20 30 40 s0 1 74 . 0 11-12 13-14

Fraew"c / Hz
- Afd * MMLDuis OtancesI Me
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Fig. 16

%~

5. CONCLUSION [2) Jones D.Ll. and Kemp D.T. Experimental and theoret-
ical observations of Schumann resonances. J. Atmos. Terr.

A systema for the reception and recording of ELF events has Phys., 32, pp1095-1108, 1970
been described. Some 320 events have been analysed and [3] Kemp DT. and Jones DLI. A new technique for
located using a curve fitting optimisation algorithm. Most the analysiv of transient ELF electromagnetic disturbances
were located in tropical regions. A method of monitor- within the E~arth-ionosphere cavity, J. Atmos. Terr. Phys.,
ing worldwide thunderstorm activity from a single station 33, pp567-572, 1971
(so far as it relates to ELF events) has thus been demon-
strated. [4] Ishaq M. and Jones DLI. Method of obtaining ra-

diowave propagation parameters for the Earth-ionosphere
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DISCUSSION

J. AARONS
Have you determined the occurrence or the morphology of the events in the equatorial region as a function of season? (You
directed your answer towards the propagation rather than the generation).

AUTHOR'S REPLY
The ELF event activity recorded, which relates to unusually large flashes, agrees well with the known temporal and spatial variation
of thunderstorm centers.



- 42-1

LES SEQUENCES WV. G.
SEQUENCES BINAIRES QUASI PARFAITES

THE W.G. SEQUENCES
QUASI PERFECT BINARY SEQUENCES

C. GOUTELARD
Laboratoire d'Etude des Transmissions lonosphdersques

Universitd Paris-Sud

Bitiment 214. 91405 Orsay Cedex. France

RESUME - ou A trois moments [3] prdsentent de teiles caractdristiques.

On ne connalt pas de sdquences binaires pr~sentant ces

La recherche de sdquences pr~sentant de bonnes fonictions caraCtdflstiques et ii a dt montre qu'il Wen existait pas pour

de corrt1ation pdfiodiques est un sujet sur lequel se les longuei--rs N comprises entre 4 et 12100 [4]. Seules les

focalisent, depuis longtemps. bien des recherches. Les seýquences pseudo-ab~atoires ou les stequences pseudo-

sequences binaires offrent un intdrdt particuhier A cause de orthogonales [51 ont des fonctions de corrdlation

leur simplicitd de gdn~ration et de traitement. s'approchant de celles souhait~es.

Les sequences W.G. (Wolfmann-Goutelard) presentees dan 11 a ýrtd recherchd des sequen~ces binaires telles que leur

cet exposd poss~dent des fonctions de correlation fonction de correlation demeure nulle sur un espace aussi

pdriodiques quasi parfaites, telles qu'en dehors du pie grand cue possible centre sur le dc~calage nul. Ces sdquences

central. ces fonictions sont nulles exceptd en un point. nommdes Cazac ont 6t6 ddecntes par R.I. Polge [6] qui
donne une amorce de procedure de construction iim~t&e, par

If est montrl alors que la structure des sequences W.G. est sa compiexitd. aux sIdquences de faibles longueurs. tine

unique et qu'ele r~suite de lecntrelacement de trois recherche exhaustive par ordinateur faite par R. Alexis M7

sequences p46riodiques. jusqu'ý N = 30 a montrd que des si~quences prdsentaient des
fonctions de correlation nulles except6 pour un ddcalage nul

Les propridtAs de ces s&quences sont dtudi~es et il est et pour un d&calage dgal A N/2. De plus, lauteur a montrý

montrd que des algorithmes de dt~termination ri~duisent la que N ne pouvait Wte qu'un multiple de 4.

complexit6 de leur recherche.
J. Wolfmann (8] s'est attachd rechercher les

Les conditions d'existence - ou de non existence - de ces caractdristiques g~ndrales des si~quences dont les fonictions

sdquences sont donndes et les sdquences existant pour les de corrdlation sont nulles except6 pour un d~calage nul et on

longueurs N = 8a + 4. N = 16ot + 4 et N = 32a + 4 oO d~calage dgal ý N/2. 11 en a d~fini les caract~ristiques

a Z sont donnides jusqu'A N = 20000, gcdndrales et a observd sur des r~sultats exp~rimentaux

dtablis sur des sdquences de petites longueurs la rdp~tition

1. - INTRODUCTION -d'une structure caractdristique du vecteur, d~fini par le

produit de Cauchy de )a sequence et de son translatt d'un

L'utilisation de sdquences p~riodiques ou apdriodiques A symbole.

fonction de corrdlation nulle en dehors do pic central est Encsevt tesruuepordslger ls

tdIun grandintr ains let de o me radar.ocliand grandes il a pu determiner. par une recherche informiatique.
thldommnicaionet d raar.des "sdqucnces ý auto correlation presque parfate" jusqu'A

On demande, la plupart du temps, que le signal soit A des longueurs de 100. Si toutes les sequences existantes

amplitude constante et que les souences soient binaires pour N -. 100 respectent les structures utilis~es, J.

pour faciliter leur g~ndration et le traitement du signal A la Wolfmann n'a Pu d~montrer que les sdquences A corrdlation

r~ception. Des sdquences. apdriodiques. telles les sAequences quas .i parfaites devaient respecter la structure qu'il avait

de Golay, prdsentent ces caract~ristiques (figure 1). Elles rcmarqu~e sur des rdsultats expdrimentaux ni qu'au-deIA de

n~cessitent one dmission discontinue g~nante dans bien des [a longueur 100 il n'existait d'autres sdqoences possbdant les

applications. Des sdquences pdriodiques polyphases (11 (21 mdmes fronctions de corrdlation.
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L'dude prdsentde d~montre que seules les s&uences W.G. N-1I
(Wolfmann-Goutelard) posskdent Ies foncnions de 9(x) =E g, X' dans G(N) = F2(x) /(xm- 0 (2)
corr~Iation souhaitees et ont une structure unique dans i=0

laquelle entrent les "sdquences I auto corrdlation presque et N-I

parfaite". Les propridtds particulires de ces sequences a(,x) = E a1 x' danS R(N) = F(x) / (xv- 1) (3)
;=0

permettent de ddfinir des algorithtnes de construction rapide

airnsi que des conditions d'existence ou de non existence11..Fnrisdecrfao
pour certaines longueurs.

L'introduction de fonctions spdcifiques utiles pour le Soi d ly*unes f~ormel es ,xetzx dins

d~veloppement est faite dans le chapitre 3. par les plN-I e N-iel

11 M EULTATS ACQUIS ET DEFINITONS - ob i) z1 , Z2, iC- C.

Nous utiliserons comme base de d~part les r~sultats acquis On dtfinit la fonction de correlation pdriodique par la

suivants: s~quence

C1,2 = (co, c, ... c, ... c,, telle que
- Les suites W.G. ne peuvent exister que dans des

Iongueurs N multiples de 4. N-I N-1
=k E ij Z2i-k = d Z,.,,k Z2i (4)

- La fonction de corrdlation d'une suite de symboles i=0 i=0
r~els r oC] les indices sont d~finis modulo N et o~i z* denote le

1'-0"-I.... z N-0) conjugud de z.

prend, pour un d~calage k dornne, la valeur La sdquence C1,2 peut &tre represent&e par le
N-I polyn~me formel

ck E Ti 'r-i+k N-I

les indices &tant d~finis modulo N. k =0

Pour une suite binaire on donne habituellement les C 1 ,2(x) s'exprime par le produit

,&i = I si le symbole binaire est Egal A 0 Si Z2(x) wZ,(X) =z(x) alors CI 2(x) =C(x) est

zi -1 si Ie symbole binaire est Iauto corr~lation pdriodique.

dgal a 1. Dans le cas de sdquences rdelles periodiques

N-1 N
Avec cette correspondance, pour les s~quences presque rl(x) = r,, ,~ x C (x = 2 N

parfaites :i0Oi=

ck a 0exceptd pour C = N
-,1 (N-4) o~i rlj r2, e R les relations pr&,6dentes se

transposent sans difficultd et

Cl2.(x) rj(x) r2(1/%,
Mt. - TRANSFORMEES ET CORRELATIONS -On montre classiquement que le coefficient ck se

calcule, ý Vaide de la distance de Hamming dlz{k)

111.1. DMinitions entre la suite al(x) et [a suite a2(X) Xkpar la relation

Soit F2 = 10, I1 le corps fini d'ordre 2 et k=N-2d2)

F" Ig = (g0, g1, ... gi ... g.1) I gi e F2 ()

On d~finit le vecteur a d~duit de g par 111.3. p transforno~e et ip pgrmut&e d'une s9nuence

a (a0, a,, ... a; ... a..,) o6i a, = (- I~ikida

On peut d~finir les suites peniodiques g et a par les Dans Ia suite de cet exposAE. nous noterons pour
polyn6mes formels alldger la notation
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N-I -Si une s~quence rielle est symitrique, alors rjh est
la somme pour toute valeur enti~re de irdeI et r~ciproquement.

i=0
N-1 Une *&uence est svmdtrique si r(l/x) =r(x)

la somme E pour toutes les valeurs paires de ice qui entraine la double implication
10 1=0

N-I r~)= r (I/x) <==> rp,(x) =rp(l /x) = p(x)*(14)

'la somme pour toutes les valeurs impaires de -. S n euneetaniyiiuaosF

Les indices seront definis modulo N. inriaginaii-e et Ikiproquement,
line sedquence est antisymetrique si r(1/x) -r(x) Cc

Soit une suite peniodique zI1(x) z(x) = i xi qui entraine la double implication

que nous appellerons seuence de base ou, s~luence un r(x1) =-r (I x) < => r x) -P rl/ X) =- rp(x)

permut~e. (S

On appellera sequence p permutde ]a s~quence

Zp(x) = Z(xp ýF z1 xPi o6 p N 111.5. La g transformfe zggax) d'une sfauence
i zDj(x) etA la a' pernnutit de la un transfunn&

et pp' = 1 J7) d px
La sdquence zp(x)est alors unique et

zp~x Zip XiCette di~monstrat'on est dvidentc.

Elle est obtenue par une permutation des 66iments de 111.6. La !I tinsorrk d'un sequence p permut&
la si~luence z1(x). zooaM est la g transfonm~e de Ia s9uuence Q
On appellera p transform~e d'une sdquence z(x~) ia permu1le zgo('c)
s*uence d~finie par Ie p,)Avn6me

U q Iransformee d'une sequence p permutke est
Zp(x) ,Wp-h -h x ()dnn a

h zh ()dn a

zpq(x) ~Izp(Wq1) x (16)

oi W =ex N d'oii Von ddduit sans pene:

11 est simple de montrer que :zpq(x) = zqp(x) (17)

Z(X) et Zp(,) sont ddf,,ies de faqon bijective par Ia p

transform&c inverse 111.7. g transformfe des fronctions de corrdlation
poriodiaues

Z(x) ZP (w pl) X1 (10)
N Sojent les 2 sequences poriodiques quelconques bj (x)

et b2(x) d~finies pr~c&1emment et dont la fonction de

corrdIation est donn&e par (6).
111.4. p transform&~e d'une s&~ouenct r~elle r(x) La p transform~e vaut alors

Dap~s 12)alos Cl2() = zI'(Wh) z.) (Wph) 5h (18)

r x = rW h) h - h et dans le cas de I'autocorrdIation
rp (x) -( j, xh (

h h C(x) z, (Wp-h) z (Wph) xh

11 est alors facile de ddmontrer que: h

Soit ýp(X) p h zp)12 5h (19)

- Si tine sequence est rkelle, lr r(j115 ()*(2)IDn eca de suites rdelles,

C ~rI (Wp- ) T, Wph) 5het alors rN~h = r(W ph) = rhs (13) p 12(x) h h
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Si on pose ri (Wp-h) =Al W~f IV.2. D transformfet des 2Nouene W.G,
r2 (Wph) = A2 WO"2 (20)

avec WO = exp(4) 11 est intdressant de poser:
b I(x) =n(x) +- b(x) (24)

Alors C12(x) est une foniction symdtrique si et avec n(x) =x~1/ + x34/ compos&e des sceuls
seulement si, d'aprts (14) 6l6ments neutres

-Cpl2(x) est ý coefficients reels soit

ac = a2 + 2cr o6 a f Z - b(x)= b2  xi
C12(x) est une fonction antisym~trique si et seulement * 11/4 et sN/'.
si. d'aprts (15) La p transfortn~e de n(x) est done

Cpi12(x) est . coefficients imaginaires SOIt np(x) = Wp -ho/46 + w p-hul/4) ~h
Oft =c(2+1+2ar (21) h

compwe tenu du fait que p est impair et en posant

11 est important de remarquer que 'E f1-k-1) h1 /2
si np(x)= 2 (1 -h) Wh/ nxh

C12(x) =-C 12(1/x) et r2(x) =r2)(l/x) = >h (h5
rl(x) = -rl(l/x) (22) Tous les coefficients des termes de puissance impaire
Soit r2(x) = r2)(lIx) sont nuts.

alors, de ( 12) rp(x) =rzp(l/x) =rp()Tous les, coefficients des terrnes de puissance pawre oft

e ars(2)c2 = 0p un module Ogal A 2.

Alors, d'aprbs (21). (20) et (12) La p transform~e de b(x) est done

cr 1 2r.rph = rl*p-h donc rl1x - r-lpl h
et s'dcrit apres d~veloppement

et d'aprts (15) r1(x) -rl(llx) -

bp(X)~ -h [2b0 + 2 (b, Whi +b-iWhi)I]xh
h il(26)

IV.- SRUCUR ES EQUNCE W.. -La p transform~e de b, Wx est donnee avec (25) et (26)

[V.I W(Iitiopar
b1 p(x) = flp(x) + px

Nous d~finirons tes sdquences W.G. par
IV.3. qa transformke de, la fonction de corr~lation

gl(x) = gi xi ou bj(x) = bi xi des suites W.G.

avec gie F 2 et bi (- I)gi La q transtormede de la fonicton de correlation CQx)

(31) est donn~e par
11 esi simple de montrer de C(,, 2) -(N-4) implique 4h
que b,,2+1 = -bi [7) excepte pour une valeur in de i Cq(X) = N - (N-4) Wq j

pour laquelle on d~finit les ýldments neutresbi
b,/2+in. soit puisque Wq2 ti)

11 est donc toujours possible de choisir pour les
sdquences W.G. la forme canonique suivante CCq(x) (N N- (N-4) 11I)h I ,h c-h

bj(x) = bi x'
La q transform&e est invanante ayes q.

avec les 6l6ments neutres b,,, = b3N/t. I
[a condition initiate b0  I bu/z = - I IVA4 Contraintes des p trinsform~gs des skauences
la, relation bN,, + i - bi i9 A N/4, 3N/4 (23) WG

ei laquelle correspondra De la relation (18) appliqude au cas des sequences

gl~x) i X ir~elles il vient

ch lh+ bh 12



Soit Les IA~quecfCs p~x) et q(x) sontl Lotijours

- Sihetpi h n 2 d~compos~ables de la faqon sui'.ante

-Si hest impair ch 2N -4 = Ibh 2 ~x) q'(x) + q-(x (.30)

soit d'apr~s (26) OU P'(x) P'(l/x), q'(x)= ,ix

4 sent des s'cluences paires
2 b 0+2 bi WP1 Whi + hWphi) A0 W 0  -t p'(x) = -p'(1! 5 ),q'(x) q"(ljx)

=1(27) writ des s,ýquences impaires

ob A0  2 N -4] et ct~o une foniction r~elle de h. Si on pose

~~. -'X P'1

(V.5. Structures de la souls s0auence Wx) 10 1

Les contraintes sont inipos~es sur la s~uence b(x) q'(x) = q', x' q"(x) = q' lxi

dont la p transformd.e ne comprerid que des termes de

puissance p impair. Nous retiendrons ce r~sultat pour alors

]a suite. P', = p1i = 0 Pour I = ~im~pair si N a 0 mod 8

On peut dcrre

=~x Pw -f,) qjx) = 1  Upur i = INpair si N 0 0 mod 8

ou

PWx bi xi 6 pair) P'N-i N'i WN-I) hi el

10 28 P P-I(t"I=q"N-0 - 0 si bN-i b, # 0

Q(x bi 11 U impair) P'i = P"N-i W~i = -"N-i) = biet

II i = P'N-i (q'iq'N-i) =0 si bNi -bi $A 0

et pour lesqu,211es les coefficients des p transformdcs

sont L~a tonction de correlation s'dccnt alors

(29) Cpq(x) =Cp'q'(x) + Cp~q'xW + C pq,(x) + Cp-q'(x)

-hi (~.' -Les deux derni~cs fonctions sont anti sym~trques. En

ph = E bi W 'h et lpNh= bi, W, heft
to P i P hofe

Cp'q"(x) = P'(x) q"(l/x) -p'(l/x) q"(x) -Cp'q"(l/x)

qh b ýie Nh = E 1 bh W -h Les deux premi~res fonctions sont svmcftriques.

ii p q Cpq,(Y') P= p'xq,(l) PiX) q'(X) ('p'q'( I/ x)

(:p"q"(x) =p"(%) q(I/x) P"(l/x) q(x) = Cp'q"(I/x)

puisque W,2  (1) La foniction de corrdlation cit done anbsvmdtnique st

de (27 (28) (29) il viefli done et seulement Si

P- p -qh -p-qhf C q(X) + Cp-q-(x) 0 (31)

Soit en posant Ph =Ap WO U Si Ion pose

et qh =Aq W0 arq Cp'q'Qi) CIk Ck t Cn n'(X) = Ck x

k k

A p + Aq W0 (ofq - (1p) - AP- Aq WO (a - (XP) I a condition (31) impose
c'k+ ck w V k (32)

Cette relation est vdrifi&e si, et seulement sii relation toujours vdrifis& pour k pair et pour k impair,

0(q = p + I + C d'aprts (4)

D'aports (21) il s'ensuit que la foniction de cor-relation c Ik E p'i q'i+ k et Ck = P~i q~i+k

p~riodique Cpq(x) entre les.*euences p~t) et q(x) Cit 0o to

antisymdtrique. Si la relation (32) cit v&ifi&, I/2C'k Ct l/2'Ck ont
&idcmment la nm~e pant6.



Si on consid~re les suites b(x), P(x) et q(x), d'aprts -Q'k ter~aes non nuts et pour [Cs memes raisons que

(24) et (28) pr~c~demment
b(x) comporte N -2 ternies non nuts ,A Ala pait6 de Q'k 12 (36)

2
(33)

p(x) comporte P termes non nuts:Z emsnt a efi uu cldstre '
P = N -2 si N a 0 modS p r a q si~etrep

2 o6i q", +k = 0 et Pour I* Net i+ k
car le degrd des idiments; neutres est pair44

P = X si N 0 0 mod 8 En effet d'aprts (28) (30) et (34)
2 p'i 0 et q'i+k 0 < => p~*0 et q~i~k=0

q(x) comporte Q trmes non nuts: p 1 ~0et q'i+k 0 < => pi 0Oet q'i+ ~0
Q = N siN - 0mod 8

2

Q = N -2 si N 0 0Omod 8 - Les termes nuts situos A la place des .61merus
2 neutres:

est donc toujours impair, Q es oju pi.(7
2 2 ~apparissent dans p"?,et p"3N~ si N a 0 mod 8Set

On posera P = P' + P" o4 P' et P* sont 4 4
respectivement le nombre de tCrmeis non nuts de p'(x) d'aprts (28) (30) et (35)

et p"(). q"N-+k *i 0 Si ONk 0
De m~me Q = Q' + Q" o4z Q' et Q" Sont4

respctiemen ICnomre d temesnon ulsdesapparaissent dans q"tN et q"3N si N * 0 mod 8 etresectvemntle ombe e trme nn nts es4 4
sduences q'(x) et q'(x). d'apr8s (28) (30) Ct(35)

p"Y 14 * 0 Si Ek = 0
Si on consid~re c'k, on peut distinguer 3 types de 4
termes Le nombre total de termes des deux sAequences p*(X) et

- P'k termes non nuts - q'(X) vaut donec
P'k Cst pair car p'i q'i+k = p'j+N q'i+k+d P" + Q" = 2Q'~c + Zk + 2( 1 - Ek)

2 2

Ces termes nayant que deux valeurs possibles + I ou Cke kaatmm aie 3) 3)cnusn
-I1 2 2 aatmm aid 3) 3)cnusn

P'k = 'k, + P'k- 06 P~kct P'k- sont P" + 0 -P' -0'-2 + Ck 0 ( mod 2 (38)4
respectivement les nombres de terrnes prenant la
valeur + I1et -I. Cette relation montre que Ek doit &tre invariant avec

Donc c'k = P'k - 2P'k- et connie 'k- est pair c'k12 k, ce qui implique que dans chaque doublet

A la paritd de P'k/2  I p'(,), q'(X) ) e t Jp"(x), q"(x) I la *&uence qui ne
comporte pas [Cs 6idments neutres doit Wte, soil nulle,

-Zk termes nuts par le fait qu'un seul des ternies p'l soit compitte, c'est-A-dire que tous les coefficients des

ou q'i +k = 0Oet Pour i *' Net i + k * N (34) valeurs possibles de i(io ou i 1) soient diffiftents de zdro.
4 4 Cette sdquence est done, soit symmn-trique, soil

-Les termes nuts situds A la place des 6idments neutres antisynidtrique. D'aprts (22) ['autre *~uecflC CS! done
(35) respectivement antisymetrique ou symdtnique.
*apparaissent dans p'N et p12N si N a 0 mod 8 et Les seules configurations poss:Iles sont donce

4 4
Si q'tN+k A 0 on posera Ck = I sinon on posera Ek = 0 P(X) = P(1/X) et q(x) =-q(l/x)

4
*apparaissent dans q'hl et q'I3i si N 0 0 mod 8 et 00 p(x) = -p(l/x) et q(x) =q(l/x)

4 4

Si P'N * 0 on posera fk = I sinon on posera IN 0 Cette derni~re solution Cs! impossible car p'(x) 0 0
4 ~~puisqu'elle contient bo

Le nombre total de termes des deux sdquences P'(x)et La scule solution possible est done
q'(x) vaut donc P"(x) = 0 et q,(x) = 0 (39)

P' + Q' -2P'k + Z+ 2 f k
Pour le terme c'k on distingue les memes; types de La relation (38) s'6crit alors
termes •LE~+k md

4
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soit, compte tenu de la relation (33) en posan Les propridids des stquences fl(,), P(x)' q(x) '01

fEN=O0 si N -0 mod 8 (41)

E N = I si N*O mod 8 l(xp) n(x) , fl(x2+P))= n(x) .n(x.,-p) l(x)

P= -2(1 -eN) Q 2 C-2N xzfl(xp) n(x)
2 2

ce qui entraine
f k = fEN p(X-p) = p(Xp) X2 p(Xp) p(Xp)

IV.6. Structure des s6uue-n('s W-.G. PW P) =P(XP) = P(X-P)

,I(x-p) -q(xp) X2 q(xP) = q(xP)
Les sdquences W.G. sont donc definies q0 -~p q(xp =qxp

- par leur forme canonique (23)
- Les proprietes deduites de (39)

b I(x) = bi x' bN-i= (-1)'b 4 '4

On associe A cette definition (42)

avec les 6lements neutres b, = b I~x~ j~

Les conditions initiates b0  I b, -1 b I(x) et g I(x) s'expriment donc par

(43)

b N+i=-bj VI ŽitN 3N C-
4 4 1 ( b, b2 . bq. 1, bw 1. bý.1 = (-I) N q

-b2, b,

- De (24), (28) et (39) - b b b ,bq 1 ý0 i

avcb I(x) =n(x) + P(x) + q(x) ~.. -b,
et

n(x) =X
4 + X 1 (0 g1 g?.. gi-1, gq = 0., gt, 1  =gm- + CN +I

10 1 g1 g2 .. gyi'9 = 0, g~w7  = g-',+

np(x) - Xrj h , h pair. n I 2 ob u ~ddnote le comptdment dans F21 de gj. gi + g
h

h rdel La forme canonique de g I(x) est de ta forme
Px)- Ph x h impair, Phegt (0. ,,0. GO, 1.Z, 0, Gd)

h

qpx)= h impa'r, q-h avec G gi, g2 .. m.1
h imaginaire

et ta relation 4Og-,+E.g-,+f" g

5I+ h I q 1 2 =2 N -4 (40) qui est ta sequence G inversde dont tes Cl6ments

d'ordre impair sont complementds.

d et do sont les seuences; complementees de G et GO.
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IV.7. Conclusion sur-Ilexistence et la structure d ~ on a montrd que la q transformee d'une s~quence p

9quencs W.G.permut~e est la p transforn*e d'une sdquence q
permut~e.

L'4tude developp~e dans ce paragraphe montre queLaptnsomedlauieebses ocl.I

toutes les stdquences W.G. respectent les conditions transform&e de sa p permutee, qui satisfait-donc les

prdcIentes et qu'iI nexiste pas d'autres types decodtnse r,4ai.

sequences. VA4 ProrifItA
Les seules structures possibles. de ces s*uences et
leurs propridtes gdndra~es sont d~crites. par les Les s~quences complitmentees sont des translatds de
relations (39) A (43). sqecsA66et ete ness
L~a relation (43) qui donne la forme canonique des Ues~quences p prentmnutres invlders6s. s tfii
seuences W.G. montre qu'elles sont d~tinies par N/4
- I symboles.pa

V. - PROPRIETE DES SEOIJENCE -,xP = g xip

Les propridtds des seuences W.G. se deduisent I orsodI ut ~z
directement des relations (39) 11 (43). bl(xp) =-n(xp) -p(xp) - (xp)

soit d'apr6s (41)
V.1 P~ ap j~~ jbi(xp) =t - (xp) + p(xp) + q(xp) ] Z

Toutes les permutations circulaires conservent les
propridts de la corrdIation pdriodiques des s&(uences ou c
W. G. bl(xp) =X2bl(xp) (45)

Cette propridtd est propre A toutes les seuences dans laquelle

P~~~'~ Ioqs b(xp) se ddduit de bi(xp) en complementant les
6I6ments neutres.

V.2. PropriMt 2

Le poids des sdquences W.G. est dgal ý 2. Le poids de V.S. PropriMt 5
]a partie formde par les termes pairs est dgal A 2EN et
celui de [a partie formde par les termes impairs est Les s&quences altern~es sont des s4quences W.G.
dgal A2(1 - EN). On appellera
En effet, d'aprts (29)

Ph =0 = bi I= wp - S6quences alterne'es impaires ga(xP) celles dont [a
valeur des dlftents impairs de g,(,P) est

Ih =0 = bi - q compkdmen*6e

oil wp et wq sont les poids de p(x) et x)axP giP)+()

Comb . b avec: 1(,) 'i
Wp = Wq = 0

Si N -0 mod 8 les termes neutres sont dans la suite - Les seuences alternees paires sont les s5&Wences
paire et dans le cas contraire dans la suite impaire, cc altrnes impaires compldmentees
qui demontre la proposition. ~~P ~ 5 )+ 1 x ix)+~x

V.3. ProlarifM~ avec P(x) = i

Les p permut&s gp(x) = g1(xP) de la sequence de Alors
base gl(x) sont dgalement des s&Iuences W.G. ba(xp) =(I 'n(xp) + p~xp - q(xp) (46)

En effet. on a montrd que quel que soil p, Ia p
transformde de la s*uence de base satisfaisait les
conditions de correlation.



qui donne daprts (40) V.9. Cons.4jiuences df~Es roorijjsdes sQuu=~e

IlhI m2 ph + fqh I I2N -4 f &

qui virifient les conditions spectrales des s~quences

W.G. A partir de Ia skluence de base b I(x) on peutt

ba(x) et son compJdment ;a(x) sont donc des constater que lcs s~luences

~quncs WG.bl(xp), bl(xN-p), bI(x2 P ), bj(2 -P) soflt li&Cs

VA Proriiffsimplemern Soit

Les sequences inverses gi(x-p) des s~quences gi(xp) b~)= b ' b()=b 1  j~

sont des sduences aitemn~s de gj(xp). E1Ies sot alors

Oftnents neutres inversds si N f 0 mod 8.

Sip~f N alorsN-pj'N bl(x i -P=l~P

et bl(x-p) = (x-p) + p(x-p) + q(x-p) b( P

D'aprts (4 1) bxp)=np + px)-q(xp)b(~P ba(xP) si N a 0 mod 8

b,(-p) n~x) PxP)bý(xl?) 
si N *O0mod8

fl s'ensuit en comparant avec (46) que En particulier si p

bl(x-P) = ba(xP) 
blpx 2  )= bi(x)

Si IEN =0 soit N 0 mod 8

b bl( x 2 ) = b(x )
b I(x-pj = a(xP) = x2 ba(xP)

si EN = I soit N 0 mod 8 b 1(x"- ) = ba(x) si N-wO mod 8

V.7. ProoriHt47 ba(x) si N 16 0 mod 8

VT. - EXISTENCE ET CONSiTRUCTIJON DES

123 skluences permut~es gI(xp) et gl(x2 son SEQUENCES M.G.-
6gales

La relation (27) doit etre vriftifi& quel que soit h impair.

si p f' N alors p f N Comme toute p perrnutde s*dquence W.G. est 6galement une

et bl(xp) ý r(xp) + p(xp) + q(xp) s~que WOG., il suffit que cette relation soit v~rifi6e pour
p = 1.

D'ap6 ( 1)La relation s'dcrit alors

fl(X2 P)=n(Xp) p(X2rP) =p(xp) q(xa ) q(xp)

donc

gi~P) gix~P)2b 0+ 2 X bi Wg-hI + b-i Wjhi ( 2N-41'/2 WO ao
(47)

V.8. ~PCRdita~ Les skquences peuvent azre construites A partir de cette

relation, compte tenu des propri~tts des sequences W.G.

La p permut&e de la translat&e de la forme de base

g,(x) est une permut~ce de gl(xp) Si on appelle

Soit g' I(X) =x C'g X

9'(P 1ý 'P gX)P, = #{ symboes. dgaux A bo de p(x)
P,= symtboles 6gaux ý -ba, de p(x)

Q0= symboles dgaux A eq(x)

Q,= #{ symboles fgaux -I de q(x)

p j PO - P,

q = Q0 Q- Q,
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La relation (47) impose: L~a croissance rapide du nombre de sequenices existantes
avec: N est tine propri~tt tr~s int~ressante dans les

Pour N 0 mod 2 applications.
4

(I+ 2q)2+ (2p)2 =~ (48) La figure 2 donne les sdquences q permut~es de longueur

Pou hiii 0 mod 2 28, auxquelles it faut ajouter les sdquences compi~mentrks,

Por8 et sur lesquelles on petit retrouver toutes les proprietds
(I + 2p)7 + (2q)2 = 1 (49) etan~cds pr&c~demment.

.Pour h #0 mod 2 VII. -CNLSO
16

e 2P0+ 2p,) + q 1
2 

- q2' + 2q~q2 0 (5) Les sequences pdriodiques binaires W.G. sont les seules Ii

(I + 2p,)" + 2 p2I + 2(q1 I + q2') =N 1 prdsenter tine foniction de corrtlation nulle en dehors du pic
avecp ý i + 2 2central et d'un seul d~calage. Ces fonctions de corrtlation

q = q, + q2sont les meilleures que Font puisse obtenir avec des
seuences binaires.

Les relations (48), (49) et (50) permettent de didterminer les I t otdqetuesqec rwtn e
condtios d nonexitene ds sduenes .G.caractdristiques dtait une sdquence W.G. et donc qu'il nWen

Les tableaux 1, 2, 3, donnent pour les longuetirs inf~rieures existe pas d'autre.

Aý 20 000 celles pour lesquelles ii n'existe pas de 56quences Lestuursd ssqensot ddfie tls
W.G. Ces tableaux rdv~lent qu'il existe tin grand nombre de logestrcure as desqcles seqenes pontibl ddne se les cntur

*uenes .G.avecun hoi de ongeur tn~ rihe.sont des multiples de 4. Cette caractenstique est intdressante

Le tableau 4 ý'inne tin exemple de, ces sequences pour les car elle permet d'offrir tin grand cbjix aux utilisateurs.

longueurs N/4 = 0 mod 2 infdricures 5 150. Leur non existence a di dc~terminee ,usqtiaux longuetirs
On apord ls sduenes e bae dsqulleson eut 20 000 et des exemples de sequences W.G. sont donnds.

dddure :L'utilisation de ces sdquences offre tin intdrdt certain dans

- Le s~uencs; perut~s dnt l nobre st our les problmes de radiolocalisation. de tdid6dtection et de

N- l Lbs s~te c q .p e lmte dont cn omrA stp u t~l#communication o6 les techniques de codage offrent des
N = ~ b8c .. e~ onnasolutions s~duisantes.

par la relation

a b eLe LETTI a appliqud ces techniques au sondage
ionospherique par retrodiffusion pour reduire ]a puissance

- Les sdquences compidmentdes obtenues en d'dmission utilis~e. 11 est connti que les puissances A mettre
compl~mentant les, symboles de Ia sdquence. en jeti sont importantes A cause des pentes dues A la

- Les s~quences obtenues par permutations circulaires, propagaw~n. La figure 3 repr~sente Ie progrO-s qui a 6t

par compldmentation des symboles pair oti impair et obtenti par Ititilisation des techniques de codage en deux

par tine 6criture invers~e des symboles sont contenues, d&ennies. En 1962, Ia technique impulsionnelle n~cessitait

comme il l'a dt ddmontr6, dans les s*.uences q tine puissance d'dmission de MOMk. En 1970. Ie LEMT a

permut~es oti complfment~es. mis en oeuvre, dans tin syst~me de sondeur A r~trodiffusion
monostatique, tine prernitre m~thode de codage qtii a

Chauesdqene d bse eret a ~n~aton es2 VN permis de r~duire la puissance d'dmission A 1kW.

sdqtiences de mime longuetir indiqti~es dans Ie tableau 4. Atelmncstcnqe c-etn,ýqaid
signalbruit identiques, de rdaliser ces mesures avec des

Ainsi pour :ptiissances d'dmission infidrieures A IW. Cette illustration

N =1004 2 ýt(I0o4) = 500 rdv~le Ia puissance de ces techniques que les st~qtences

N =10004 2 -P(10(04) = 4800 W. G. peuvent contribter A accroitre.

N =20012 2 't(20012) = 10004
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80 112 176 272 368 432 464 496 560 592 656 752 816 848 912 94
1040 1072 1104 1168 1232 1328 1392 1424 1520 1552 1616 1712 1744
1808 1872 1904 2000 2032 2096 2160 2192 2224 2288 2320 2352 2384
2480 2512 2544 2576 2672 2768 2832 -2864 2928 2960 2992 3056 3184
3248 3280 3312 3344 3408 3440 3472 3536 3632 3792 3824 3856 3888
3920 3952 3984 4016 4112 4144 4208 4240 4272 4304 4336 4368 4400
4432 4496 4528 4560 4592 4656 4688 4752 4784 4816 4880 4912 4976
5040 5072 5168 5232 5264 5360 5392 5456 5488 5520 5552 5648 5712
5744 5840 5872 5904 5936 5968 6032 6096 6128 6192 6224 6256 6320
6352 6416 6448 6480 6512 6576 6608 6672 6704 6736 6800 6832 6864
6896 6992 7088 7152 7184 7280 7312 7376 7472 7504 7568 7600 7632
7664 7760 7792 7e56 7920 7952 7984 8048 8112 8144 8176 8208 8240
8272 8336 8368 8400 8432 8496 8528 8560 8592 8624 8688 8720 8816
8912 9008 9072 9104 9200 9232 9264 9296 9392 9456 9488 9552 9584
9616 9648 9680 9712 9776 9872 9968 10032 10064 10128 10160 10192
10224 10256 10288 10320 10384 10416 10448 10480 10512 10544 10640
10672 10736 10832 10896 10928 10992 11024 11120 11152 11216 11312
11344 11376 11408 11440 11472 11536 11600 11632 11696 11728 11792
11888 11920 11952 11984 12048 12080 12112 12144 12176 12240 12272
12368 12432 12464 12560 12592 12656 12752 12784 12816 12848 12880
12912 12944 12976 13040 13072 13136 13168 13232 13264 13328 13392
13424 13488 13520 13552 13616 13712 13808 13840 13872 13904 14000
14032 14064 14096 14192 14224 14288 14352 14384 14448 14480 14512
14544 14576 14608 14640 14672 14736 14768 14832 14864 14896 14960
14992 15024 15056 15088 1515' 15312 15344 15440 15472 15536 15568
15600 15632 15664 15696 15728 15792 15824 15888 15920 15952 15984
16016 16112 16208 16272 16304 16400 16432 16496 16592 16656 16720
16752 16784 16880 16912 16944 16976 17008 17072 1d136 17168 17232
17264 17360 17392 17424 17456 17520 17552 17584 17648 17712 17744
17808 17840 17872 17936 17968 18032 18064 18096 18128 18192 18224
18288 18320 18352 18384 18416 18512 18544 18576 18608 18672 18704
18736 18768 18800 18832 18896 18992 19088 19120 19152 19184 19216
19312 19344 19376 19408 19472 19568 19600 19632 19664 19696 19760
19792 19824 19856 19888 19952 20048 20112 20144 20176

TABLEAU 3
Longueurs N/16 # 0 mod 2 pour lesquelles les sdquences W.G. n'existent pas

N n 20000

226 longueurs existantes

399 longueurs non existantes
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TABLEAU 4

N 12 =2 2 x3 2 8(12) - 8 S~quences de base de iongueur N/4 0 mod 2

S'!.......... N < 150

N-=.20= 22 x5 2 (2o) = 16

0(i&1O1 iO01l0t000010

N 28 = 22 x 7 2 @(28) - 2,

ci1 I;O1 iiocoiooioioooooi011

N=36--22 x3 2  2c(36)=24

Q01000011010001003110110003 iiOIDI010l

N=52=22x13 2 (52) =48

011100011111 1!0100100100010001110000001010110110110

N=60-2 2 x3x5 2b(60)= 32

,I' 11000101 1 11)!010000100100010001 1101000001101001111011•01 10

N 76 2- x 19 2 (76) 72

N 84=2 2 x3x7 24(u4)=48

"C •.. I I!I1 1. .. ý . 1'• : ý, ,1 ^1 10 011 0 00 0 00 0M i 3 fllr I I •• I c111 00 1000 11 0' 10

N 100=2 2 x52 2 (i00) 20

N 108 =22x33 2 ,(108)= 72

•'•i.: I0 11i i 10 1 'i i K1000 10! 1 1, 1?10 100010 101.1.)0 i Nil01 i ý,;'1V101 DN) C 10f0- 10 1 1 1) 10!0

N 124 =2 2 x 31 2 '(124) =120

N= 148 22 x 37 2 1(148) 144

,.111 N 1.100010000111 100000010011=1011 IC0101 $0 ,i11 |0 000000 • 00, 1, 111.1H10(,0010111,1 Wit M I 1 100110100011'il{.,:0 .
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Sequences de Golay

Sýequences r--u,1'tiphaseJ'ranck-'iv as wa.my-Gouitelar

It

N

S.ecuence bin~aire PN..Huffrnan

N

CAZAC -R POLGEk

10 ZN

SEQUENCES V G C 4 )

N /2

EIMIR.1: Sdquences parfaites et sdquerices presque parfaites.



SEQUENCE Q= I PERMUTEE/'Q t SEQUENCE Q= 15 PERMUTEE.Q'Q= 15

ieei0100000eeii1

SEQUENCE Q= 3- PERM1UTEE/Q'= 19 SEQUENCE Q= 17 PEPrIUTEE/Q'= 5

SEQUENCE Q= 5 PERMUTEE/Q'= i-f SEQUENCE Q= 19 PERMUrEE-/Q'= 3

101 10~101 00130 1088011001010

SEQUENCE Q= 9 PER1MUTEE/'Q= 25 SEQUENCE Q= 27 PEPMiUTEE/'Q= 1.

SEQ.UJENCE Q= 11 PER!MUTEE/Q'= 23 SEQUENCE Q= 25 PERMUTEE/9Q= 9

SEQUENCE Q= 13 PERMIUTEE'0'= 13 SEQUENCE Q= 2- PEPPMUTEE/Ql= 27

ieO1101011Iee1e01 teeiliol

a) Skquences

/ N/2

0 V~-(N-4)N

b) Fonction de corr~Iation
FIGURE 2

S~quence de base et q pernautkes

pour N = 28
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SI Impulse response

• -. A - -x

P"1JANct DIEMISSION so WIT

Scattering function

5oms

________ 15000km I

Impulse response Impuise response

14 'S I

ll -..... J

I~III

Scattering function 
-iei

Scaterin funtinScattering function

FIGURl..EI: Exemple d'application du codage I la technique "backscaUtter sounding'.
Repr6sentation temporelle et fonction de diffusion.



DISCUSSION

D. HAINES
Does your method of building up long codes allow the creation of both periodic (repeating 100% duty cycle waveforns) and pulsed
codes with perfect autocorrelation functions'?

AUTHOR'S REPLY
Nous utilisons la mrthode que nous avons appelke mtthode d'inpulsionb longues codies. Nous avons publii cette technique. Elt
consiste A ripartir de code sur un ensemble d'impuLsions d'*niissions entrelaces avec des phases de r~ception. Un ch2'- ludicieux
permet d'avoir une couverture exacte de la zone d'observation. Vous pouvez utiliser aussi ces codes dans des imissions continues.
We use a method which we call the encoded long pulse method. We have published this technique. It consists of distributing the
code over a set of emission pulses interlaced with reception phases. Careful selection enables correct coverage of the zone of
observation. You can also use these codes during continuous emission.

L. BERTEL
Poutez-vous pr~ciser les conditions expdrimentales (code, largeur de bande correspondante. durie d'emission) correspondant aux
ionogrammes de r(trodiffusion ou fonction de diffusion presentIs et relatifs A I'anrne 1992?
Can you specify the experimental conditions (code, corresponding bandwidth, duration of emission) for the backscatter ionograms or
the scatter function ionograms presented for 1992 ?

AUTHOR'S REPLY
Dans les exemples prisentks. pour l'annie 1992, Ics codes utilisis avaient des longueurs voisines de 500 et la bande passante utilis6e
dtait de 10kHz. L'dmission a-ierree avec des phases de r&eption 6tait constitute d'impulsions dont !a dur6e moyenne ttait de
l'ordre de 400 microsecondes.
In the examples presented for 1992. the lengths of the codes used were around 500 and the bandwidth was 10 klzz. The emission
alternating with the reception phases was composed of pulses of an average width of 400 microseconds.

F. CHRISTOPHE
Quelles sont les propri~tus des siquences Wolfmann-Goutelard en dehors de I'axe des frdquences Doppler nulles. pour ce qui
conceme la fonction d'ambiguiti?
What are the properties of the Wolfinann-Goutelard sequences outside the null Doppler frequency ais in so far as concerns the
ambiguity function?

AUTHOR'S REPLY
Cette question est tr~s pertinente mais je ne peux y apporter une riponse complete car je nai pas encore termini les calculs relatifs
5i cette question. Cependant. les caractiristiques de la fonction d'ambiguit, sont lies aux coefficients du p transformi polyn6me du
polyn6me de correlation. La r~gularit6 de ces coefficients laisse augurer son bon comportement en dehors de l'axe des friquences
Doppler nulles.
This is a very pertinent question, but unfortunately I cannot give a complete answer, as I have not yet compieted the calculations
relating to this question. However. the characteristics of the ambiguity function are linked to the coefficients of the polynomial
transform of the correlation polynome. The regularity of these coefficients leads as to believe that the behavior is acceptable
outside the null Doppler frequency axis.
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