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The use of error detecting/correcting codes in self-checking and fault-tolerant logic
design has been receiving considerable attention in recent years. In this report we
present the results of our investigation in the application of such codes. We have
developed a technique based on low-cost residue code to design arbitrary
combinational logic circuits with self-checking capability. We also proposed a
technique which allows detection of single, and up to three bits of multi-bit errors
in multi-output combinational logic circuits; the major advantage of this technique
is that the error detecting capability depends on the output bits of a circuit rather
than its internal complexity.

A technique for implementing fully testable sequential circuits from their
specifications has also been proposed. This technique eliminates the post-design
circuit modifications as used in the currently popular scan-based techniques.

It is now generally accepted that not all faults in VLSI can be implemented by the
traditional stuck-at-0/1 fault used at the gate level. To ensure realistic modeling,
a faulty transistor in VLSI circuits is modeled as stuck-open or stuck-closed. We
have developed a technique to modify CMOS VLSI circuits so that any transistor
stuck-open fault in the circuit can be detected using only single test pattern. We
also have proposed a new technique for FCMOS and domino CMOS circuits so
that they are totally self-checking for all single stuck-open and stuck-closed
transistor faults.

Since many faults in VLSI circuits manifest as unidirectional errors at the circuit
outputs, a coding scheme for detecting all unidirectional adjacent errors has been
developed. This scheme also allows correction of all single bit errors, and up to
five bit adjacent unidirectional errors.

We also proposed the constructions of a universal cell, which can function as one
of the conventional 2-input gates e.g. AND, OR or as an invertor. The cell is
tolerant of all single and certain multiple stuck-closed and stuck-open transistor
faults.

The results presented in this report will show that the objectives of the research
have been achieved. Future work in this area will be able to use these results to
develop new techniques for self-checking and fault tolerant design of VLSI circuits.
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Abstract

The use of error detecting/correcting codes in self-checking and fault-tolerant logic
design has been receiving considerable attention in recent years. In this report we
present the results of our investigation in the application of such codes. We have
developed a technique based on low-cost residue code to design arbitrary
combinational logic circuits with self-checking capability. We also proposed a
technique which allows detection of single, and up to three bits of multi-bit errors
in multi-output combinational logic circuits; the major advantage of this technique
is that the error detecting capability depends on the output bits of a circuit rather
than its internal complexity.

A technique for implementing fully testable sequential circuits from their
specifications has also been proposed. This technique eliminates the post-design
circuit modifications as used in the currently popular scan-based techniques.

It is now generally accepted that not all faults in VLSI can be implemented by the
traditional stuck-at-Oil fault used at the gate level. To ensure realistic modeling,
a faulty transistor in VLSI circuits is modeled as stuck-open or stuck-closed. We
have developed a technique to modify CMOS VLSI circuits so that any transistor
stuck-open fault in the circuit can be detected using only single test pattern. We
also have proposed a new technique for FCMOS and domino CMOS circuits so
that they are totally self-checking for all single stuck-open and stuck-closed
transistor faults.

Since many faults in VLSI circuits manifest as unidirectional errors at the circuit
outputs, a coding scheme for detecting all unidirectional adjacent errors has been
developed. This scheme also allows correction of all single bit errors, and up to
five bit adjacent unidirectional errors.

We also proposed the constructions of a universal cell, which can function as one
of the conventional 2-input gates e.g. AND, OR or as an invertor. The cell is
tolerant of all single and certain multiple stuck-closed and stuck-open transistor
faults.

The results presented in this report will show that the objectives of the research
have been achieved. Future work in this area will be able to use these results to
develop new techniques for self-checking and fault tolerant design of VLSI circuits.



1. Introduction

The problem of dealing with faults in logic circuits has become increasingly important

with the rapidly expanding complexity of VLSI(Very Large Scale Integration) circuits.

Three approaches have been adopted to cope with these problems:

i) Development of sophisticated test generation schemes:

Significant progress has been made in this area. Several automatic test generation algo-

rithms, which can generate tests for unpartitioned combinational logic circuits compris-

ing of more than 50k gates have been proposed. However, test generation process can-

not eliminate the root case of the problem e.g. the improvement of controllability and

observability of complex logic circuits.

ii' Design for Testability:

The objective of this approach is to apply certain design rules and/or add additional

hardware to the original design so that it can be easily tested. However such techniques

result in the increase in the physical size and reduce the yield. Furthermore, additional

delay is introduced thereby reducing the overall performance of the circuit. In general,

design for testability techniques result in significant reduction in test generation costs

measured in terms of reduced test generation and fault simulation time.

iii) Built-in-self-test:

The major problem with popular design for testability techniques e.g. scan path, LSSD

etc is that the circuits designed using these techniques cannot be tested at normal speed

and also reqv long test times. In an attempt to overcome these limitations, another ap-

proach kno S 8IST (Built-in-self-test) has been developed. This approach allows

generation oI'P-0 vectWrs inside a chip and also has the facility to compress the re-

sponses to test patterns into a unique signature. The mismatch in the expected and the

actual signatures indicate the presence of a fault in the circuit.

The major disadvantage of the above mentioned approach is that they are unable to cope

with transient/intermittent faults, which are emerging as the dominant failure mode in



VLSI circuits. Current test strategies are incapable of coping with this type of fault since

these test techniques whether used off-line or implemented as a BIST scheme, are based

on the assumption that only permanent faults, resulting from defects in manufacturing

process, occur in circuits. The characteristics of intermittent/ transient fault require a test

strategy which continuously monitors the operation of a circuit so that if a fault occurs it

can be detected during the normal operation of the circuit. This is known as on-line or

concurrent checking.

A basic approach to concurrent checking of logical operation is to utilize fully dupli-

cated logic circuits and compare their outputs. However, while the effectiveness of the

technique is well-understood, it requires a large increase in the complexity of the cir-

cuitry and therefore, the area on a chip. An alternative strategy is to use coding tech-

niques for concurrent checking of logical operation in VLSI chips.

The basic idea of error-detecting codes is to add extra bits to information bits so that i

errors occur they can be detected. These additional bits are called check bits. A good

error-detecting code will allow multi-bit errors to be detected in information bits. If the

check bits allow unique identification of the bits in errors and the original information

bits can be reconstructed, the error-detecting code is then not only capable of error de-

tection but also error correction. The cost-effectiveness of any error-detecting code re-

quires that the detection of the given number of errors be achieved with the minimum

number of check bits. The cost of error detection depends upon the complexity of the

checking hardware, and the time required by checking logic to determine whether any

error has occurred.

A wide variety of codes are available for possible use in concurrent checking. For exam-

ple, parity cod* are suitable for random error detection. It is a code that uses a single

check bit cl4 ,rpiay bit. The parity bit is determined by the oddness or eveness of

the number of Is contained in the information bits. The advantage of using a simple par-

ity check is that the information bits in a codeword can be processed without decoding.

However, it can detect only single bit errors and cannot correct errors. If a double bit

error occurs in information bits, the parity is unchanged leaving the error undetected.



Another error-detecting code is the m-out-of-n code, in which all valid codewords have

exactly m Is and (n-m) Os. Such codes are non-separable code because information is

embedded in the codeword with redundancy, and cannot be obtained without using a

special decoder circuit. The m-out-of-n codes are useful because of their ability to detect

unidirectional multiple errors. Unidirectional errors occur when all the bits in error in

information bits appear to undergo either a 1->O transition or a 0->l transition; there is

evidence that in VLSI chips short circuit faults, power supply line failure etc can cause

unidirectional errors.

Another type of error detecting code is the Berger code. Such a code consists of I infor-

mation bits and C check bits, where

C = rlog2(1+l)1

Thus, the total number of bits in an encoded word is I + C. The complement of each bit

of the binary representation of the number of I s in the information bits constitute the

check bits. For example, if the information bits are 1011010, check bits will be 011.

Hence the Berger code of 1011010 is 101 101d 011.

The residue code is another type of separable error detecting code. The residue represen-

tation of an integer N can be written as

N=Im+r r> 0

where m is the check base, I is an integer. Thus,

r = N mod m

In residue codes the information bits are considered as the binary representation of an

integer N. The check bits also constitute a number C. The length of the check bits is

Flog 2mlOne y of residue codes known as low cost residue code has found applica-

tions in on-line error checking in arithmetic operations. A residue code is called a low-

cost residue code if the modulus m can be written as

m = 2P - I

where p > 2 is the number of check bits. Al! characteristics of the residue number system

also apply to low-cost residue codes.
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-- We have developed several techniques for reliable circuit design using error detect-

ing/correcting codes. These techniques are discussed in the following sections.

2. Self-checking combinational circuit design using low-cost residue code

Low cost residue codes have been applied for on-line error detection in arithmetic circuits and

PLAs. Currently no general techniques for designing arbitrary combinational circuits

with self-checking capability are available. We have developed such a technique based

on low-cost residue code (mod 3). In this technique, two residues of the output pat-

terns(information bits) of a circuit are calculated. One residue is derived from the input

pattern of the circuit so that it automatically becomes the correct residue of the output

pattern corresponding to the applied input pattern. The other residue is directly calcu-

lated from the output pattern. Any mismatch between the two residues indicates the

presence of a fault in the circuit. A set of logic design rules has been developed which

guarantees that a circuit will produce a wrong residue in the presence of a fault. The

self-checking design technique has been presented in a paper at the 1991 IEEE VLSI

Test Symposium. A copy of the paper is attached with appendix A.

3. Technique for stuck-open fault detection in CMOS

It is now generally accepted that not all faults in VLSI logic can be implemented by the

stuck-at-0 and stuck-at-I fault models used at the gate level. To ensure realistic model-

ing, faults should be considered at the transistor level. A faulty transistor can be mod-

eled as stuck-open or stuck-closed.

The major problem with the stuck-open fault is that it forces a combinational circuit to

behave as a sequential circuit and hence exhibit memory like property. In other words,

the circuit output depends not only on the current inputs but also on the past inputs.

Testing for a stuck-open p-transistor(n-transistor) requires presetting the output node to

logic 0 (logic 1) via an initializing input pattern and then applying a test pattern that es-

tablishes a conducting path to reverse the state of the output node to logic I (logic 0). In

other words, a two pattern test strategy has to be used to detect stuck-open faults. The

output node changes only if there is no stuck-open fault in the selected conducting path.

We have developed a technique to modify CMOS circuits so that any transistor stuck-

- 4



open fault in the circuit can be detected using only single test patterns. Two additional

transistors and an additional input line are required for this purpose. A paper describing

the technique was presented at the 1991 Asilomar Conference, held at Pacific Grove,

CA. A copy of the paper is attached with appendix B.

4. Fault tolerant universal cell:

We have proposed the construction of a universal cell designed from NMOS and PMOS

transistors. Such a cell is tolerant of stuck-closed or stuck-open faults, and can function

as one of the conventional two input gates e.g. AND,OR or an INVERTER. The cell is

also tolerant of multiple stuck-closed faults provided there is no more than a single fault

in the same path. Multiple stuck-open faults are masked if there are no faults in one of

the two signal paths driving the output. The proposed cell design has been published in

the International Journal of Electronics (vol. 72, No. 3, 1992). A copy of the paper is

attached with appendix C.

5. Self-checking CMOS circuits for stuck-on and stuck-off faults:

Self-checking can be defined as the ability to verify automatically whether there is any

fault in the circuit without applying any external test stimuli. Self-checking circuits are

very desirable for highly reliable system design, since all faults from a given set would

cause a detectable, erroneous output. We have developed a new technique for designing

single stage fully complementary metal oxide semiconductor (FCMOS) and CMOS

domino logic circuits so that they are totally self-checking for all single stuck-off and

stuck-on faults. The technique involves the encoding of the output of the circuit in an

error detecting code. CMOS circuits designed using the technique have two outputs.

Two of the combinations (01,10) are considered to be valid codewords. The circuit is

augmented such .hat any stuck-off(stuck-on) fault in the modified circuit produces a

non-valid output II or 00, thus ensuring automatic fault detection. Two papers describ-

ing the technique have been published, one in Proc. IEEE 1992 VLSI Test Symposium

and the other in IEEE Journal of Solid-State Circuits (August 1992). Copies of these pa-

pers are attached with appendix D.
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6.Concurrent checking scheme for single and multibit errors in logic circuits:

With the increase in the complexity and density of VLSI chips, transient/intermittent

faults have emerged as the dominant failure modes in VLSI circuits. As mentioned pre-

viously existing off-line test strategies cannot detect these types of faults since they have

been designed to detect permanent faults. Concurrent checking circuits which require

continuous monitoring of circuit outputs, can detect transient/intermittent faulh as they

appear. We have developed a technique for designing circuits with concurrent checking

capability. This technique allows the detection of the following errors in the circuit:

i) all single bit errors

ii) all double bit errors(unidirectional and bi-directional)

iii) all triple bit errors are detected

Although this technique has been applied to circuits with upto 8 bits, it can be extended

to higher output circuits by taking higher check base as long as the design tales are satis-

fied. The major advantage of the proposed technique is that the error detecting capability

is based on the output bits of a circuit rather than its internal complexity. As long as a

fault in a circuit corrupts an output pattern i.e. produces single or multibit error, the

probability of its remaining undetected is very low. A paper describing the technique

was presented at the 1992 IEEE VLSI Test Symposium. A copy of the paper is attached

with appendix E.

7. State assignment technique for fully testable sequential circuit design:

A technique for implementing fully tetable sequential circuits from their specifications

e.g. state transition graphs has bee't: proposed. This technique eliminates the post-design

modifications as in the currently popular scan based technique. We use m-out-of-n code

for representing the valid states of a circuit. If the implementation machine correspond-

ing to a specification machine of P states require n flip-flops, the total number of states

6



Q = 2n . If an m-out-n code is used to represent the P states, the required number of

flip-flops can be determined from the following inequality:

(n-i)! p n!

m!(n-m- 1)! m!(n-m)!

While assigning codewords to P valid states, those states that have identical output(s)

are assigned codewords of distance 2d (d >1). However, the number of states which

have same output should be less than or equal to [n / 2] . The invalid states (=Q-P)

will have don't cares as next states, but their outputs should differ from that all P valid

states i.e. they should be assigned a unique output value. In order to maximize the num-

ber of codewords in m-out-of-n code the best value of m is [n / 2] . At most three

additional flip-flops with associated driving logic, and one extra output line are needed

to implement sequential circuits of arbitrary number of states. A paper describing the

technique has been accepted for presentation at the 1992 International Conference on

Microelectronics to be held at Monastrir, Tunisia. A copy of the paoer is attached with

appendix F.

8. A coding scheme for burst error detection and correction:

Errors in computing systems are caused by faults in the components. A number of cod-

ing techniques have been proposed over the years to detect and/or correct errors in mem-

ory systems, logic circuits and arithmetic circuits. In general single error correct-

ing/double error detecting Hamming codes have been used in the memo-ry systems.

whereas residue codes have been used for error detection in arithmetic circuits.

It has been observed that various faults in VLSI devices manifest as unidirectional errors

at the output of a device. Burst errors i.e failure in adjacent bits are also common in

memory systems. Two important classes of all unidirectional error detecting codes

(AUED) are Berger code and m-out-of-n code.

- 7



We have developed a new coding scheme for detecting all unidirectional adjacent errors.

The scheme also allows correction of all single bit errors, and upto five bit adjjcent uni-

directional errors.

The following definitions will lan.r bL used to coi~struct the proposed code:

Definition 1:

The residue weight of an information bit is the residue of the binary weight of the bit in

mod m, where m is the selected check base. If mod 13 is selected as the check base,

there are 12 residue weights.

1 2 4 8 3 6 12 11 9 5 10 7

Definition 2:

The residue complement (rc) of a valid residue weight r is rc = m-r, where m is the

check base.

For example if modl 3 is selected as the check base, the residue weights from 7 to 12 are

complements of 6 to I respectively.

Definition 3!

Two residues are said to be unique if they are not the same or complement to each other.

For example two residue weights a and b are unique if and only if a = b = a - b where m

is the check base.

Example: mod 13 has 6 unique weights from I to 6.

Derfiition 4:

A group can consist of at most four elements, and should be constructed in such a way

that the resido of the sum of any two adjacent elements should be greater than zero.

Also the residue of the sum of all four elements in the group should not be equal to zero.



,, Definition 5:

Two groups are adjacent to each other if and only if the residue of the sum of last two

elements in the first group and the first two elements in the other group is not equal to

zero

Coding Scheme:

We assume that the number of information bits k is equal to 2i (where i=3.4,5..). and the

check base is m (=2i+l -3). The no of unique residue weights for such a check base m is

[m/2]. Table 1 shows the check base and the corresponding unique residue weights for

various lengths of information bits.

Information bits Check base No. of unique residue weights

8 13 6

16 29 14

32 61 30

64 125 62

Table 1: Number of unique residue weights corresponding to the check base.

In this section we propose a new coding scheme which has k information bits and c

check bits. The c check bits consist of two fields R and X. The R-field consists of

(log 2k+2) and the X-field has [5.2log2 k-4 1 bits (see Appendix G). Table 2 shows the

number of check bits in R and X fields against the number of information bits. In the

R-field (log 2k+I) bits are used to represent the residue of the information bits, the re-

maining bit represents the parity over the (log 2k+l) bits or a subset of these bits. Table3

shows how this parity bit is calculated for words of varying information bits. For exam-

ple, in case of 8-information bits 13 is the check base. Four bits b3,b2,bl and bO are

needed to represent the residue of the information bits. The parity bit i.e. the fifth bit in

the R.field is obtained by ex-oring the bits b2 and b3.



Information bits Check bits Total Check bits

R field X field

8 5 3 8

16 6 5 11

32 7 10 17

64 8 20 28

128 9 40 49

Tab!e 2: Number of information bits and the corresponding check bits

Information bits R-field

No of bits needed for parity bit

residue representation

8 b3 b2 bl bO over b3 & b2

16 b4 b3b2 bl bO overall bits

32 b5 b4 b3 b2 bl bO over bl,b2,b4 & b5

64 b6 b5 b4 b3 b2 bl bO over all bits

Table 3: Generation of Parity bit in the R-field

1()



The code construction is based on the following lemmas:

Lemma 1:

All errors in the information bits will be detected if the check bits regenerated from the

corrupted data are different from the original check bits.

Proof:

Let X be the original data and Y be the derived check bits. Let Z be the modified data

due to change in one or more bits in the original data and Y' be the derived new check

bits. If Y xor Y'= 0, the error cannot be detected. Thus in order to detect all errors, Y

must be different from Y'.

Lemma 2:

An error(s) in the information bits can be corrected if the check bits in the presence of

this error, is different from the check bits produced due to any other error in the infor-

mation bits.

Proof:

Let X be the information bits and Y be the check value. Let YI,Y2...YN be the check

bits due to th~pr~wnce of different combinations of errors in the information bits. Since

Y 1, Y2 and YN are unique, the syndrome patterns for these errors will be unique, hence

all these errors will be corrected.

11I
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Lemma 3:

If the residue of certain information bits is R, and the residues RO and R I for error pat-

tems eO and el respectively, are complementary, then eO and el can be corrected if they

have a common bit.

Proof:

Assume two - multibit error patterns in the information bits xOx I x2 .... xn, which have

adeast one bit in common. For example, let us assume two possible unidirectional error

patterns eO and e 1 with xO bit being common:

eO = xO xl x3 x5

el = xO x2 x4 x6

The residue for e0 and el are RO and RI respectively:

RO = (rO+rl+r3+r4) mod m

RI = (rO+r2+r4+r6) rood m

where rO, rl, r2, r3, r4, r5 and r6 are residue weights of bits xO, xl, x2, x3, x4, x5 and

x6 respectively.

Since by assumption, RO and RI are complement to each other, R0+R I = m.

If one of the two error patterns occur in the information bits, then the erroneous residue

R' can be one of the following:

case i:

R' -R+ RO orR' = R- RI

case ii:

R'= R+ RI orR'= R- RO

- 12
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oO Since the values of R and R' are known, the original residue can be reconstructed by

adding RO or substracting RI from R' in case i, and adding RI and substracting R0 from

R' in case ii. The common bit xO will be either 1 or 0 in the presence of one of the error

patterns. If it is 1, we can substract RO or R 1 from the erroneous residue. i.e. R,' and if

xO is 0, we add RO or R I to R'. Therefore based on the status of xO bit the erroneous

patterns can be uniquely identified as shown below:

case i: If R = R' - RO or R = R'+R 1, and

-0 - xOxlx3x5 are erroneous

common bit xO

=1 - xOx2x4x6 are erroneous

case ii: If R = R'- RI or R = R'+RO, and

-0 - xOx2x4x6 are erroneous

common bit xO

=1 - xOxl x3x5 are erroneous

Hence the error patterns eO and e I are correctable. QED.

Code Construction:

The proposed code is constructed using the following steps:

(i) Assign k residie weights corresponding to the selected check base. m, to the k infor-

mation bits. These weights are obtained by calculating the residues of the decimal

weights 20 to 2k-1.

(ii)The residue weights corresponding to the k information bits are partitioned into

5.2i-4 groups such that each group has a minimum of 2 elements and a maximum of 4

elements.

(iii) Elements in a group, G, can be selected in the following manner

13
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case a:

If two elements a & b are placed in a group (a b),

select any two elements from the k-residue weights for a & b.

case b:

If three elements a,b & c are placed in a group ka b c),

select any residue weights for a & b. The residue weight for the third element c should

be selected such that

residue (a+b) = m - residue (b+c)

case c:

If four elements a, b, c & d are placed-in a group (a b c d),

select a b c d such that they will satisfy one of the following conditions

residue (a+b) = m - residue (b+c)

residue (b+c) = m - residue (c+d)

residue (a+b) = m - residue (a+b+c+d)

residue (b+c) = m- residue (a+b+c+d)

residue (c+d) = m - residue (a+b+c+d)

Form as many groups as possible which satisfy the above cases, provided the same resi-

due weight is not present in more than one group.

(iv) Order the groups such that

a) the neighboring groups are adjacent

b) the residueW' the sum of two consecutive bits in a group should not be the same as

the residue of the sum of two consecutive bits in any other group.

c) all residues corresponding to the sum of the last two bits in one group and the first

two bits in its adjacent group should be different and should not be equal to the residue

of the sum of two consecutive bits obtained in substep (b).

14



d) two residues obtained in substeps b and c can be complementary to each other if they

share at least one common bit.

Example: Consider the grouping (a b c) (d e f) (g h)

substeps b & d: the residues (a+b) mod m, (d+e) mod m and (g+h) mod m should be

unique, whereas the following residues can be complement to each other:

(a+b) mod m and (b+c) mod m

(d+e) mod m and (e+h) mod m

substeps c & d: the residues (b+c+d+e) mod m and (g+h) mod m should be unique.

Residues (b+c+d+e) mod m and (e+f+g+h) mod m can be complement to each other.

(v) Determine the parity of each group, it represents a bit of the X-field.

(vi) Determine the R-field.

Let us illustrate the code construction procedure by considering k= 8 and check base of

mod 13.

bits d7 d6 d5 d4 d3 d2 dl dO

binary weights 128 64 32 16 8 4 2 1

residue weights(modl3) 11 12 6 3 8 4 2 1

Steps i-iii: one possible grouping is

GI G2 G3

(2 6) (11 124) (318)

Step iv: a possible assignment of residue weights to the information bits is

d7 d6 d5 d4 d3 d2 dl dO

2 6 11 12 4 3 1 8

- 15



Consider an 8-bit binary pattern as shown below

d7 d6 d5 d4 d3 d2 dl dO

1 0 0 1 0 0 1 0

residue weights 2 6 11 12 4 3 1 8

Step v: X-field is derived as follows:

x3 = d7 xor d6 = I xor 0 = 1.

x2 = d.5 xor d4 xor d3 = 0 xor I xor 0 = 1.

xl = d2 xordl xord0=0 xor 1 xor0= 1.

Therefore X-field is x3 x2 xI = 11 1

Step vi: residue of the information bits= (2+12+1) mod 13 = 2 = (0 0 1 0)2 = (b3 b2 bI

bO)

Parity bit in the R-field = b3 xor b2 = 0 xor 0 = 0.

Therefore R-field is b3 b2 bI bOp = 0 0 10 0

A he check bits are appended to the information bits so that all the unidirectional errors

upto 5-bits (including the check bits) are corrected. Check bits are appended to various

information bits as shown below.

8- bit information (d7-dO)

(bl b2 x2 x3 b3) (d7 d6) (d5 d4 d3) (d2 dl dO) (xl p b0)

check bits groupl group 2 group 3 check bits

d7 d6 d5d4d3 d2dIdO

residue weights 2 6 11 12 4 3 1 8

" " : -.t I I I I16
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Correction Algorithm:

Let (dk-I ...... didO) be the information part, xI .... x5.2logk'4 be the X-field and

bO .... bllogkI p be the R-field in the received word.

1) Find the xor field, x', from the information bits of the received word, and take the xor

of x and x'

dx = x xor x'

2) Find the residue value, r' and the parity bit p', from the information bits. Substract r'

from r, and xor p and p'.

dr=r-r' and dp=pxorp'

3) If dx = 000..0 and / or dr = 0 and / or dp = 0, the presence of an error(s) in the infor-

mation bits, or in the residue and / or the xor field is implied.

Tables 6 shows the dx, dr and dp values and the corresponding erromeous bits for the

(16,8) code.

xor field (dx) Difference between par Erroneous bit(s)

expected and actual (do) (unidirectional)

residue(dr)

8(5) 0 d7d6

10(3) 0 d5d4

3(10) 0 d4d3

4(9) 0 d2dl

9(4) 0 didO

5(8) 0 d7d6d5d4

000 7(6) 0 d4d3d2d1

- 17



.4

0 1 p

4(9) 1 b2

8(5) 1 b3

1(12) 0 bO

2(11) 0 bl

6(7) 1 bIb2

1(12) 1 bOp

2(11) 0 d7

6(7) 0 d6

100 3(10) 0 d6d5d4

1(12) 1 xlb0p

10(3) 1 xlbOpdOdl

0 1 xlp

9(4) 0 dOdIxI

9(4) 1 dOdIx1p

0 0 xl

11(2) 0 d5

12(l) 0 d4

4(9) 0 d0

010 1(12) 0 d5d4d3

6(7) 0 d7d6d5

18



8(5) 0 d3d2dl

4(9) 1 b2x2

6(7) 1 b I b2x2

0 0 x2

3(10) 0 d2

1(12) 0 dl

8(5) 0 dO

001 12(1) 0 d2dldO

6(7) 0 d4d3d2

8(5) 1 x3b3

3(10) 1 x3b3b7b6

0 0 x3

4(9) 0 d6d5

110 7(5) 0 d6d5d4d3

7(5) 0 d3d2

3(10) 0 d3d2dldO

0 0 x2x3

4(9) 1 x2x3b2

8(5) 1 x2x3b3

011 6(7) 1 x2x3b2bi

12(l) 0 x2x3b2b3

-. 19.



1(12) 0 x2x3b2blb3

3(10) 1 x2x3b3d7d6

8(5) 0 xldO

12(1) 0 xld2dldO

101 12(1) 1 xld2dldOp

8(5) 1 xldOp

9(4) 1 xld0pbO

10(3) 1 x3b3d7

10(3) 0 d6d5d4d3d2

111 10(3) 1 x2x3b3d7

1(12) 0 b2x2x3b3d7

Table 4: dx, dr, dp fields and the corresponding erroneous bits for (16,8) code.

9. Conclusion:

In this project we have investigated the use of error-detecting codes in self-checking logic de-

sign. We also proposed the design of a universal fault-tolerant cell. In addition a coding tech-

nique for detecting and correcting unidirectional burst errors has also been proposed. So far the

work has resulged in two journal papers and five refereed conference papers. Five students have

completed their MS theses during the three year project period. The titles of thee theses

are given below:

1. Application of residue code in automatic error detection and correction in logic cir-

cuits. (F.Busaba, 1990)
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2. Self-checking and self-correcting design using sepaxable codes. (Z.Xie, 1991

3. Novel coding techniques for single and multi bit error detection and correction.

(K.C.Yarlagadda, 1991)

4. Testable and self-checking design of CMOS circuits. (M.S. Cheema, 1992)

5. State assignment techniques for fully testable and totally self-checking sequential cir-

cuits. (X.Ma, 1992)

Research in this area has resulted in the identification of two topics which need further

investigation:

1. Enhancement of off-line testing using checkers

2. A design methodology for self-checking CMOS circuit design.

In a self-checking circuit the output is a codeword in the absence of a fault from a given

set. The checker circuit produces a non-codeword if the output of the functional circuit

is a non-codeword or the checker circuit itself has a fault. Although a checker is in-

cluded specifically for on-line monitoring of the functional circuit output, it can also be

used during off-line testing. If the output is not a codeword, then the circuit can be con-

sidered to have a fault and further testing is not necessary. On the other hand, if the out-

puts of a functional circuit are all codewords, the absence of a fault cannot be guaran-

teed; this may happen if a circuit has more than one fault and the circuit is not fault

secure in the presence of multiple faults. Thus, conventional off-line testing will still be

necessary to detect the presence of faults. The focus of the research should be how to

augment the functional circuit such that the output values, in response to test inputs, can

be compressed into a unique pattern. After the pre-determined input patterns have been

applied to the functional circuit, the compressed output response can be shifted out for

comparison with a reference value. Thus, even if the functional circuit produces correct

codewords in presence of a fault or a set of faults, the compressed output response will

indicate the presence of the fault.

As far as we are aware, no general methodology is available for self-checking CMOS

circuits. The focus of our research will be to extend the concept of self-testing and

21



fault-secureness to both static and dynamic CIMOS circuits. We have shown that self-

checking at the transistor level is feasible. However, so far we have considered only

single-output complex CMOS gates. Our next objective is to study techniques of aug-

menting sequential circuits implemented in CMOS so that they will be totally self-

checking for the important class of CMOS defects i.e. breaks and stuck-on transistors.

One important consideration will be to use minimum number of additional transistors

and/or input lines.



Appendix A

23



An approach for designing self-checking logic
using residue codes

P.K.Lala, F.Busaba, K.C.Yarlagadda
Department of Electrical Engineering

N.C. A&T State University, Greensboro.N.C.27411, U.S.A

Abstrac,): Self-checking circuits are typically des-greo, using

It is generally agreed now that the major portion of faults coding techniques [2]. The basic approach is to design

in logic system are not of permanent nature. Current the circuit so that it produces a valid codeword in ,he

testing strategies are incapable of detecting non- absence of a fault; in the presence of a fault !he output

permanent faults. The characteristics of such faults pattern contain , erroneous bit(s), thus producing a non -

requires that logic circuits be designed in a way so that if valid codeword.

there is a fault in the circuit, its effect will be detecwed Several error detecting codes e.g. parity code, Berger

during the normal operation of the circuit i.e. the circuits code. m - out - of n code and residue codes have been

be self-checking. In this paper we propose two rules considered for application in design for on -line testing.

based on the mod 3 residue coding scheme for designing In this paper we present a new approach for desrgnirg

circuits for on-line error detection. combinational logic circuits using resid,;e codes.

Traditionally, residue codes have been used for chiecking

1 .Introductlon arithmetic operations such as addition.multipiication etc

Concurrent or on - line testing of VLSI circuits are Such codes allow the derivation of check bits of an

becoming increasingly popular because of the limitation operation directly from the operands. It ,'as teen

of the current built - in - test schemes and off - line demonstrated that low - cost residue codes car be

testing. Periodic off -fine testing may be used to ensure incorporated into VLSI circuits for on -line detec:,cr of

detection of permanent faults, but is not effective permanent and transient errors [3]. however. so far the

against temporary i.e. transient / intermittent faults, application of residue codes have been restricled to

which are emerging as the dominant failure mode in VLSI common types of devices e.g. multipliers. ALU etc. As

circuits (1]. On-line testing, on the other hand, enables far as the authors are aware, no work has been reported

the detection of error(s) due to permanent as well as so far to find design rules for implementing circuits so

temporary faults. In general, on - line - testing is possible that the residue of an output pattern of a circuit In the

if only a circuit has been designed in as way so that it p esence of a fault(s) will be different hern ,,hat oý ;!e

can determine during its normal operation whether it fault - free output pattern. This is extremely mocr.an..

contains a lault or not i e if the c!rcuit is solfchecking otherwise many faults will be masked becusp an o.'.J,

Paper 9.2 1991 IEEE VLSI Test Symposiumr
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pattern in the presence of a fault may be different form pottern A two rail checker compa'es ite t',o rin.,Je

the lault - free response, but the corresponding residues and produces a ton - codeword t e 00 or e

could be the same. In this paper, we present two design residues are not complements of each ct,3r

rules which will eliminate this problem in combinational

logic circuits, thus making the circuits self-checking for In order to understand how mod 3 resioue code can t•e

single bit error(s). used in error delection, let us consider a com:in2:onal

1 circuit, with integers Z and Z' represent-g !he tault - 1,ee

2.Overview of self - checking design using and faulty output pattern respectively corresponding to

mod 3 residue code an input pattern, then Z' - Z m ± w

* The residue number system and its properties are well If w mod 3 * 0. a single error or a multi bit error is

documented f4]. In this section we briefly discuss the associated to be present in the output pattern Howeve,.

properties of low - cost residue codes. A residue code is w mod 3 . 0 does not necessarily mean !'0a3 a c 0,.'

called a low - cost residue code with check base or pattern is error free, this 's because w could be a p e

modulus m if and only if m - 2P"1, p a 2, where p is the of 3, even though Z' and Z are not equal, thus maskng

number of check bits. In the paper, we would assume m - the presence of error(s) in the output pattern. To

3. The main features of mod 3 residue code are as illustrate this, let us assume that the fault - free output o1

follows: a combinational circuit for a particular input pattern is,

i. The check bits in a codeword are only two bits. f3 f2 fl 10 - 10 0 0 0 8

Suppose the presence of a fault in the clrz:,, a..e. s Ile
ii. The residue of 21(mod 3) is 1 if i is even and 2 if i is odd.

Fig. I illustrates the basic scheme for using mod 3 output pattern so that

f 312fl O I I1 0 1 1 = 1

residue code in on- line testing of arbitrary combinational Thus, w + 3 •11 8) . 0 ( mod 3), hence 1-e 'aj!*

circuits. The residue generator I is used to generate the cannot be detected. However, by proper "distrnbu•',or" o

residue of an output pattern from the input pattern the outputs, the fault can be detecled. The div, :!
producing this output. The residue generator 2 generates corresponds to changing the posion o1f cel"1ain bil"s)

the complement of the residue directly from the output

- Mod 3 Residue
Combinational outputs Generator 2

nputs Circuit

Mod 3 Residue 011- _r.cGenerator 1 jw Two-ra I o iI i U^ jr correct
G-IComparator 11,00 otherwise

Fig I. Block diagram of self-checking circuit

Paper 9.2
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hence the weight(s). in the output pattern. For example, Defnition A set of outputs, F, form a cisef i lo~

if we distribute the output bits as exists a single fault that Can be propacja,,ea aj,

f3fl f2f0~ O 1000 a8-2mod3 elements of the set at the same time.
the same assumed fault will change the output pattern to intn.Acusetaths lmnsSdrce y

Q1f1 f2f01a 10 1 a 13-1I mod 3. Gi.

As can be seen ,the distribution of the output bits has For example, the outputs to, fi and f2 in Fig 2 can be in

resulted in different residue, indicating the presence of a one cluster G3, since a stuck-at-I lajii at, A is

tault. propagated to all of them. Similarly, '2 and f3 lorm a

The above example is straight forward in the sense the cluster G2 because a stuck-at-i fault at 0 is propagated

distribution of the outputs can be done intuitively; for to both outputs. Note that G2 is a sub-cluister of G3

circ'jits with more than tour outputs, the problem Example 1:

becomes more complicated. In the next section, we As can be seen In Fig- 2, a faunt at 0 carn propagate !o f2

present two design rules for eliminating this .problem, so and Q3. Suppose the fault-free output is-

that any single error or unidirectional multi bit error can f3Q 121110 - 0011 .0 ( mod 3

be detected on - line. Ift D is studk-at-1, the output will be

Q f2 flf0.a' 1ti.0 ( rnod 3.
3.Ruies for self-checking design The residue of the output does not cmange becau~se

Before presenting the rules, we need to define certain cluster G2-(f2 f13) adds 3, to the original residue, This is

terms. because starting fromn bit 0, an even bit contributes C and

!A NnD-A

I I ig. Car~intionl Cicui
I, OR

PaperAND
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I
an odd bit contributes 2 to the residue. Thus, bits fO.tt2 bit locations in order to produce wrong

and f3 contribute 1,2.1 and 2 respectively to the residue, residue in the presence of a single fault.

The following lemmas suggest how the output can be The rationale behind this ruie •s as 10o10w'

i distributed to avoid masking of fault(s). Since the fault affects two output bi's, the new

Lemma I residue,r', will be the additon (or subtracticn) ct a

The elements of a cluster Gi have to be distributed in number I to the original residue, r. Two odds bits or tv-.o

such a way so that the residue of the output pattern will even bits will add to or subtract from the original residue

not be equal to a number which is a multiple of 3, in the 1(.(2+2) mod 3) or 2 (.(1+1) mod 3) respecltveiy. Thus r

presence of a fault. will be different from r. On the other hand, it one cf t~e

Proof: Let us assume that a fault create either a single bits is odd and the other is even, then I -C(. (1÷2, "'oc

bit error or a unidirectional multi-bit error at the output. 3), thus r = r', and hence the tault will not Ope delec'ed

Let r be the residue of an output pattern in the fault-free Let us illustrate the use of the rule. In Fg 2. we nole t"•a

circuit. If a fault affects a certain cluster G, the output cluster G2 - (02 f3) has its elements distrfbu'ed is one

bits in the cluster will either change to all is or to all Os. even and one odd. Thus fault D s-a-1 coes not cnarn;e

thus adding to or subtracting from r a certain number I. the residue. ff. however, f2 anid !3 are redistributed in ,te

The new residue, e, is following order, f3 fI f2 M0. (i.e. f0.2.Jlf3 have weigtvs

re, r ± I mod 3. of 1.2,4,8) the residue for the error-?ree ou'put pattern.

If I is a multiple of 3. I mod 3 will be zero, leaving r and for the pattern in presernca of the fault D s-a-1 wilt oe

unchanged. Thus, the outputs have to be distributed in 2 and 0 respectively. Thus. -!e fault can be ce'ec'r.C

order to make I mod 3 * 0, which in turn makes rar'.

0.E.D. In mufti-output circuits, it is possible for lault to affect

more than two outputs i.e. there could be cluste,s

Lem1.2: containing three or more eleeonts. To illus'rate, let LS

Cluster G1 i.e a cluster with a single element i will consider the following possibi;¶ies in Fig 2.

produce wrong residue if bit i is erroneous.

Proof: If i is erroneous the new residue r' is 1. If B - C - 0 - 1, the tau:! is masked r•eca'.se '1 2.

r' -r ± mod 3 (2i) and f0 will be 1 in fault free circuil.
2. If 8 - 0 and D a C - 1. the 'auft will only porpaae"::

Depending on the position of i io odd or even. the residue

fO; f1 and f2 will remain unchanged. Thus GI = (fC)
of 2i wi!l be either 2 or 1. Consequently, r'r. Q.E.D. 3. If B , C - 0 and D - 1. the 'aufl will propagae to both 1

The following rule is based on the above lemmas. and fo, leaving f2 unchanged. Thus G2 (f 0 fl 1

Rule 4.If B - D . 0 and C a 1, the !auh will propagate to 10 a,"d

Cluster G2 should have both of Its elements 2: f1 and 13 wll remain unchanged. Thus. G2-00,'2)

located at either odd bit locations or at even 5.1I C - D - 0 and B 1, the 'auit will oroopaale to ti a"d

Pqe 9.2
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f2, to and Q3 will remain unchanged. thus. G2 Is(11, ! 2) residue may or may not be wrong- The followir,-', true

6. If B a D . C a 0, the fault will propagate to to, 11 and 12. alleviates the problem-

Thus G3 -(fO 11.1f2). EL922-

Decompose & cluster G (I t. 3) by

Thus fault A s-al1 can generals any one of the following Incorporating additional gates, so that the

clusters depending an the input pattern applied to the output of each new gate cannot affect more

circuit, than two outputs. In other words, a fault will create

(10), (10, f1). (10, f2), (f1,f2),(fO, 11, f2), clusters of not more than two elements

It has been shown that the elements of a cluster Gi(ij3) Fig. 3 shows how an adc~tonal AND gate . A, ý

can be distributed in a way so that a fault which affects incorporated in Fig, 3, so that 63(flO. 11, f2) cai tbe

all i elements of the cluster, will generate an erroneous decomposed into G1 a (t0; and G2 w (l11,2,, in ?- s

residue [5]. However, such a distribution cannot augmented circuit, single laml can creame one of th'e

guarantee that al! sub-clusters of Ci corresponding to following clusters:

the same fault, will also produce wrong residue. In other (10). (11,12), (11,13), (f2.!3)

words, for a particular input pattern the circuit will In order to ensure that a faul! will produce an erroneous

produce a wrong residue, whereas for other patterns the residue, the output bits need to be distributed as fo~lows

17`0



using Rulel. !ole~ace a uni•ed pr -,a P"& y

even odd even odd even on Fault Tolerant Computing, 1988. pp 240-245

13 f2 f0 ii

Note that the above distribution requires that the residue 5 F.BuSaba "Aoolicalion of residue code in auiomai,c

generator 2 in circuit of Fig. 1 assign a weight of 16 to bit error detection and correction m logc circkos

Thesis, Dept. of Elect .Engg, North Carolina A&T State

Univ.. 1990.

4.Conclusion

Two rules for designing self-checking circuits Acknowledoement:

based on mod 3 residue code have been proposed. This work wasosuppored by the Air Force Ot!ce c!

These rules are applicable to arbitrary combinational Scientifi Research under grant F49620-89-C-C069.

circuits. The additional circuitry needed by this design

approach is offset the advantage that the circuit would

be continuously monitored during its normal operation,

thus allowing the detection of faults as they occur.

- Although two-level AND-OR logic is assumed in the paper

for illustration, the rule are also applicable to multi-level

logic; however, in the case of multi-level logic the

formation fo clusters may not be as straightforward as in

the two-level logic. Because PLAs are basically AND-OR

structures, the proposed rules could also be used to

design self-checking PLAs.
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"Scheme for detecting CMOS stuck-open faults using single test patterns

Manjit S. Cheema P.K. Lala

Department of Electrical Engineering Department of Electrical Engineering

N.C. A&T State University, N.C. A&T State University.

Greensboro.N.C.2741 1. Greensboro.N.C.2741 1.

Abstract proTerty[2-41. In other wcrds, the circuit output de-

It has been widely accepted that not all defects in pefids not only on the current inputs but also on past

CMOS logic can be represented by the stuck-at fault
model. One example is the transistor stack-open fault.
The major problem with stuck-open faults is that it
forces a combinational circuit to behave as a sequen-
tial circuit. It has been established that two pattern -

test technique may be inadequate to detect all stuck-
open faults in the presence of stray cirnits delays and IN OUT
glitches. Furthermore 'robust tests' that can detect
transistor stuck-open faults independent of glitches
and circuit delays may not exist for all stuck-open N-network
faults. This paper presents a technique to modify1
CMOS circuits so that any transistor stuck-open fault
in the circuit can be detected tsing only single test
pattern. Two additional transistors and an additional GND
input line are required for this purpose. It is also nec-
essary to incorporate an inverter at the final output of Fig. I Block diagram of FCMOS circuit.
the circuit.

inputs. Testing for a stuck-open p-tramistor (n-
Stansistor) requires presetting tie output node to logic

1. iNTRODUCTION 0 (logic 1) via an initializing input pattern and then
Complementry MOS (CMOS) technology has applying a test pattern that establishes a conducting

emerged zs the the dominant technology for manu- path to reverse the state of the output node to logic I
facturng VLSI digital circuits[l]. A CMOS circuit (logic 0). In other words a two pattern stategy has to
consists of a P-network connected betweem Vdd and be used to detect stack-open faults. The output node
the output node, and a N-network coonected between changes ooly if thee is no stuck-open fault in the se-
GND and ti output node.rhe circit for P-network lected conducting path. It has been shown in [5,61 that
and N-network bear a dual relatioship by DeMor- two pattern tests may be invalidated in static CMOS
gan's theorem. Fig.-I shows the ftock diagmam of a circuit because of arbitrary circuit delays, glitches and
CMOS circuit. It is now geneally accepted that not timing skew in input changes. However these prob-

, all faults in CMOS VLSI logic can be modelled by lems can be avoided by redesigning CMOStir-
the stuck-as-0 and stuck-az-I models used at the gate cuits[7-10]. In this paper a new design technique for
level. An example is the transistor stuck-olpe(s-open) testable CMOS circuits is presented. Tbis technique
fault, makes the circuit fully testable for all single stuck-

The major problem with the stuck-open faut is that open faults using only single test pattern. The prb-
it forces a combinaUonal circuit to behave as a lem of test invalidation by glitches and circuit delay
scquenfil circuit and hence ethibit memory like etc. is totally eliminited.

1058-6393/91 S1.00 O 1991 IEEE



2 Proposed approach for stuck-open fault valuc to that cxpc•tcd. No thait t•r any s-open fault i
"deltction tOW WIck44ed ctX0JuAUu p.ith #hc tUcuil Output rctauri,

thfi value. Therefort: when the P-network (N-

In order to detect stuck-open faults the the original network) is selected for testing and a selected test pal.

CMOS arcuit has been augmented by using two pass tern is ;iplicd to th circuit, the output Q is set a,

trXassors(pl.nl), an invener(p2.n2) xrd an external logic 0(l). The transatission path from Vdd (GND) to

input line X. The inverter acts as a buffer to boost the output node 'Q' will be activated by the test pat.

the sigal at the ouput. The block diagram implemen- tern if only if a stuck-open fault is not present in the

tation of the proposed scheme is shown in Fig.2. It selected path. Hence the output node Q will change

should be noed that only a single inverter wtil be from logic 0 (logic 1) to logic M(Iope 0) iff there is no

used to drive the final output of circuit under test, ir- s-open fault in the selected path in P-network (N-

respective of the number of stages in the circuit. network). In other words if the output Q of the ?-

network (N-network) remanim at logic 0 (logic 1) in
Sresponse to a selected test pittem, a stuck-open fault

DO hzss been detected. QED).

R P2 Let us apply the proposed technique to the CMOS

t circuit shown in FRg.4(a).The augmented version of
this circuit is shown in Rg.4(b).

FIrO. 4(A CMOS0 CIRCUIt IIqLEPt:NTiMG

P10,2 BLOCK OFAR e O•" AG&NTEO UFCTCON IrOCJIBT2,T

?MO STCMPs CRUOS CiftmUlT

VDD ..

Hence if a circuit bas several stages, the inverter is
needed only to drive final output of the cuint, the in- TI X
terr.diate stages can drive the following stages di- 3 -T "--"rV°

rec*'Jy. This is illustrated in Fig.3. The first stage doesP2
not have any reverter at its output. It is assumed that
the circuit gives the final output only after C( makes
a transition from 0 to 1. In theorem I it is proved that P42.2

any single stuck-open fault in the circuit can be de- T TS

tected by a single test pattem.

THEOREMI: All single stuck-open faults in the P-
pan or N-pan of a CMOS circuit modified as shown _ .,
in Fig.-2 or Fig.3 can be detected by using only a
singl test pattern. .4g Uk[OCflfOSTI-P(

Proo. Durnng the'test mode when the clock is low. r,,.0t oDEcTCoTO

the output of the curcwut is always set to the opposc



Let i't .%ti h.ep w tir .%I•r'.i T1 1% %111, L -''ljun "flw test 10i 'I '

p••.trn to( Ilis latiuh is, A=O. D=I. C=41. X=(. Whe The total number oh tesa p.mes needed to Met .Idl

the test pattem r.n aspplied. output nrude 'Q" will he stuck-open faults can he denved using Ojw following

set to Iogic *1' iff TI is not stuck-open clk it will be theorem.
set to logic 0". henc ce the fault will be detected. A test
pattern for each transstor stuck-open fault in the cir- THEOREM2: The maximum number of test patterns

cuit of Fig.4(B) is fiven below: needed to test ali stuck-open faults is equal to towa

number of independent paths fron Vdd(GND) to out-
Fault Teu protein Faualy(F) FaukE Iac(F') put node.

Tt I-oi A0o. -1. CxO. X-O 1 0 Proot If two or moro ruisistors are in series in a

T2 ofT3 S-orn An1. SDo. CoC. XO 1 0 path between Vdd or GND to output node. then the

T at T6 %-open A.11, B.I.i Co.o X1 ) 1 effect of one being stuck-open will be sawe as the ef-
feet of more than one stuck-open vwusstors con-

T5 o T6 I-opmn A-I. Bo.C. Ca1. X.I 0 I nected in sres. In other words, a single test pattern is

Now let us illustrate the scheme for a muhistage cir- sufficient to detect the presence of one or more than

cuit shown in Fig.5 taken from 17]. It has been shown one stuck-open trasistor in a path. Tberefore, the to-

that no two partern test seqence exist tfr certain Wa amiber of test pattens to detect all stuck-open

stuck-open faults in this cirCuit[7J. However by using faults canmot exceed the total number of independent

the technique suggested in this paper.the circuit can paths from Vdd(GND) to the output. QED

he tested for al single stuc.,k-open faults using oly To illustrate, let us consider circuit shown in
single test patterns. Fig.4(b). It has four indepenerint paths from

Vdd(GND) to output node 'F'. As can be seen T2 or
T3 stuck-open can be detected by just one test p'atnm.

0 .9s Similarly (T4&T6) and (TS&T6) can be tested using

. one test pattern for each path.

2 The effect of the additional trnsistors being faulty
will be as follows:

•A-O.A NI smck-open: If NI is stuck-open it will be e3sly

L IE detectable because the .output of the count will get
"- OAJ* 1 -(W[1stuck at 0 (1) for X=0 (1). In other wordsthe output

4 SOwill ge stuck at the value assumed by X at that in-

0• sumt of time.

P1 stuck-open : If Pl is stuck open . it will no( have

rGo.s cmas ctI*MuIT 1'M Ft n w.73 any effect on normal operaton of ft crcuit because
PI tramfen external input to output only when CK is

To illustrate let us derive a test for a P-u'jist low during test mode. When CK is hightheotutput s

stuck-open fault connected to input A of the NAND coanected to Vdd or GND according to the input pat-

gate marked 'T in Fig5. The input pattern that will tern appled to the circuit. However, if Pl gets s-

detect this fault is: AO. BsI. C=0, Dal. X=0. open it can be detected by settbig the output at 1(0)

When the pattern is applied. output node "Z' will be and applying X=0(l). while keeping the clock low.

discharged to '0' if and only it the above PFET P2 ( N2) stuck-open : If P2(N2) is stuck open. it can
stuck-open fault eCats in the sensitized path else it be easily detected by setting the C1 perananandy
will be charged to T'. Now let us derive a test patern low, and then applying 0(1) at the additional input

for a stu.k-open fak ln a PFET driven by S in W. The output 'F' will get stuck-at '0() if PF2(N2)

NAND gate mwu'ked "N" in FX.5 for which a thrie is stuck-open.
pattern test set has been suggested in (71. This pat-
tem is given as [ABCDJ= 1l10Ol,l4lI1,100]. Using 3. Conclusion
our approach this lault can be detected using a single
test pattern :A=. B-O, Cml. D=0, X=,0. When this A tectnique for detectsoo of stuck-open faults in

pattem is applied output 'Z' will be set to '0' to the CMOS circuits has been p1sented. Th7s approach

ahence nf the nmick.trpen fatit ntherwia'e it will he needs only sinpie te,; pattern for delcctirse such

12.i



"f"aults. and the circuit retAms its combination~d chrar- -4, R.R-,numan. AP. Jav-xiuLnan and Y K kf.L•
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Design of a fault-tolerant universal cell

P. K. LALAt, F. BU-SABAt, A. XlEt, and K. C. YARLAGADDAt

The design of a cell constructed from PMOS and NMOS transistors Is presented It
has been designed so that it will function as a two input AND. OR and
INVERTER. even in the presence of stuck-open or stuck-closed faults.

It is now generally accepted that not all faults in VLSI logic can be represented
i b. the stuck-at-0 and stuck-at-I fault models used at the gate level. Tlo ensure

realistic modelling, faults should be considered at the transistor level, since onlh at
this level is the complete circuit structure known. In other words, tests for circuits

should be derived on the basis of possible 'shorts' and 'opens' at the transistor lesei
(Wadsak 1978, Galiay et al. 1980).

A faulty transistor in a circuit can be modelled as stuck-open or stuck-closed. A
stuck-open or stuck-closed transistor can be modelled by replacing the faulhs
transistor with an open connection or a direct short, respectively between the
transistor's source and drain.

The major problem with a stuck-open fault is that it forces a combinational

circuit to behave as a sequential one. The current strategy for detecting a stuck-open
fault is to apply an initializing input pattern, followed by a test pattern that
establishes one or more conducting paths from VdI or ground to the output (Ziq
et al. 1981, Chandramouli 1983). However, a two-pattern test can be invalidated bN
timing skews and charge distribution (Reddy et al. 1984, 1986).

2. Implementation of the universal cell

We propose the design of a universal cell constructed from NMOS and PMOS

transistors, which is toleran! of stuck-closed or stuck-open faults. The structure of
the universal cell is shown in Fig. !.

n )

Figure I. Universal cell struLure.
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It is constructed so that for each input pattern there are two independent signal
paths from the input to the output. The cell can function as one of the conventional
t%%o input gates e.g. AND, OR, INVERTER as shown in Fig. 2.

The fault-tolerance aspect of the cell has been proved in the following lemmas.

Lemma I

The universal cell is tolerant of' any single stuck-open or stuck-closed fault.

Proof

Every pass transistor in the cell has one transistor in series and another in
parallel. Thus, if a pass transistor is stuck-closed, it will not affect the correct .
operation of the cell because of the presence of a transistor in series with it.
Similarly, if a pass-transistor is stuck-opeci, its effect will be masked due to the
presence of another transistor in parallel with it. Hence any single transistor fault
(stuck-open or stuck-closed) will have no effect on the cell.

Lemma 2

The universal cell is tolerant of multiple stuck-on faults provided there is no
more than a single fault in the same path.

Proof

We assumed that each path can only have a single fault: therefore, multiple

stuck-on faults are equivalent to single stuck-on faults on different paths. Since all
paths are independent, and by Lemma I the universal cell is tolerant of single stuck-

B A A OA 8 B A

A 
AlB

Z =AB Z A B
AND GATE OR GATE

GND Vdd GNC Vdd

A nA B

n p n p

i-A

INVERTOR

Figure 2. Fittilt-tolerant Iwo-input gpiles
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Figure 3. 4-bit binary full adder with fast carry (courtesy of Texas Instruments).

on faults, the multiple stuck-on faults will have no effect on the correct operation of
the cell. 0
Lemma 3

The universal cell is tolerant of multiple stuck-open faults provided there are no
faults on one of the two signal paths driving the output.
Proof

There are two signal paths to the output for each input combination. If either or
both the transistors in one signal path are stuck-open, the path is disconnected from
the output-Thus both transistors in the othersignal path have to remain fault free in
order for the cell to remain operational.

3. Conclusions
Logic circuits constructed by using the proposed universal cell will be tolerant of

both stuck-closed and stuck-open faults. A 4-bit binary adder with fast carry, Texas
Instruments SN74283 shown as in Fig. 3, has been implemented using this fault
tolerant universal cell. The circuit has been laid out using the MAGIC layout editor
and simulated using the various simulation tools like e-sim(logic simulator) and
CaZM (timing simulator). The layout size of the circuit is 355. x 364,i compared to
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that designcd using the standard cell approach (314; x 364.). Currently. as men-

tioned above, stuck-open I'iults are detected off-line Sy applying a two-pattern test
sequence. In the proposed universal cell. single stuck-open faults will be masked on-

line thus eliminating the need for testing such faults. Single stuck-closed faulfts in a'd

cell will also have no effect on a circuit during its normal operation.
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A NEW TECHNIQUE FOR TOTALLY SELF-CHECKING CMOS

CIRCUIT DESIGN FOR STUCK-ON AND STUCK-OFF FAULTS.

Manjit &. Cheema. Member, IEEE, AND PK. Lala, Senior Member, IEEEE

Department of Electrical Engineering. iII,
North Carolina A&T State University, Greensboro. N.C. 27411.

Abstract ing CMOS circuits is to use the precbarged principle.
;.i r paper presents a new technique for designing Such circuit, are called CMOS domino logic circuits,
,:i.fe stage fully complementary metal oxide semi- V0

. r.ductor (FCMOS) and CMOS domino logic cir-
:,tas so that they are totally self checking for all sin. "1,

.!e s-off and s-on faults. It involves the encoding of
;t:e output of the circuit in an error detecting code.
CAbOS circuits designed using the technique have two .
utputs. Two of the combinations (01, 10) are con-

s.dered to be valid code-words.. The circuit is aug-
mented such that any stuck-off (stuck-on) fault in the
nodified circuit produces a non-valid output 11 (00),
thus ensuring automatic fault detection. OND

Index terms: Self-checking, fault secure, self testing, ,PG.,fA). SLOCK 010000 or ems € acwC,
code-word, stuck-off and stuck-on faults.

Introduction
As digital systems become more complex, the ne- C.

cessity to have systems that have tue capability of self IF

checking is growing. Self checking can be defined as
the ability to verify automatically, whether there is [
any fault in the logic (chips, boards or assembled sys- I
tems) without the need for externally applied test C J
stimuli. Totally self checking circuits are very desir-
able for highly reliable digital system design, since all ONO
faults from a given set would cause a detectable, er-
roneous output. A technique is presented in this pa- Fi6.gC-i I .UW OWDIAN, SP 0ire on" ¢0IT

per for modifying CMOS circuits so that they will be A CMOS domino logic circuit consists of a n-
totally self checking for all single transistor stuck-off network for implementing the function and a clocked
(s-off) and stuck-cn (s-on) faults.,Sisnificant amount p-cbannel and a clocked n-channel transistor
of research have been carried out in the area of test- (Fig. I(b)). Also a CMOS inverter is connected at the
able CMOS designs (1,2,3,4.51, but not much have output to make it low during the precbarge phase.
been reported on self-cbedkng CMOS design [6,71. The output node Q is precharged to I when the clock
CMOS has emerged as fhe dominant technology for is low. During the evaluate phase i.e. when clock is

uianufacturing digital sysms. A CMOS circuit con- high, if the input pattern closes the path between
sists of a P-,etwork connected between Vdd and the OND and output node Q. the output is pu~ed to 0
output node, and a N-network connected between otherawise it stays at 1.

GND and the output node (Fig.- l(a)). The circuit for It has now been generally accepted that not all faults
P-network and N-network bear a dual relationship by in CMOS VLSI logic can be represented by the
DeMorgan's theorem. This type of CMOS circuits is stuck-at-0 and stuck-at-I models used at the gate
known as FCMOS. An alternative method of design-

IEEE VLSI TEST SYMPOSIUM 1992 Paper 7, 1
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level. In order to ensure realistic modeling, faults tally self checking for all single stuck-off(s-ol') and
should be considered at the transistor level, since only stuck-on (s-on) faults. The block diagram of We pro.
at this level the complete circuit structure is known. posed sell chekig design for domino logic circuit
In other words, circuits should be ested for 'shorts' is show% in FRg.2 . The original domio logc crcuit
and 'opwse at the trutsistor level[8,9]. We consider
two types, of faults in this p•W. stuck-off (s-off) and "".
stuck-on (s-on). A s-off transistor fault implies the
pernmant opening of the Coanectio between source
and draw of the transistr. On t other Wind. a s-oc
trmasistox fault implies the permanent closmg of the F1 12
path between the source and the dram of the rwws-. -
tot. It should be noted that a s-off or s-ca transistor
fault does not mean that the input lin connected to
the transistor in question is stuck-at I or 0, it is only ._4K
the transistor itself that is comidered to be s-off or s- OHO -

on. A s-off transistor fault causes the output to be
connected neither to Vdd nor to GND. On the other ,V14.2 *L of"" V en6 y apw NM

had a s-os fault causes the output to be connected to
both Vdd ad GND and enace result in a short circuit
conditio. It should be noted that the terms stuck-off has bee, asuginenl usin three extra transmor and
and stuck-open (stuck-on and stuck-closed) arm not an extemal W S which will be set to 1(0) if output
interchangeable. In a stuck-open transiswr, the drain FIF2=10 (01) has to be produced during normal cp-
soure resistac is significantly higher than the off- enotion. 7Te output of the circuit is encoded in I-out
resistance of a non-faulty transistor, whereas the drain of-2 code. A noo-nodeword (00 or 11) at the output of
somrce reistance of a stuck-off transistor is approxi- the circuit indicates the presence of a fault in the cir-
mately equal to the off-resistance of non-faulty tr=- cuit. For any fault (s-off or s-on) in the circuit, both
sistor. A stuck-on transistor has the same drain source output lines F1 and F2 will assume a value of "T" or
resistance as the on-resistance of a fault-free transis- both assume a value of 'I'. In FMg.2 the circuit output
tor,wbemas a stuck-closed transistor exhibits the FI/F2 are charged to 1 during the precharge phase
drain-source resistance which is significantly lower i.e. when the clock is low. Once the clock CK goes I
than the normal on-resistance. A stuck-off or stuck- high, outputs (FI/F'2) will be code-words i.e. either

on transistor fault can be modeled by replacing the '01' or'10' if theis no fault in the cmcuit. For any •
faulty transistor with an open connection or a direct transistor s-offfs-on) fault in the circuit the out.',s
short respecuvely,between the transistor's source and will remain at the non-code word I 1, and for a •-,'
drain. fault they will be discharged to the non-codewor. ;Y
The following two definitions deschb; the manner in Lemna-I: A CMOS domino logic circuit mod:f:cJ
whicb self checking circuits deal with faults (101. as shown in Fig. 2 is fault secure for all single •-<'
Fault secure* A circuit is fault secure for a given set and s-on faults.
of faults, if for any fault in the set the circuit never Proof: When an input pattern is appled to drrm,
produces an incorrect code word at the output for the logic circuit. the circuit outputs FIiF are cbar•x :
input code space. II during the precharge pbase i.e. when the clcci,
Self testing A circuit is self testing, if for every fault low . During the evaluate phase i.e. when clocL CK
from a given sc" of faults, the circuit produces a non- goes high, either Vdd or Gnd is connected to the ,:C
code word at the output for at least one input code put node and set the output to 01 or 10 value Thr
word. outputs will only change to "01' or *10' iff L,'-h:"
A circuit is said to be totally self checking if it satis- no fault (s-off or s-on) in the conducting path bciC
fies both the above properties i.e. it as both fault se- vated by an input pattern. A path betveen ', JJ
cure and self testng. (GND) and output node is said to be acuvatcd 1% 1':
Self-checking implementation of CMOS domino input pattern if all the transistors present in th,•11 2-A

logic circuits re turned on. If a path connecting Vdd iGND"
In this secuon we present a new technique for mak- output node is acuvated and a s-off fault o, prc•, in -
ing thn seiongwe rstagent C unew logic circuit form- thc activated path , the output will remain at i !!'! f- '

mng any single suage CMOS dQrnlno logic ilrcuU tO- code.word value II. On the other band if 'ui v'ut
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pattern activates a path between Vdd (GND) and out. the input pattcrn : A= I B=0 C=O S--O is applied, cu.
put node and a s-on fault is present in n-pan (p-pan) cuit outputs F1/F2 , Will assume LWe value '00' if T5 is
that enables a path between GND (Vdd) and output s-on otberwise wil be set to '01' Input patterns
node, the cUruit outputs will assume a value 00.
Since II and 00ae noo-code-words, the presence of
the fault will be deted. Thercfo, for m.y single
fault in the circuit the output is always set to a non- CK--
code-word value, and never to an Mlrrect code- ir
word i.e. a 01 is not changed to 10 or vice versa.
Hence the cicuit is fault sftime QED. C -- i NO

Leamm-2,: A CMOS domino loic circuit modified C - G,
as shown in Fig. 2 is self testing for al single s-
off and s-on faults.
Proof: In domino logic there is just one conducag A
path from Vdd to output node. Therefore, the input
pattern that connects Vdd to output node will be a teat
for a fault in that path. Ik otber words in the presence
of a fault the outputs will either remain unchanged at ONO -
11 or change to 00. For a circuit with two or more
conducting pefts from OND to output node, it is pos- a.m. m il e LGIRC Ciowt,

sible that an input paum may activae M e than m4 ,y.ylip P-V04(0461
one conducting path from GND to output node.
Therefore if a fault is present in one path. it might not
be detected with such an input pattern. However. this
does not mean that the fault is undetectable, because VO0 #
for each conducting path them exists a unique input -

pattern that enables only that path and disables all CK---"•d K,-74 0 - K
other paths from GND to output node. Such an input S - •a T
pattern will definitely set the outputs to a non-code F2
word value I I or 00 in the presence of a fault (s-off F I -41
or s-on) in the conducting path.. In other words there
exists a test for each possible single s-off or s-on C rig
fault in the circuit; hence the circuit is self testing. '1
QED. Y
Lemma-3: Any CMOS domino logic circuit aug-
mented as shown in Fig. 2 is totally self checking for -
all s-off and s-on faults. .•
Proof: For any circuit to be totally self checking . it
has to be both self testing and fault secure. As proved ONO

above in lemma-I and lemma-2, the augmented ver- V14.4 TO*L 9 C K1 , 0 CcUT-

sions any CMOS domino logic circuit is both self you •w ea •V*t^--
testing and fault secure. Hence the augmented de-
sign is totally self checking. QED.

To illustrate the Proposed technique let us consider which detect certain single s-off and s-on fault dur-
the domino CMOS circuit shown in Fig. 3 that ua�lng normal operation in the circuit of Fig. 4 are

plements the function F=AB+C(A+B). The aug- given below:
mented circuit is shown in Fig. 4. Let us suppose Faui'2 Ful fre
transistor TI or T' is s-off. When the input pattern F1 172 1, I F22

79 s-off AnI.B-IC=O.Svl1 I 1 1 0S=O A=O B=O C=O is applied to the circuit ,outputs T 7 s-off Aul.B=O,C*I.S-1 I 1 1 0
FI/P2 will go to '01" if and cnly if transistor Ti or T5 ,-on A= I.B--O.C=0,S=0 0 0 0 I
T2 is not s-off otherwise they will remain at '1)'.
Next let us consider a s-on fault. e.g. T5 s-on. When -0

Paper 7.1
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Self checking design o( FCMOS circuits an input pattern. However, it can be easily verified

This secton of the paper deals with the totally self that each distinct paLb from Vdd (GND) to output

cbeckng design of FCMOS circuits. The block dia- node bas at least one unique input pattern that acti-

Sram of the proposid self checkig design is sown ates only that path and disables all other paths.
in ig.5. ic wdficttin sggete inFig 5 or Therefore when such an input pattern is receved.in Fag. 5. The modificaton suggested in Fig. 5 for Therefore fwltn prset in pue acZtivated pe~atwil

F"CMOS circuit involves tle addiuon of just six extra the &-off (s-on) fault pre~sent in the activated path wWi
manifest by producing a am-code value I1 (00) at

the output. Since for every fault there is at least one
input panern (or which the the resulting output is a

0--CKnon-code word, the circuit is self testing. QED.
- CK .mma-6: Any FCMOS circuit augmented as shown

in Fig. 5 is totally selfc eckog for all s-off and s-on

F1_ faults.
Proof A crcuit is said to be totally self checkmng if it
is both fault secuire and self tiesung. The modified cir-
cuit as proved above in lemma-4 and lemma-5 is both
self testing and fault secure for all s-off and s-on tan-

NU ...- sistor faults. Therefore the augmented design is t0-
tally self cbhckg for all s-off and s-on faults. QED
As an example of the proposed technique let us con-
sidir the CMOS circuit shown in Fig. 6 that inplc-trasistors. so additicinputb is required. As samed

in the previous section. a non-cdeword (00 or 11) at ments t fuction F- (A.BXB+C)C+A. The self

the output of the circuit indicates the presence of a cbecing design of the circuit is shown in Fig.

fault in the circuit. VOD
Lemma-4: Any FCMOS circuit augmented as
shown in the Fig. 5 is fault secure for all s-off and
s-on faults in the circuit 0-- C t>- C
Proof: In the proposed design, when the circuit re-
ceives an input parterm and the clock is low, both out- B - A
puts FI and P2 are charged to I. When the clock goes
high, either Vdd or GND is connected to one of the
output nodes. This results in discharging of the re- F
specuve output node. thus producing 01 or 10 out-
put. For any s-off transistor in the path activated Py |
an input pattern, the ctrcuit will always produce -- , -

FI=F=-=I. a non-code output thus indicating the pres-
ence of a fault. Suppose an input pattern acutvates a
path in p-part (n-part) and a s-on transistor is present
in n-part (p-pa-tt. If this s-on transistor results in ac- C i 1 8
uvaung a path between GNND (Vdd) and output node,
the circuit will produce FI=F2=0, a non-code output
indicating the presence of the s-on transistor. Since C
for any fault, the circuit never produces an incorrect
code word i.e. 10 instead of 01 or vice versa, the cir-
cuil is fault secure for all s-off and s-on faults. QED. ONO __

Lernma-S:Any FCMOS circuit augmented as shownO
in the Fig. 5 is self testung for all s-of, and s-on riao.1. C eICVt roe T ,.C• 0

faults in the Circuit. vc~accA
Proof: In an FCMOS circuit. it is possible for an in- In this circuit when the input pattern :A =,
put pattern to activate more than one path from Vdd is rcuit ahl the input pate r om
!GND) to output noJe. Therefore, it a fault is pnrcnt Otu r ee rc o nd u Ta fault
in one of the paths, it may remain undetected for such eutlut noeac , loscd. Therelore i a ijiIt ,,,f' •



any of die paths, It will not be detected A: h this input Conclusion
pattern. However, input pattern A=0 3=0 C=1. will We hase proposed a tcchnique for designing CM5S
activate the Path with transistor T2 and T3 only. curcufts so that they are LoUta'v self cbe4king for all

single s-off and s-on faults. Tbhs has been achieved
by adding just a few trasistors without af fectng the1 ,speed of the circwut. The problem of circuit delays andat test ivalidation have been eliminated. In the circuits

le - , ,. . designed using te proposed technique all single s-off
a 11-4 7 0 ' ok No- c or s-on faults ame detected automatically without ap-

. 1~ plying any external test stimuli. Application of the
"- technique to multistage CMOS circuits is under in.
nFt veStigation and the result will be presented in a fu.

te pape.
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r- Force of Scientific research under grant F 49620-89-
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Totally Self-Checking CMOS Circuit Design for Breaks and Stuck-on Faults

Manjit S. Cheema and P. K. Lala

Abstract-This paper presents a new technique for designing Vdd
totally self-checking FCMOS circuits. Two types of defects have
been considered, e.g., breaks (caused by missing conducting
material or extra insulating material) and transistor stuck-on S.
faults. In order to make FCMOS circuits totally self-checking
for all breaks and transistor stuck-on faults, only four extra
transistors need to be added to the functional circuit. The ad- S6
ditional circuitry is added in such a way that for any break or S2
transistor stuck-on defect in the functional circuit, the outputs
assume a value of 01 or 10, respectively. The output of the de- A S3
fect-free circuit will be 11 (00) when the input pattern applied S 5
to the circuit connects V," (GND) to the output node. S7 F

I. INTRODUCTION

N recent years the complexity of digital systems has
increased dramatically. Due to the increase in number

of devices oti a chip, the controllability and observability a
of a system are decreasing. Also. it is almost impossible
not to have faults somewhere in a system at any given
time. Totally self-checking circuits are very desirable for 'ID
highly reliable digital system design, since during normal Fig. i. FCMOS circuit showing break defects

operation all faults from a given set would cause a de-
tectable erroneous output. in an FCMOS circuit. Intragate breaks occur internal to aCurrently CMOS is the dominant technology for very- na CO ici.Itaaebek cu nenlt

Cure-saeintly grtion th dominnta stec .hnology frveal - gate, e.g., break in source line (SI), break in drain linelarge-scale integration of digital systems. The realistic (S2), break between p-network and output node WS3),
modeling of the defects in CMOS VLSI logic can be done break between n-network and output node (S4). or break
only at the transistor level, since only at this level is the disconnecting both the p network and n-network from the
complete circuit structure known 111-[41. It has been es-
tablished that breaks and transistor stuck-on (s-on) faults output node (M5). Signal line breaks in FCMOS can either

constitute a significant portion of the defects occurring in make the gate of only a p-transistor (S67 or of an
CMCI cicuit [5. As-ontrasisor fultimpies he er-n-transistor (S7) float. It is also possible that gates of bothCMOS circuits [5]. A s-on transistor fault implies the per-

manent closing of the path between the source and the transistors may float (S8) in which case one transistor maymanet cosig o th pah bewee th sorceandtheconduct and the other remains in a nonconducting state
drain of the transistor. It should be noted that a s-on tran- 1o1c The tie oupling b n a djcnt stat

sistor fault does not mean that the input line connected to furThe copliteve siuatin [.t asjbeen observed

the transistor in question is stuck-at I or 0. it is the tran-observedthetrasisorin uesio isstuk-a 1or , i i th trn-that if a transistor is in a nonconducting state due to a
sistor itself that is considered to be s-on. A s-on fault in

the n-network can be modeled by setting the input to the signal line break (S6, S7. or S8), the circuit will behave
transistor under test permanently at 1, and a s-on fault in as if it has an intragate break. A break in a signal line

the p-network can be modeled by setting the input to the (S6, S7. or S8) can also cause a transistor to be stuck-on
faulty transistor permanently at 0. [6). It has been shown in 17] that a transistor with a breakfauly tansitorpermnenly a O~in the source line can still conduct and hence pass the

Breaks can be caused by either missing conducting ma- n- tesuc iecnsilcnutadhneps h
desired signal. Therefore, such defects can be modeled as

terial or extra insulating material [6]. Break defects in
CMOS circuits can be of two kinds, e.g., intragate breaks transistor stuck-on faults.
and signal line breaks. Fig. I shows the possible breaks Moto the pubise literature oC s ten rptewith testable design 191-[1l]; not much has been reported

on the self-checking design of CMOS circuits [121, [1 3].
Manuscript received November 26. 1991; revised February 26. 1992.
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". The following two definitions describe the manner in vdd

which self-checking circuits deal with faults [141. -
Fault Secure.: A circuit is fault secure for a given set

of faults if for any fault in the set the circuit never pro-
duces an incorrect code word at the output for the input P - NETWORKtX

code space.
Self-Testing: A circuit is self-testing if for every fault

from a given set of faults the circuit produces a noncode P2

word at the output for at least one input code word.
A circuit is said to be totally self-checking if it satisfies

both the above properties, i.e., it is both fault secure and N-NETWORK

self-testing.

11. TOTALLY SELF-CHECKING DESIGN OF FCMOS GNrD
CIRCIAITS

Fig 2 Block diagram of totally self-checking FCMOS circuit

In this section we present a new design technique for
designing FCMOS circuits so that they will be totally self-
checking for all breaks and transistor s-on faults. Fig. 2 |- vdd

shows the block diagram of the proposed totally self-
checking design. As can be seen from the diagram the
conventional design has been augmented using just four
extra transistors. In the proposed design configuration, F I
(F2) is labeled as the output of p-part (n-part). When the 0 B

clock is low F I is discharged to 0 and F2 is charged to A
1. The extra transistors are connected in such a way that P2 82 P

for any defect (break or s-on) in the circuit the outputs 1 P4 --

will assume a value of 01 or 10. For a fault-free circuit
the outputs will assume a value I 1 (00) if the input pattern
activates a path in the p-network (n-network).

Theorem 1: Any FCMOS circuit augmented as shown
in the Fig. 2 is totally self-checking for all single breaks F.
and s-on faults. P2

Proof: When an input pattern is received by the cir-
cuit with the clock CK low, outputs Fl /F2 are set to 01. (B3

When the clock goes high. either Vdd or GND is connected
to one of the output nodes and the outputs F I/F2 are A

changed to 11 or 00 if there is no fault in the circuit. A ---- N.

path between Vdd (GND) and output node is said to be
-activated by an input pattern iff all the transistors present B4

in that path are turned on. For a break in a conducting C-.-- N2 N3
path. the outputs FlI/F2 will remain at 01 when an input
pattern is applied that activates this path. Alternatively,
if an input pattern activates a conducting path in the p-part
and a s-on fault in the n-part falsely activates a path, the CK._i N4

output shall assuine a value 10. No single defect (break
or s-on) in the circuit can change the output from 00 to ____

I I or vice versa. Hence, the circuit is fault secure for all Fig. 3 Totally self-checking FCMOS circuit implemeniing funciion

breaks and s-on faults. Furthermore. in FCMOS it is pos- A(B + C).
sible that an input pattern activates more than one path
from Kid (GND) to output node. In such a situation a de-
fect may be present in one of conducting paths but its vates only that path and disables all other paths. When
effect may not appear at the output of the circuit. This such an input pattern is received by the circuit, the outputs
does not mean that the defect is redundant or undetect- assume a 01 or 10 value and hence the fault is detected.
ahle- For every wssible conducting path in a FCMOS cir- Therefore, it can be concluded that for every possible de-
cuit. there is at least (,ne dhtinct input pattern that acti- fcct hbreak or s-on) in the FCMOS circuit there exists an
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Fig. 4. Block diagram of a totally self-checking two-stage FCMOS circuit.

input pattern that will detect the fault. Hence, the circuit turn on either the n-transistor or the p-transistor. In the
is self-testing for all single breaks and s-on faults. Since presence of a break, since the output of a stage remains
the circuit is both self-testing as well as fault secure, it is at 01, the succeeding stage transistors will remain off and
totally self-checking. Q.E.D. hence the fault will be propagated to the final output. Al-

Let us apply the technique to the CMOS circuit shown tentatively, for a s-on fault the output of a stage assumes
in Fig. 1. The circuit implements the function F = the value 10. Therefore, both the transistors of the suc-
IA(B + C)]. The modified version of the circuit is shown ceeding stage connected to the output of the preceding
in Fig. 3. To illustrate the self-checking capability of the stage will turn on and make its output 10. Hence. the fault
circuit of Fig. 3, let us assume a break at B2 in the p-part will be detected.
of the circuit. When an input pattern such as A = 1, B =
0, C = 0 is applied, outputs F I/F2 will be set to 01 when
the clock is low. When the clock goes high both will as- V. CONCLUSION

sume the value 1 if and only if there is no break in the
activated path; otherwise they will remain at 01. Next we A technique for designing totally self-checking CMOS
consider a s-on transistor NI. When an input pattern such circuits has been presented in this paper. As far as the
as A = 0, B = 0, C = I is applied, outputs FI /F2 will authors are aware no technique is currently available for
assume the value 10 iff N I is s-on; otherwise both the the design of self-checking CMOS circuits which consid-
outputs will be charged to I. Input patterns for some pos- ers breaks and s-on faults. Self-checking design of static
sible breaks and s-on faults in the circuit of Fig. 3 are (FCMOS) circuits has been considered for detecting
given below: breaks and s-on faults. Application of the technique to

Fault- any FCMOS circuit provides concurrent checking of all
Fault- f single intragate breaks and s-on transistor faults in the cir-

Faulty free cuit. This has been achioved at the expense of ver little
Fault Input Pattern output output overhead in terms of transistors. Moreover, the speed of

Fl F2 Fl F2 the circuit is not affected.
Break atBI A = 0, B = 1, C= 1 0 1 1 1
Break atB4 A = 1,B = 1,C=0 0 1 0 0
P3s-on A= 1,B= 1,C=O 1 0 0 0 REFERENCES

N2orN3s-on A = 1, B=0,C=0 1 0 1 1
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A Concurrent Checking Scheme for Single and

Multibit Errors in Logic Circuits

B.Kolla, P.K.Lala and K.C.Yarlagadda

Department of Electrical Engineering
N.C A&T State University
Greensboro, N.C 27411.

Abstract mod values e.g 7,15, 31.63 are used to calculate residues
The concurrent checking scheme proposed in this paper

A new scheme for detecting single and multibit does not alter the original design and can be used to make
(unidirectional and bidirectional) errors using residue codes any arbitrary circuit self-checking. Fig I illustrates the
has been propsed. This procedure has been applied to proposed scheme for concurrent checking.
circuits with outputs upto 8 bits. It has been shown that
about 99% of all multibit errors can be detected using this
scheme.

r
1. Introduction

With the increase in complexity and density of VLSI
chips. transientfintermittent fa-,!ts are emerging as the _______

dominant failure mode in VLSI circuits[l]. Existing off- I
line test strategies are incapable of detecting these types of
faults since they have been designed to detect permanent . - I
faults. Thus there is growing need to develop new test

strategies to detect transient/intermittent faults, which Fig 1. Block diagram of self-checking circuit
require continuous monitoring of circuits. This is known
as concurrent or on-line checking; circuits with concurrent
checking capal1ility are known as self-checking circuits. 2. Concurrent error detection scheme

Concurrent checking circuits are typically designed using Before presenting the design steps, let us define t,•
coding techniques[2].The output bits of a circuit are following:
encoded such that in the presence of a fault the circuit
produces a non-valid code word. Typically used coding Derinitionl: The residue weight of a hit in a eu:; 2

techniques are parity code, Berger code, m-out-of-n code pattern is the residue of the binary weight of the K:i
and residue codes. mod m, where m is the selected check base. For e•,ýr

the residue weight of each bit in a 6-output patcm .
It has been shown that mod 3 residue code can be mod7 check base are:
incorporated cost-effectively into VLSI designs for the
detection of errors resulting from transient and permanent d5 d4 d3 d2 dl dJO
faults[31. Rules based on mod3 residue code have been 4 2 1 4 ? I
presented to design circuits for on-line error dczecton[41.
In this paper we present a new scheme for concurrent crror Definition2: Two errors are said to bc ,,;.'
detection using mod 7 residue code. In general low cost exclussive if they cannot ccur in the same outp;"
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To 1ItS,,ale let us consider thM output pattern given If any t%,,o cornmmn bits have ,.ame re-iduc neighLt in one
b•Dv, group, they w•ll still ha~e to be 3ssgned unique residue

weights in the other group. For Cxample, i dO and d i
/d5 d4 d3 d2 dl dO have weights I and I in goupl they should be assigned
1 1 0 0 0 1 unique residue weights in group2 e.g 4 and 2.

-Tphs output pattern can have a unidirecuonal error in bits group2 group]
. d4 ) because bits d0 and d4 can change from 0 to 1. {dl dOd5 d4) 1 d3 -2 dl (1O)

hoe~er it is not possible to have a bi-directional error {2 4 x x {x x I
,ts dO and d4 in this pattern. Thus these two errors

arc mutually exclusive. (iii) If the residue of th sum of any three common bits is
mrinition3: If an output patten is distributed into 0 in one group, they should be assigned residue ,eights

such that the residue of their sum is not zero in the other
':o groups the output bits present in both the groups are group.
-I,,l,•on bits.

For example, in an 8 output circuit bits dO. dl and d.2
Definlitiole4  The output bits other than the common have residue weights 1. 2 and 4 in groupl. If they are
NL,,s are called unique bits, also present in group2 they can have residue weights of

4, 1 and I so that the residue of the sum of the residueDefinitionS: Two bits are said to have unique weights weights is not equivalent to zero.

:1 the residue weights assigned to them are not the same

nor %:omplementary. group2 group I

The proposed scheme consists of the following steps: d d2 dl dO d7 d6) {d5 d4 d3 d1 dl dO)

, The output bits m(m=2n where n>2) of a circuit are x 1 1 4 x x x x x 4 2 1

.1istributed into two groups. Each group consists of (m-2)
tits out of which (m-4) are common to both the groups.
These (m-4) bits can be chosen randomly out of m output (iv)The two unique bits in each group are assigned
hits.For example, the output bits of a six output circuit unique residue weights.
;m=6) are distributed into two groups such that each In the example considered in step (ii) , (d5, d4) and (d3,
group consists of 4(=m-2) bits out of which 2(=m-4) bits d2) are unique bits in groups I and 2 respectively. These
are common. One possible distribution is as shown bit an be in res I and 4.•tow.bits can be assigned residue weights of I and 4

group2 group I respectively in both the groups..

(dl dO d5 d4) (d.3 d2 dl dOj

In this case, dO and dl are common bits. and (d2.d3) in group2 group I,roup and (d4,d5) in group2 are unique bits. (dl dO d5 (41 (d3 d2 dl (1}

Siui Unique residue weights are assigned to the common
NLS of each group.
rur example, if the common bits dO and dl are assigned The application of the above steps to a circut wth'6-
rh--.idue weights 1 and 2 in groupI, they should be cutputs results a residue weight assignment as shown
u:.-;•igned below
d;iferent residue weights in the second group e.g. 2 and 1.
The assignment is shown below. group2 group]

{dl dO d5 d4 0d3 d2 dl dO)
I 2 1 4) (1 4 2 II

group2 groupl
(dl dOd5 d4l jd3 d2dl d(0 Note that unique weights are assigned to d e common
(2 1 x x } { x x I 2) bits, dO and dl, in each group. The unique vits in each

group are also assigned unique weights. For example, d4
where x corresponds to residue weights yet to be assigned. and d5 in group] are assigned unique weights I and 4
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respectively. Proof:

The following lemmas verify the error detection capability A 3-bit error belongs to one of the following groups.

of self checking circuits designed using the above (i) two unique bits in one group and one bit in the other
procedure, group.

Lemmal: (ii) two common bits and one unique bit.

All single bit errors can be detected using this scheme. (iii) one common bit and two unique bits.
(iv) three common bits.

Proof:

Since the change in residue due to the presence of a single casei : By step (iv) and lemma] this error is detectable.

bit error in either group is never 0, its detection can beguaraniteed, caseiu : Two common bits will have unique weights in at
least one group thus producing a residue different from

Lemma2: the expected one.

All double bit errors, unidirectional and bidirectional, can caseiii By lemma I this error is detectable.
be detected using this scheme.

caseiv : If the error is unidirectional it will be detected in
Proof: at least one group [stepiii]. If it is bidirectional the only

Since in mod7 a bit can have a residue weight of 1,2 or 4, way it will remain undetected in one group if and only if
a double bit unidirectional error will produce a non zero at least two bits in that group have same residue weight.
residue change e.g. 3,5,6. Hence, a double bit and also their sum is equivalent to the residue weight of
unidirectional error will always be detected. A double bit one of the bit in that group.However, this error will bc
bidirectional error can be one of the following detected in the other group since the residue weights have

been assigned in step(ii) in such a way that it will alwa.s
i. both bits belong to one group result in a residue different from the expected one.

only.

ii. one bit in each group. 3.Application of the technique

iii. a common bit is erroneous.
iv. two common bits are erroneous, Let us illustrate the application of the proposed scheme ,

which will result in identical 2-bit considering 4-output and 6-output circuits.
error in each group.

case : This error cannot be detected if and only if both i) Error detection in 4-output circuits:
bits have same residue weights. Since this is not possible, The four output bits are divided into two groups as sho, n
they will be detected. below
case ii : By lemmal, this error combination isde {bl d3, d2} {dl. dO}
detectable.
case iii: Can be proved as in case (ii) Assignment of residue weights is done as follows.

case iv : Can be proved as in case (i)

Thus all double bit bidirectional errors are detectable. 0, d2 I d 1, dO I
(2, 1 ({2. 1}

Lemma3: An error will not be detected if there is no change in tbc

All triple bit errors are detectable in circuits designed residue because of &.e presence of error in the output h1L,
using the proposed scheme. is 0. Since the residues of each group are calculatcd ..i2'

compared separately an error will go undetecteJ i JXI2

only if both the groups fail to detect it- It can b, caJ1

Paper 7 2
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""• seen tat it is not possible to get a residue ,hange ot 0 in heio'o.
the jt.)vc shown grouping. Therelore all errors in the 4-

outut cir,cut will be detected i.e I(X)7c error detection. Number of Single hit ,rr :
Number of Doublc hit crrrý, .. " - <

Error detection in 6-output circuit: Number of Triple hia crror,
Number of Four bit c rror -

. mentioned previously the 6-output circuit can be

partiuoned into two groups as shown below Number of Five bit errors 6C5
Number of six bit errors "C6

group2 group 1
Sd l dO d5 d4) {d3 d2dl dOJ Hence, the total number of errors is 63.
(1 2 1 41 1 4 2 1)

The following errors on 6-output pattern are und':e :ni::

The. residue change due to the presence of an error in each i) bi-directional error in bits dO. d5. d4 and d3.
ZToup is calculated and compared with the residues that ii) bi-directional error in bits dl, d2, d3 and d5
Aould have been obtained if there was no error in the iii) unidirectonaJ error in bits dO, dl, d2. d5, d4
j.ircuit. The undetected error can be derived in the iv)bi-directionalerrorind3, dO andd!.d5.

following manner. v) bi-directional error in bits dO, dl. d3. d4 and J.
~~ I vi) bi-directional error in bits d3, dl. dO. c15 an~d J2 >1

a) First consider those errors in groupt whikn will not

produce any change in the residue of groupI, these are Note that all the above menuoned errors .. ex~pt
t unidirectionalerrorinbitsdO,dl andd2. ýi, iii) are mutually exclusive to each -,
ii, unidirectional error in bits dl,d2 and d3. definiuon2.). Hence, the maximum number e, unde'...:%.7;

III) bi-directional error in bits dO and d3. errors that can occur in a 6-bit output pattern is 2
IN bi-directional error in bits dO,d3 and dl.
v) bi-directional error in bitsid0,dl ,3 and d.2. There are four output patterns in ,khich the pres-.n.-: of

errors (i, iii) or (iii) is undetectable. Thus. the pI-c:c:.amc
t, Observe if the common bits are present in the errors. of detected errors in each of these 4 output: FT:•c-
It can be noticed that at least one or both the common 61/63 * 100 = 96.8%.
bits (dO,dl) appear in all the errors indicated above. Note
the corresponding change in residue weights of these bits Let us consider next the effect of each of the in,!:,

in group2. errors (i-vi) on the output patterns. The number ot l,:,
patterns in which only one of these errors can 1.x :r.

c) The next step is to see whether change in the residue of derived in the following manner. There are three 4-+-
the unique bits in group 2 is identical to the residue errors, which can occur in two possible ",a%, F,2e
derived for for the common bits or its complement in example, error (i, can be as follows.
group 2. If the is true, this multi bit error is undetectable.

d5 d4 d3 d2 dl dO -> d5 d4 d3 d2 di -1
To illustrate, let us consider a unidirectional error in the 1 1 0 x x 1 -> 0 0 1 X X
output bitsd3,d2anddl. There is no change in rcsidue due 0 0 1 x x 0 -> I 1 0
to the presence of this error, which means that groupl
will not detect this error. The change in the residue of There are two unassigned b!,s, v, hich an - r. ,
the common bits in group2 is I. Hence the error is possible combinations. Thus the number o! ,-
detectable. However if unique bit d5 is also erroneous, patterns in which error w) remain undetctc..d ii
then the resulting combination becomes undetectable. Since there are three such errors t I. ii, i% ,.
This is because the change in bit d5 will not result in any number of output patuerns in which thcýc :m;riait"
residue change in group2. undetected = 3 * 8 = 24. These include the prev% ý,jw

considered four output patterns in which ,i. ih , ("I IN
Let us now determine the probability of single and can occur. Thus the total number of output pattern.- -h:T
multibit errors being detected in a circuit designed using can have only a single error is 20 "=24 - 4). Th•ere ,. ,
the proposed approach. The number of errors in an output 5-bit undctectable errors which can occur in t" o d,:<rcrt
pattern of a 6-output circuit are calculated as shown ways. For example consider error (v)
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d5 d4 d3 d2 dl dO -> d5 d4 d3 d2 dl dO the possible errors are detected using this scheme
x 1 1 0 1 1 -> x 0 0 1 0 0 Although the technique has been applied to circuits WiLh
x 0 0 1 0 0 ->x 1 1 0 1 1 upto 8-bit outputs, it can be extended to higher output

circuits by taking higher check base, as long as the .
There is one unassigned bit which can have two possible selected check base satisfies all the steps involved in
values. Thus, the number of output patterns in which grouping the output bits. The major advantage of the
error (v) remain undetected is 2" 4 = 8. These include two proposed technique is that the error detecung capability. is
of the previously considered four patterns in which (i, ui) based on the output bits of a circuit rather than Its interna!
can occur. Thus the total number of patterns which can complexity. As long as a fault in a circuit corrupts an
have only a single 5-bit error is 6(=8-2). There is only one output pattern i.e produces single or multubit errors, the
six bit error which can occur in 2 output patterns. probability of its remaining undetected is very low.

Thus the total no of output patterns in which only one Acknowledgement
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words, the total number of detectable errors in these This work was supported by the Air Force Office .
patterns = 63 -1 = 62. Hence the percentage of detectable Scientific Research under grant F49620-89-C-0069.
errors =62/63 = .984 = 98.4%
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TABLE 1.Error detection probability in multi
output circuits.

4.Conclusion

A technique for dcsigning circuits with concurr,:nt
checking capability has been proposed. About o99'- of all
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A STATE ASSIGNMENT TECHNIQUE FOR FULLY TESTABLE
SEQUENTIAL CIRCUIT DESIGN

Xiaoying Ma and P. K. Lala
Electrical Engineering Department

North Carolina A&T State University
Greensboro, NC 27411, USA

ABSTRACT

A state assignment technique for designing testable sequential circuits is presented. All single stuck-at
faults in a circuit including those affecting multiple signal lines, can be detected by the proposed technique.

1. Background and Definitions next state.
A realistic approach to simplify testing of sequential circuits
is to synthesize a testable circuit from the specification, Definition 4: A state machine is R-reachable if for every
which eliminates the post-design modification as in the state Si in the STG, there exists an input sequence which
scan-based technique. In this paper, a state assignment will take the machine from the reset state to S,.
technique for implementing fully testable sequential circuits
directly from their specifications e.g. state transition graphs Definition S: A single stuck-at fault is a fault which
(STGs) is peented. causes only one node of a circuit to be held at a particular
The first step in the synthesis of a sequential circuit is to logic value and may drive more thin one gate, If a single
specify its behavior in terms of a STG (stale transition stuck-at fault only drives a single gate it will be called a
graph), which. represents the so-called 'specification strictly single stuck-at fault.
machine'. The next step in the synthesis procedure is to
determine the number of flip-flops needed to implement the Derinitiont: A fault is called irredundant if its presence
machine i.e. the 'implemeatation machine'. One of the causes circuit malfunction i.e. the fault is detectable. If a
major problems in sequential circuit design is how to circuit has no undetectable faults, it is irredundant.
represent the symbolic states of the circuit with binary
variables i.e. the state assignment. It has been shown that Definition 7: A fault is on-line testable if its presence
the choice of a proper state assignment can improve the can be detected during the normal operation of the circuit.
testability of sequential circuits[l]. In recent years several
logic synthesis procedures have been proposed which use 2. State Assignment Technique
special state assignment techniques to improve testability of For a reduced specification machine of P states, whose
sequential circuits 12,3]. However, none of them can implementation version has Q states, the state assignment
achieve 100% testability for irredundant circuits, because rules for fully testable design are:
detection of faults in the memory elements cannot be 1) all P (valid) states will have code words of distance-2
guaranteed. In addition, single stuck-at faults cannot be from each other, and those states that have same outputs
detected if such a fault occurs at a fan-out point, and affects will have distance-2k (k > 1) code words;
more than one line in the circuit. 2) all Q - P (invalid) states will have different i.e.
Before formally presenting the state assignment procedure, invalid outputs from that of all P states.
we define the following terms: Theorem A sequential circuit implemented using the

proposed rules is fully testable for all single stuck-at faults
Definition 1: A specification machine is represented by in output logic (OL), next state logic (NSL) and memory
the State Transition Graph (STG). An implementation block (FF). The implementation machine is on-line testable
machine is the physical realization of the specification for all single stuck-at faults in the next state logic, and at
machine; the number of states in the implementation the outputs of memory elements which affect only next state
machine is equal to or greater than those in the specification logic.
machine.

For the sake of brevity we do not prove the theorem here.
Definition 2: A valid state is a state which is specified in
the STG. Any state which belongs to the implementation 2.3 CODES FOR STATE ASSIGNMENT
machine but not specified in the STG will be identified as As indicated in the above theorem, any code with a
an invalid state. Hamming distance of 2j (j - 1,2 ... ) can be used for

representing the P valid states of a circuit. One such code
Definition 3: A next state corresponding to a present state
is an erroneous state if it is no" the same as the expected



iLii-, .in ut o I i •0i' l. An 'it out ol-n Lod c has ir Is and i sequential circuit. Tihe state auia
iu 0s, with a Hlanmmng distance of 2j (i realization of the circuit is shown

1-7, .. , [,nJ ) between the code words, shows the excitation and output

Next w-c consider how to select the m and n values for teCsable circuit.
i-,presentmg the states of a sequential circuit. Here n P.S. x=0 x=l y1y

rcprments the number of flip-flops needed. In conventional (valid?
dcsign if the implementation machine corresponding to a S, S1, O0 S., 01 S, 0
specification machine of P states requires n-flip-flops, the S: S:, 0 S)3, 02 S: 0
total number of states Q -2r. However, if an m-out-of-n S3 S1, 0, S.. 0 S3  0
cotde is u-sed, the total number of states Q - n!/{m!(n-m)!}. S. S,, 0 S,, 0 S, I
Here Q is the number of states in an implementation S3  S5 . 00 S6. 01 Ss I
machine. So. to represent P states of a specification S6  S4, 01 S1. 02 S 1I
machine, the required number of flip-flops can be (invalid state
determined from the following inequality: S7 - S16

(n-1) I < p ( P.1) (a) An arbitrary STG (b) State
ml (n-m-l) I ml (n-m) I design

While assigning code words to P valid states according to
rule 1, those states that have identical output(s) should be Y2 XY2 XY3Y 2
assigned code words of distance 2d (d > 1). The invalid
states (= Q - P) will have don't cares a next states. but
their outputs should differ from that of all P valid states, Y3 Y 3 + X
i.e. they should be assigned a unique output value.
We select the m value for an m-out-of-n code such that
whenever possible the number of code words will be Y -" 4 + XY 4Y 2
sufficient to uniquely represent each valid state. In order to
maximize the number of code words in m-out-of-n code,
the best value of m is Ln/2J.
Table 2.1 shows the number of flip-flops required to Z1- X Y3 31 + x y4.37 + x
represent the states fortboth conventional design and desigir-
for testability using k-out-of-2k code.

No. of states No. of FFs No. of FFs
(conventional) (testable) Z- Y 4 Ya Y1 , Y4 Y 3 Ya ' 3' Y

4 2 4
5-6 3 4 Z2 - y, 1Y+Y 3 Y2 +X Y
7-8 3 5
9-10 4 5
11-16 4 6 (c) Excitation and output eq
17-20 5 6
21-32 5 7 Fig 1. An example of the testable state
33-35 6 7
36-64 6 8 4.Condusion

A state assignment technique for
127-128 7 10 sequential circuits with partial on-line che
129-252 8 10 beeo proposed. At most thre addition
253-256 8 11 associated driving logic, and one extr

Table 2. I. Number of flip-flops required for conventional needed to implement sequential circuits o
and testable design of states.

It can be seen that the number of additional flip-flops for
testable design does not exceed 3 for testable
implementation. Fig I(a) shows the ST1 of ma arbitrary
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Lemma 4:

Assume the number of errors which do not change the X-field is Q, and a subset of Q

e.g. P is the number of errors which produce complementary residue values. If L is the

number of unique residue weights for the check base used, then Q s L+P.

Proof:

The presence of an error pattern in the information bits may not change the X-field, but

can be corrected if it changes the R-field such that the difference between the expected

and actual residue value gives a unique value. If two such values are complement to

each other, then the error patterns creating the change in the residue value have atleast

one common bit. Suppose there are Q error patterns which do not change the X-field,

and a subset P of Q produce complementary residue values. Assume for a chosen check

base there are L unique residue weights. Thus (Q-P) will not exceed L, and for each pat-

tern the difference between the expected and actual residue values is unique. In other

words Q-P s L or Q s L+P.

Lemma 5:

If the number of information bits are partitioned into 5 .2i-4 groups then the inequality.

Q<L+P is satisfied.

Proof:

The number of errors which will not change the X-field can be obtained by considering

the following cases:

case a: Two elements in a group:In a group with two elements if both bits are erroneous

the relevant bit in the X-field remain unaffected. This corresponds to one error which

will not change the X-field.



case b: Three elements in a group:

A group with three elements can have two 2-bit adjacent errors which will not change

the X-field. Thus two errors will not change the X-field.

case c: Four elements in a group:

The bit in the X-field corresponding to a group with four elements, will not be affected

if there are three 2-bit adjacent errors, or all four bits are erroneous. This corresponds to

four errors which will not change the X-field

case d: Adjacent groups:

Two adjacent groups can have a four bit adjacent error (last two bits from one group and

first two bits in its adjacent group) which will not change the X-field.

Table 4 shows the number of errors in various words of information bits which do not

effect the X-field.

Information bits no of groups No of errors, Q, not

effecting the X-field

8 3 7

16 5 15

32 10 33

64 20 67

Table 6: number of groups and the no of errors which do not effect X-field

After going through all the steps in the code construction, the number of possible enrors

producing complementary residue values for different information bits are found to be



Information bits check base No of errors, P, which produce

complementary residues

8 13 2

16 29 4

32 61 9

64 125 17

Table 7: information bits against no of complement errors

For all the information bits the inequality in lemma 4 is satisfied. Number of unique

residue weights is got from table 1. The inequality is satisfied easily for information bits

greater than 64 also, since the rate of increase of unique residue weights + complement

errors is greater than that of no of errors not effecting X-field. A lesser value than the

expression 5.2i-4 may also satisfy the expression but this value is selected so that it

leaves some unique residue weights for the errors in the check bits to be corrected.

Example: Consider 32 bit information with 10 groups. 8-groups will have 3 bits each

and 2 groups will have 4 bits each. Therefore the number of errors which will not effect

the X-field is equal to 8*2(case b) + 2*4 (case c) + 9 (case d) (=33). This is lesser than

the value: no of unique residues + no of complement errors, 30(table 4)+ 9(table 5) = 39.
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