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We have studied and modeled several of the important coupling processes
that involve particle and energy flow into and within the 1onosphere in the polar cap
and auroral zone. Understanding these coupling processes helps us better
understand the response of the polar ionosphere 10 external stimuli, and thus helps
us understand its structure and day-to-day variability.

Modern models of the inner magnetosphere require an accurate treatment of
ionospheric precipitation and backscatter to properly describe the population of the
plasma sheet. We have developed a detailed kinetic model of the electron
population in the inner portion of the magnetosphere, including the effects of
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Using numerical solutions of an electron transport equation with appropriate
boundary conditions and sunlit polar cap observations, we find that two energetic
electron populations (photoelectron and polar rain) are present and are needed to
explain polar cap observations.

Recently, the first self-consistent theory for the combined electron-proton-
hydrogen atom aurora has been developed. We present the first test of this fully
coupled three species transport model.

Two dimensional plasma simulations and Monte Carlo simulations have
been used to calculate the heating of the ions and electrons as well as the temporal
evolution of plasma waves in the suprauroral region.

E and F region fluid models have been developed and tested against various
observations. We find that our models reproduce much of the observed
climatology.
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1. INTRODUCTION

Many of the properties of the ionospheric polar cap und auroral zone are strongly
affected by particle and energy flow between the ionosphere and the magnetosphere. In
order to study such coupling processes, we have applied both kinetic descriptions of
particle transport and acceleration and fluid descriptions of ambient ionospheric 10n
densities. To understand and model the physics of kinetic phenomena, we have used
plasma and Monte Carlo simulations as well as numerical transport calculations. Our
approach has been to develop these models, test them against observations and then refine
them accordingly. But often, the available observations are not of the quantities calculated
in kinetic models. Rather, it is the effects of kinetic phenomena that are often measurcd.
Thus, in order to test and refine the kinetic models, complementary models are needed that
will calculate how the kinetic phenomena affect such quantities as ion densities, ion und
electron temperatures, and optical emissions.

In sections two and three, we describe our kinetic modeling of the flow of electrons
between the ionosphere and magnetosphere. The next two sections focus on coupling
through ion transport and acceleration. Our fluid modeling of the E and F regions are
treated in sections six through eight. A final section summarizes the overall
accomplishments of this contract.

2. IONOSPHERIC ELECTRON FLUXES IN THE DIFFUSE AURORA

The nighttime high latitude ionosphere (auroral ionosphere) is produced by
precipitating particles (electrons and ions) with kinetic energies ranging from .1 to more
than 10 keV. The diffuse aurora is a rather uniform, relatively low intensity, oval-shaped
band of auroral emissions present at essentially all local times, displaced equatorward of,
but usually overlapping, the oval of discrete auroral arcs. The diffuse aurora is generated
by kilovolt electrons and protons precipitating from the plasma sheet and interacting with
the neutral atmosphere. It was recognized in the late 1960s (Kennel, 1969) that the spatial
structure of the diffuse aurora could be explained as a consequence of the coupling of
plasma sheet convection towards the Earth and the loss of trapped particle flux by
precipitation into the ionosphere. As the flow nears the Earth, convection slows while the
widening loss cone and falling bounce time make precipitation more effective. To analyze
this situation, Kennel introduced a powerful approximation to describe the effect of pitch
angle scattering, namely, the approximation of strong diffusion, that states that an isotropic
pitch angle distribution is maintained in the face of all the processes that tend to produce
anisotropy. This approximation has wide, but not complete, observational justification,
and is of such power in simplifying the calculations of precipitation, that it has been almost
universally adopted in calculations of this kind (Fontaine and Blanc, 1983; Wolf, 1983).
Examination of the observations in more detail, however, shows that electron flux in the
diffuse aurora is not always isotropic over the loss cone (Sharber, 1981) and that the
conditions of strong pitch-angle scattering do not apply.

We have developed a model for the structure of the diffuse aurora and the
precipitation therein using a full kinetic description of the particle fluxes, so that the
inaccurate assumption of isotropy can be abandoned. By including the effects of
convection, precipitation, and backscatter along with pitch angle scattering, the structure of
the auroral ionosphere can be calculated more completely and with a greater degree of
realism than before.




2.1 One Dimensional Kinetic Model

The fundamental equation defining the problem is the bounce-averaged pitch-angie
diffusion equation with an advective term describing the effects of plasma-sheet
convection. It was realized that eigenfunction treatments of the equation would not be
adequate, and that an initial-value solution was necessary, starting with a plasma velocity
distribution at a high L-shell and letting the plasma convect Earthward. We have developed
the algorithm for this solution. To combine the effects of convection and diffusion on th:
velocity distribution function over a time step, an "operator-splitting” technique was used in
which separate, stable algorithms for advancing the velocity distribution function by
convection alone and by diffusion alone are aliernately applied to describe their combined
effects. The convective algorithm is an integration-along-characteristic-trajectory solution
of the Liouville equation, assuming that an electron’s magnetic moment and longitudinal
invariant are conserved during the time step. The guiding center drift is assumed (o be
E X B drift. Hence, the model will simulate the latitudinal dependence of the electron flux.
The method was demonstrated to conserve flux-tube particle content over finite time steps,
so long as the energy and pitch-angle grids were carefully chosen; in particular, the energy
grid must extend to high enough energies to allow for the acceleration due to "adiabatic”
compression. To solve the diffusion equation, a finite-difference approximation to the
pitch-angle diffusion term was worked out, with special care taken to make the algorithm
time-centered to help insure stability. The result is of the Crank-Nicholson form. The
boundary condition on the pitch-angle derivative of the velocity distribution at small pitch
angle is important because it determines the flux out of the trapped distribution that is the
net precipitative flux into the ionosphere. This flux is determined by the boundary-layer
treatment of the loss cone in velocity space, coupled with a transport treatment of
atmospheric backscatter and secondary production. To achieve time-centering, this flux is
calculated at the half time steps. All finite-difference expressions are carried out
consistently to second order in pitch angle spacing; this promotes the cancellation of
truncation error in evaluating integral fluxes.

When pitch angle scattering is not strong, the results of the model show that
precipitation does not empty a convecting flux tube before it has drifted past the
equatorward edge of the diffuse aurora. Thus, some other mechanism must be introduced
to explain the observed drop-off of precipitacion at the edge. Others have determined that
the Earthward boundary of the convective motion of particles injected from the tail can
explain the energy dependence of the boundary in a number of events. We have
incorporated drift-boundary limitation of flux into the kinetic model. One benefit of having
the equatorward edge of the diffuse aurora limited only by drift boundaries is that in
individual events, observation of the boundary then gives us a direct handle on the
magnitude of the convection electric field; when the boundary is determined by exhaustion
of the flux tube, the position of the boundary depends on the combination of the effects of
the strength of pitch angle scattering and the drift velocity, and no direct means of
determining the convection field through the precipitation pattern exists.

2.2 Two Dimensional Kinetic Model

The two dimensional version of our model requires that the guiding center drift be a
combination of E X B and gradient/curvature drifts. This allows the model to map out the
entire two dimensional structure of the band of diffuse aurora precipitation. At present, the
model is too computationally expensive to be applied to the large number of trajectories
needed to resolve the details of both the invariant-latirude and local-time variations of the
flux, and only the coarsest local-time variations have been admitted into the model. This




has been justified by the observed smooth local-time structure of the diffuse-auroral
precipitation.

Nevertheless, statistical studies of the precipitation do find significant local-time
structure which it would be interesting and important to model in full detail. As a first step
toward such a model, we have developed a test-bed two dimensional plasma-sheet
convection model with which to explore the consequences of the two dimensional nature of
plasma sheet convection. This model uses the popular assumption of isotropic pitch-angle
distributions, but is structured in a way similar to our full kinetic model so that as more
efficient algorithms for the pitch-angle scattering and atmospheric transport are developed,
they can be incorporated into the two-d model for realism. As a first application of the two-
d model, a loss-less flow was studied, demonstrating how the limits on inward convection
on the nightside, caused by the energy-dependent gradient/curvature drifts of the electrons.
can produce a realistic looking equatorward edge for the diffuse aurora.

2.3 Future Directions

With a kinetic model for the electron flux in the diffuse aurora developed, several
applications of the model can be considered. Possible future investigations include the
following: considerable insight into the form of the electron flux can be obtained by
studying the ways in which it varies when the functional inputs to the model, such as the
initial flux, the diffusion coefficient, and the electric potential, are varied. Such a
systematic study of these variations is obviously required. Despite the complexity of the
phenomena that control the electron flux, the resulting form is of remarkable simplicity.
From the complicated output of the model, we would like to be able to extract a simple
analytical explanation of the electron-flux form. Such results could be incorporated into
global models of the inner magnetosphere. Finally, because one portion of the model
describes the atmospheric transport of the precipitating electrons, it is to be noted that
among the results of the model is the energy deposited in the ionosphere by the
precipitating electrons. This quantity can be used to estimate ionospheric conductivities.
optical emissions, and the electron density profile in the E region of the ionosphere.

3. ENERGETIC PHOTOELECTRONS AND POLAR CAP
PRECIPITATION

The Low Altitude Plasma Instrument (LAPI) onboard the Dynamics Explorer 2
satellite has observed an energetic electron population (with energies between 60 and 850
eV) in the daytime topside ionosphere. This energetic population exists, together with the
"classical" photoelectrons (at energies less than 60 eV) observed by earlier satellites and
rocket experiments. Preliminary analysis of this data suggests that this energetic population
is produced by soft solar X-ray fluxes in the same way that EUV (extreme ultraviolet) solar
fluxes produce the classical photoelectrons (Winningham et al., 1989). Further work
indicates that both the classical and the energetic photoelectrons are present in the sunlit
polar cap. The focus of our work is to model the electron flux in the polar cap and
discriminate between this photoelectron population and the well-known polar-rain
population of magnetospheric origin. However, before modeling polar cap data in detail,
we must return to the midlatitude data in order to settle some unresolved issues from the
preliminary analysis.




3.1 Midlatitude Calculation

In modeling midlatitude electron flux measurements by photoelectron transport
calculations, the major issue is the uncertainty in the spectrum of the solar EUV and soft X-
ray flux. The solar flux is one of the primary input parameters of such models because its
magnitude and spectrum determines the magnitude and variation with energy of the
photoelectron source function. Because of the temporal variability of the solar EUV and
soft X-ray spectrum, considerable uncertainty might exist in an ab-initio calculation of the
electron flux in any individual event. We resolved this issue by turning the question
around: by requiring that modeled electron fluxes agree with the satellite observations, we
could deduce a possible form for the solar spectrum, This synthetic spectrum could then be
used to model the puotoelectrons in electron data taken in regions where photoelectrons
were not the only constituents, such as the sunlit polar cap. In general, this was a
successful approach, in the sense that over most of the wavelength range, the synthetic
spectrum did not depart too far from the statistical expectations for the spectrum under the
level of solar activity found during the event modeled. In order to obtain detailed
agreement with electron flux data between 300 and 600 eV, however, we initially had to
use fairly large solar soft X-ray fluxes, especially between 20 and 40 Angstroms (A).
Improvements and refinements made to the neutral atmosphere model. the photoionization
cross sections, the photoabsorption cross sections, and the model parameters, only made
the problem worse. Although the solar X-ray spectrum is highly variable, it was not at all
¢'=ar that our inferred soft X-ray spectrum between 20 and 40 A ‘was physically reasonable.

This difficulty prompted a search for processes that might produce "more” high
energy electrons. One process we considered was the production of Auger electrons. We
found that for O, N2, and O3, a K-shell ionization 1s followed over 99% of the time by an
Auger transition that produces another free electron. Further, the energy of that electron is
dependent on the neutral species involved but independent of the photon energy. Thus,
any photon with enough energy to cause a K-shell ionization will lead to the production of
a second electron, the Auger electron, within a narrow energy band at high energy. When
we included this process in our model, we found two "bumps™ appearing in the
photoelectrorn flux exactly where similar features are seen in the electron flux data. The soft
solar X-ray flux needed to fit the data was significantly smaller than that needed when
Auger electrons were not included in the calculation.

3.2 Polar Cap Calculation

Having greater confidence in our midlatitude results and the deduced synthetic solar
spectrum, we used that solar spectrum in a series of calculations designed to evaluate the
role of the photoelectrons in the sunlit polar cap. In these calculations, we censidered two
different levels of flux fr the precipitating polar rain electrons: a typical or moderate level,
as characterized in the statistics of the magnitudes of flux observed by DMSP, and a weak
level representing the minimal polar rain. For each case, we performed three calculations:
& full calculation with both photoelectron and polar rain sources of electrons, a calculation
with only photoelectron production (no polar rain), and a calculation with just polar rain
(no photoproduction). For both minimum and moderate polar rain, we found that there can
easily be conditions where upflowing electrons in the polar cap are dominated by
photoelectrons at all altitudes. For downflowing electrons, on the other hand, the
importance of the photoclectrons is a very sensitive function of altitude. At 800 km. it
appears that the downflowing electrons can be treated purely as a polar rain population.
When the polar rain is minimal, the photoelectron population at a representative energy of
104} eV can become important at 600 km while for moderate polar rain, this transition can
occur around 300 km. These transition altitudes also depend on the energy being




considered. What does this mean for polar rain studies in the sunlit polar cap? If the duta
come from a zenith looking instrument onboard a satellite at 800 km, such as DMSP | they
the "contamination” by ionospheric photoelectrons will be minimal and the data can be
considered "pure” polar rain. On the other hand, data from a satellite such as DE-2, which
went as low in altitude as 300 km, may very well include a significant photoelectron
population, and the relative contributions of polar rain precipitation and photoelectron
production would have to be considered carefully on a case-byv-cuase basis.

To this point, our modeling of ionospheric photoelectron flux data had been done
on a case-by-case basis, that is to say, data from different locations had been modeled
separately.

We generalized our modeling of low-altitude electron fluxes at moderate energies
{20 eV to 1 keV) to be able to calculate the fluxes along a satellite track from the daytme
midlatitudes, through the cusp, over the polar cap, and across the nighttime auroral region.
In this way, we were able to simulate satellite observations of the electron flux through an
entire segment of an orbital pass and compare the theoretical results to the satellite
observations. Using this global model, we simulated electron flux data taken on a DE-2
overflight of the northern polar cap. The electron data came from the Low Altitude Plasma
Instrument (LAPI) onboard DE-2, from the same pass that was used in our earlier work on
energetic photoelectrons in the midlatitudes. For this simulation, the solar flux inferred by
modeling electron data at one midlatitude location was used in calculating the photoelectron
source function throughout the pass, while the satellite observations of downflowing
electron fluxes were used as a boundary condition on the region in which we were solving
the electron transport equation. The accuracy of the modeling can then be evaluated by
comparing the calculated upflowing electron flux as a function of pitch angle and energy to
the flux observed by satellite, At high energies (85-640 e¢V), we obtained excellent
agreement between data and theory at all locations along the satellite track, including the
terminator region. At low energies (20-85 eV), we obtained qualitative agreement with the
shape of the latitudinal electron flux profile, but we underestimated the magnitude of the
electron flux. Because the agreement worsens as photoelectrons make up a smaller fraction
of the upflowing flux, we suspected that our treatment of low energy electron backscatter
needed improvement. In particular, uncertainties in backscatter cross sections were thought
to be a likely source of these errors.

In the electron transport model, the essential mechanism for angular scattering of
electrons is the process of electron-neutral elastic collisions. In the model's formulation,
the differential cross section for electron-neutral elastic scattering (as a function of energy
and pitch angle) is taken to be the total cross section times a normalized phase function,
which gives the probability of scattering from one pitch angle to another. The form of the
phase function was originally derived from the screened Rutherford formula for the
differential cross section (as a function of energy and scattering angle). Using this formula
leads to an angular cross section which is generally forward peaked. An examination of
experimental cross section data shows that this is a reasonable formulation above 100 eV
but the cross sections below 100 eV show a sizeable additional peak in the backward
direction. For example, for scattering with N3 at energies below 50 eV, the Rutherford
formula originally used in the model leads to a probability of backward scattering that is
over an order of magnitude smaller than that seen in the laboratory.

To examine the sensitivity of the electron transport calculation to the form of the
phase function, we made a test calculation using an isotropic scattering approximation
below 100 eV. This is still a poor approximation to the measured cross sectinns but we
expected it to give a significantly larger backscatter compared to our original phase
function. In this way, we could get some idea whether improving our phase function




wauld be a useful modification to our model. In the sunlit polar cap, the test caleulation
showed only small changes frem the previous results (as expected, becuuse the low-energ,
flux here s due to photoproduction and inelastic scattering). Through the terminator,
agreement between model and observations improved markedly.  In darkness some
improvement was seen, but the model electron fiug was sull significantly below the
observations. Qur conclusion was that the backscatier is indeed quite sensitive o the form
of the phase function and that modifying our formulation of it would be worth the effort,

Accordingly, we modified the electron transport model 10 use 4 more precise
representauon of the angular dependence of the elastic cross section. We chese 1o follow
the approach of Prasad et ul. (1985) who used the parameterized elasuc cross sections of
Porter and Jump (1978). The analytic cross sections consist of two screened Rutherford
tvpe terms, and depend on four energy-dependent parameters determined by nonlinear least
squares fitting of measured differential cross sections. The form ol the cross sections
allows an integration over pitch angle to be done analytically and thus, does not increase the
computer requirements of the medel.

The electron sransport model is actually divided into two codes. The firstis called
MX and it prepares the cross sections into a matrix form for use 1n solving the transport
equatior.. The second ‘s named B3C and it actually solves the transport equation. The
changes in our treatment of the elastic cross sections required modifications to MX but
requirec ao changes o BAC.

When companson with data was made using the new version of the model, we
found that at low energies thelew 85 eV), we still underestimated the upward electron flux.
For example, at 10 eV, the measurements showed an electron flux of 6.0 x 103 (el em=2 57!
srbeV-1y. The original version of the model gave a flux of 2.0 x 105 while the modified
model gave 2.2 x 105, Clearly, we still had a low energy problem. We then made a series
of calculations to investigate the role of several "puarameters” in the model, specifically the
assumed 2lectron densit,; and the assumed piten angle distribution of the secondary
electrons. We found that if we turned off the energy loss due to Coulomb scattering, the
electron flux at 10 eV went to 3.4 x 105 but at 30 eV, there was no effect. Thus, a different
assumed electron density would do little to solve our problem. In another calculation, we
assumed that the secondary electrons above 10 eV were all forward scautered. This wasin
contrast to our normal assumption that below 100 eV, the secondaries are produced
isctropically. The results were unexpected: the upgoing flux at 10 eV increased to 3.5 x
105, a 59% increase over our standard calculation. At lower Jltitudes, we saw an increase
of over a factor of four compared to our standard calculaiion. These results were so
surprising, we decided to compare them with results from other versions of the MX and
B3C programs. From those comparisons, we discovered that our electron transport model
would give dramatical:y different results below 100 eV when different pitch angle gnids
were used. The critical difference appeared to be whether the gnd was evenly spaced in the
cosine of the pitch angle or was non-uniformly spaced. This issue remains unresolved, but
it s very possible that when resolved. the problem of underestimating the low energy data
will be solved. This iy based on the fact that our previous compariso..s to data involved
calculations on a non-umiform pitch angle grid, whereas when we use the evenly spaced
pitch angle grid, we calculate a flux at 10 eV of 5.0 x 105 This is well within the error
bars of the data.




33 Future Directions

Our work on electron transport could lead us in a variety of directions. First. the
type of analysis that we performed on a segment of one DE-2 orbit could be done
systematically on many DE-2 orbits. The purpose would be 10 test the aimospheric-
transport methods of Strickland et al. (1976) under a vanety of geophysical conditions.
Another iopic would involve coupling our transpont model with a Monte Carlo simulation
of electron scattering in the plasmasphere. The idea would be to develop an electron kinctic
model for an entire midlatitude fluxtube. The role of the Monte Carle simulation would be
to simulate adiabatic motion, Coulomb collisions, and wave-particle interactions.

4. PROTON-HYDROGEN ATOM PRFCIPITATION

In recent years, the first self-consistent theory for the combined electron-proton-
hydrogen atom aurora was developed by D.J. Strickland, B. Basu, J.R. Jasperse. and
R.E. Daniell. The theory involves the use of transport theoretic methods to solve a set of
three Boltzmann equations for the electron, proton, and hydrogen atom differential fluxes.
The protons and hydrogen atoms are coupled to each other by charge-changing collisions
(charge exchange and stripping), and the electrons are coupled to the protons and hydrogen
atoms because of the secondary electrons that are produced. The new feature of this model
over previous work is that the secondury electrons produced by the primary protons and
hydrogen atoms are included in the solution of the electron transport equation. The major
new and unexpected result from doing this is that the secondary, electron flux produced by
the proton-hydrogen atom aurora is much softer than that produced by the electron aurora.
This is due to the fact that the cross sections for proton and hydrogen impact ionization
decrease exponentially with increasing secondary electron energy, whereas the cross
sections for electron impact ionization decrease as an inverse power law with increasing
secondary energy.

4.1 Comparisons with Observations

Previously, the portions of the model involving just electron transport have been
tested against a variety of data. The coupled proton-hydrogen atom segment of the model
has had only one tvpe of comparison with data. That is, a calculation of the ionization
produced by a specific proton aurora agreed with the ionization that was observed by
incoherent scatter radar. Until the work reported here, the coupling between the electrons
and the protons and hydrogen atoms was untested.

The greatest difficulty in making such a test was finding a suitable data set. Ideally,
you would like a measurement of all three species as a function of altitude, energy, and
pitch angle, but such a case was not found. Rather, we took advantage of our access to,
and experience with, the measurements made by the Low Altitude Plasma Instrument
(LAPI) that was onboard the Dynamics Explorer 2 satellite. This instrument measured
electron and ion fluxes as a function of energy and pitch angle. Such data can serve as a
limited but useful test of the kinetic model. In particular, it allowed us to test how well the
model predicts the upgoing electron flux that results from incident electrons and protons.

As stated above, our primary interest was in the electrons that are produced by
incident protons. Our original thought was to look at three cases: the pure proton aurora.
the pure electron aurora, and the mixed aurora. But after studying the results of some
preliminary calculations, we came to realize that the interesting case would be the pure
proton aurora as compared to the pure electron aurora. The mixed aurora 1s not very




mteresting becuuse the soft electron spectrum produced by precipitating protons and
hydrogen atoms can easily be masked by the electrons produced by the precipitating
electrons. This also meant that in order to study the electrons produced by precipitating
protons and hydrogen atoms, we would need a very “pure” proton aurora, that is,
precipitating protons and hydrogen atoms with a minimum of coincident precipitating
electrons. This need for a very pure proton aurora made finding a suitable case quite
difficult. For example, a case used in an E region study that had been identified previously
as a pure proton aurora did not come close to being pure enough for studying the ¢lectron
backscatter in the F region. We realized that we had to be very particular where we looked
for proton auroras. Besides looking in the dusk sector equatorward of electron auroras, we
also focused on times of the year near equinox. This was done in order to find a case
where the ionospheric portions of the fieldline would be in darkness so thut there would be
no contamination due to photoelectrons produced in the local or conjugate ionosphere.

We found a suitable case from day 289 in 1981 when DE-2 passed through an
clectron aurora between 19:43 and 19:44 UT and then passed through a fairly pure proton
aurora between 19:44 and 19:45 UT. The solar local ime was around 21.3 hours and the
sateilite altitude was around 950 km. At 19:43, the satellite was at an invariant latitude of
72.5 degrees and at 19:45, it was at 66.5 degrees.

This case on day 289, while the "best” we found, was far from ideal. The proton
flux was quite modest requiring that we sum over 27 sweeps (27 seconds) 10 obtain
reasonable counting statistics. Further, it was not a pure proton aurora case but rather there
was a measurable flux of downgoing electrons. A flux of upgoing electrons that we
wished to compare to our model was also measured but this flux was also fairly modest in
intensity. So in both the electron and ion data, we were forced to live with the limitations
of low counting rates.

Once our data processing was in place, we turned to modeling our case from day
2%9. As noted above, the measurements were made around 950 km. While we expected
that the effects of charged particie-neutral collisions would be small at this high altitude, we
wanted, if possible, to calculate them explicitly. But .itempts to execute our proton-
hydrogen atom code above 600 km ran into numerical problems. After some work, we
came to believe that the problem was not an error as such but rather a shortcoming in the
design of the algorithm used to solve the coupled proton hydrogen atom transport
equations. Fortunately, we had available closed form analytic solutions for this problem
that are appropriate at high altitudes. We thus used the analytic solutions from 950 km to
600 km and at 600 km, these solutions were used as the boundary conditions for a full
numerical solution at altitudes below 600 km.

For the electron transport part of the model, we decided to limit ourselves to
calculations from 600 km down. This was again due to numerical problems. From earlier
work we knew that the electron transport code can begin 10 lose convergence at lower
energies as you attempt 1o solve over larger ranges of altitudes. But based on our previous
experiences, we felt it was useful to attempt modeling the electron data as if it were taken at
600 km.

From our first comparisons, we discovered that the model predicts upflowing
electrons that are certainly the right order of magnitude. Second, we found that the model
results are sensitive to the proton flux above 27 keV. But LAPI only measured ion fluxes
up to 27 keV and thus, our results are sensitive to how we extrapolate the incident proton
flux to higher energies. Fitting a kappa distribution to the data versus a Maxwellian will
leud to almost a factor of 2 increase in the inferred incident proton flux. There is evidence
from other satellite measurements that in the plasma sheet, a kappa distribution provides a




much better fit to data than does a Maxwellian (Christon et al., 198%; Christon et al., 1989:
Christon et al., 1991). For our case, using a kappa extrapolation gives better agreement
with data. A calculation using only the observed incident electron flux clearly
underestimates the low energy data (about a factor of three at 50 eV). Above 200 ¢V the
protons have little effect and the upgoing clectron flux results from the incident electrons.
It we attempt to match the data by increasing the incident electron flux above 50 ¢V, we
have to use a flux which is well above the observed incident electron flux. Thus, the
effects of the protons are clearly important in this case. Given the uncenainues in the dita
and the need to extrapolate the proton flux, we believe we can claim the model is producing
results good to a facior of 2.

To clearly illustrate the contrast between upflowing electrons produced by
precipitating protons and hydrogen atoms and those produced by precipitating electrons,
we made two calculations. In one case, we used an incident flux of electrons characterized
by a 1 keV Maxwellian with a total energy flux of 1 erg cm'2 sec-!. For the other case, we
considered an incident flux of protons characterized by an 8 keV Maxwellian with a total
energy flux of 1 erg cm2 sec!. In the proton case, a characteristic energy of 8 keV was
chosen because it had been found trom carlier calculations that an 8 keV proton Maxwellian
produces a volume ionization rate which peaks at about the same altitude as that produced
by a 1 keV electron Maxwellian. When we compared the two cases, the resultant energy
spectra of the upflowing electrons were dramatically different. Compared to the electron
case, the proton case produces a much softer spectrum, a spectrum that for energies above
200 eV is over 4 orders of magnitude smaller than in the electron case. Interestingly, it you
examine the total ionization rates for the two cases, you see that they differ only by around
25%.

Using data from the Low Altitude Plasma Instrument (LAPI) that was onboard the
DE-2 satellite, we compared the "purest” proton aurora that we found to a pure electron
aurora that had about the same incident energy flux. We found clear qualitative agreement
with the theoretical prediction. In the proton case, the uptlowing electrons above 100 eV
were clearly a couple of orders of magnitude smaller than those seen in the electron aurora
case.

One step in improving our detailed quantitative modeling of data from day 289 in
1981 was to extend our electron transport upper boundary from 600 km to 900 km. As
expected, this led to convergence problems at the lowest energies considered, but we were
able to verify that above 30 eV, collisions have very little effect on the upgoing electron
flux. Below 30 eV, there was the expected attenuation due to Coulomb collisions with the
thermal electrons. Thus, detailed comparisons with data in this lower energy range require
both an accurate electron density profile as well as an accurate treatment of the Coulomb
collisions.

When we model the low energy upflowing electrons at 900 km, where do they
come from? Does it tell us anything about how the model is doing in the E region where
most of the energy deposition takes place? To address these questions, a set of calculations
was made where we tried different lower boundaries from 98 to 200 km. From these
calculations, we found that over 90% of the upflowing =lectrons below 100 eV come from
above 200 km. Thus, modeling the upflowing electrons seen in this particular event on day
289 is a test of how the model does in the F region but says little about its E region
performance.




4.2 Future Directions

Qur present proton-hydrogen atom model contains no processes that change the
piich angle of the particles. Thus, given an incident downward flux of protons, the mode!
produces no upward flux of protons and hydrogen atoms. On the other hand, an
examination of ion measurements made by LAP! during 4 proton aurora shows an upward
tlux of ions at pitch angles near 90 degrees. This suggests that one usetul improvement o
the model would be to include magnetic mirroring of the protons.

Another obvious need 1s for mere comparisons with observations. In this work,
we have examined only a single case of electrons produced by precipitating protons.
Further, there have been no comparisons between observations and predicted proton and
hydrogen atom fluxes. For any such studies, we suspect that the greatest problem will be
finding suitable data. Finally, the optical emissions produced in a three species aurora are
another model result that needs to be compared to observations.

5. IONOSPHERIC PLASMA TURBULENCE AND PARTICLE
ACCELERATION ASSOCIATED WITH DISCRETE-ARC
PRECIPITATION

Auroral hiss is a wave phenomena commonly observed in the acceleration region
above the auroral zone, associated with inverted-V electron precipitation. The frequencies
of these waves, extending from the lower-hybrid resonance up to the plasma frequency,
fall in the VLF range, and their dispersion characteristics have led them to be identified with
waves on the whistler resonance-cone plasma dispersion surface. The electric field
intensities of these waves are occasionally large, and this turbulence has been observed to
be correlated with the energy flux of transversely accelerated ions observed in the topside
ionosphere.

A mechanism by which wave-particle interaction of ions with this intense
turbulence near the lower-hybrid frequency leads to 1on conic formation was suggested by
Chang and Coppi: the turbulence is excited by the instability of the ambient plasma
combined with the auroral electrons accelerated to drift along the geomugnetic field by the
field-aligned potential drop in the suprauroral region. Wave-particle interaction of the
ambient ion population with the turbulence near the lower-hybrid frequency leads to ion
acceleration nearly perpendicular to the field line, which is followed by the adiabatic folding
of velocities as the ions mirror and travel up the field line, to create the conic velocity
distribution.

Plasma simulations by us have shown this mechanism to be eftective not only for
the trunsverse acceleration of ions, but also for the acceleration of the ambient electrons in
the directions parallel to the geomagnetic field. Electron velocity distributions are found to
have enhanced fluxes of energetic electrons in both directions with respect to the
geomagnetic field, a form which is indeed observed in conjunction with 1on conics. where
it is called counterstreaming electrons. (We refer here to the counterstreaming electrons of
Type "1", in which there is no evidence of electron acceleration by DC parallel electric
fields.)
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5.1 Two Dimensional Plasma Simulations

In the interest of simplicity, our earlier simulations were one dimensionul
simulations in which the waves could propagate in only one direction with respect to the
ambient magnetic field. A number of interesting phenomena, however, can be realized
only in higher dimensions, where a range of propagation angles can be studied
simultaneously. For example, both the real frequency and the convective linear growth
rates of waves on the whistler resonance-cone dispersion surface are a function of the angle
of propagation with respect 10 the magnetic field. Mode-coupling processes cannot he
studied in complete generality in one dimension, because wave vectors there are
constrained to be aligned in the same direction. Finally, because electrons and tons interact
with different efficiencies to waves of different frequencies, an estimation of the relative
effectiveness of electron and ion acceleration requires a simulation in which waves of an
appropriate range of frequencies can be excited. To address these guestions, & two
dimensional simulation model was designed and a series of simulition runs were
performed.

In the two-d simulations, strong particle acceleration was observed, both of
electrons and of ions. Because of their restricted perpendicular mobility, electron
acceleration occurred primarily parallel to the magnetic field. The acceleration caused
energetic tail formation on the electron parallel-velocity distribution, both in the direction of
the beam and in the opposite direction. The acceleration in the direction opposite to the
beam, as well as the initial acceleration in the beam direction, can be attributed to resonant
interaction with short-wavelength waves excited by the nonlinear decay of the long-
wavelength waves excited linearly by the beam. The ions tend to be accelerated in the
direction perpendicular to the magnetic field and lighter ions are accelerated to greater
individual energies than heavier ions are. These are both consequences of the resonant
nature of the interaction with the waves: the perpendicularly propagating waves have lower
frequencies and phase velocities so the ions can more easily interact with them, and the
lighter ions have higher thermal velocities and will be more likely to match the phase
velocity of a wave. The mass dependence of the velocity diffusion coefficient also favors
the acceleration of the lighter ion species. Given the observed wave spectrum, the
quasilinear description of particle acceleration appears to be adequate to account for both the
electron and ion acceleration observed.

Much of the interesting physics of the simulaton is contained in the evolution of the
waves, which can be viewed by means of simulation snapshots of electric-field spectral
densities with respect to frequency and wavevector. In the classic picture, waves are
generated at relatively long wavelengths by the linear instability; once these waves become
intense enough, they succumb to a variety of nonlinear mode-coupling processes which
attempt to thermalize and isotropize the spectrum. This process can be documented with
the snapshots from the simulation. The mode-coupling processes also aid particle
acceleration by making the excited waves more accessible in phase velocity to the low-
energy ions and electrons. Spectral analysis of the temporal evolution of the potential at
one position helps us identify the waves that an in-situ observer would measure. Doing
this, we find a broadband spectrum of frequencies, ranging from the lower hybrid
resonance frequency up to the plasma frequency. Note that if a one-dimensional simulation
of the situation had been performed, only the plasma frequency waves, due to their
stronger linear coupling with the auroral electrons, would have been produced. The
observations of auroral hiss indicate that the spectrum of the turbulence is in fact broadband
like the results of the two dimensional simulations. Thus we see the importance of the
generalization to a simulation model with more degrees of freedom. Because ions can
resonantly interact only with low-frequency waves, their demonstrated acceleration in the
two-d simulations and in space reinforces this conclusion.
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5.2 Comparisons to Observations

Another aspect of our study of ion acceleration in the wopside 1nosphere involves
the analysis of observational data and the application of theoretical models to the data in
order to test and refine the models. The rocket flight MARIE gave us what is probably the
best set of data illusirating the formation of ion conics through the wave-parucle interaction
of ions with intense VLF turbulence. lon flux detectors recorded energetic wn fluxes near
pitch angles of 90 degrees, indicating that the trunsverse heating of the ons was occurnng
in the vicinity of the rocket. Mass spectrometer data showed that the energetic 1ons were
predominantly H+. Simultanecously, electric field measurements indicated an intense
auroral hiss spectrum, with its low-frequency cutoff at the lower hybrid frequency.
Although the intensities of the ion flux and electric field correlated strongly with one
another during the relevant poruons of the flight, it was still necessary to establish that the
waves are responsible for the heating.

To do this, we performed a series of Monte Carlo simulations of the event, using
the observed electric fields to heat the ambient ion population to determine if the twrbulence
can heat the ions to the observed energies. Pitch-angle data gave us some information
about the geometry of the event and the extent of the heating region, which was less than
100 km along the geomagnetic field line. Without information about the wave-vector
spectrum of the waves, we had to rely on either models of the k-spectrum or simple order-
of-magnitude estimates of it, because the wave-particle resonance is a velocity-dependent
one. For these calculations, we used the latter, and from the intensity of the electric field
spectrum, estimated that the H+ heating rate was about 0.8 eV/sec.

From the Monte Carlo calculations, we found that the turbulence heats the H+ ions
to an average energy of about 7 eV, starting from an initial temperature of | eV, with
measurable 1on flux out to 100 eV. This is smaller than the observed energy; the observed
temperature is 22 eV, with ion flux out to 400 V. With the remaining uncertainties in the
model, however, the fact that these predicted erergies are comparable to the ouscived
energies is a signal of success. It is to be noted especially that if the waves of the
turbulence are being absorbed by the ions as they are being excited in the plasma, the
measured level of the electric field will not be a true measure of the strength of the ion
heating rate.

5.3 Future Directions

One of the consequences of the inhomogeneity of density and magnetic field in the
topside ionosphere is expected to be the processes by which the characteristics of plasma
waves generated in one region of space change as the waves propagate to other regions.
To examine the role that these processes play in determining the nature of the plasma waves
and particle acceleration observed in the auroral zone, a set of plasma simulations could be
designed. By launching whistler resonance-cone waves into a density gradient, one could
investigate the propagation of the waves into the region where their {requency meets the
local lower-hybrid resonance frequency and they are either absorbed directly or convened
into shorter wavelength waves which can perhaps be more efficiently absorbed by the
ambient plasma populations. In this way, it is expected that the mode conversion process
acts as an aid to the production of transverse ion acceleration into the ion conics that are
observed in the region.
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6. MODELING THE I0NOSPHERIC E-REGION

QOver the years, many researchers have developed E region models, oursclves
included, but a common problem has been a tendency of the models to underestimate the
electron density when compared to observational data. While a variety of reasons have
been considered, we have found in the literature no definitive resolution to this problem.
As recently as 1988, Rasmussen et al. (1988) discussed this problem and concluded that
little improvement was possible at that time due to uncertainties in solar fluxes, reaction
rates, cross sections, etc. More recently, Buonsanto (1990) compared davtime model
results with 1onosonde data over a full solar cycle, a vartety of Millstone Hill radar data,
and a couple of ion composition models. While recognizing the same problems noted by
Rasmussen et al. (1988), Buonsanto (1990) had reasonable success between 110 and 1%0
km if (1) the standard EUV solar fluxes were increased by 25-30% and (2) the neutral
densities given by MSIS-86 were decreased.

6.1  Auger Electron Effects

In section 3.1, we described the role of solar soft X-rays and Auger electrons in
contributing to the high altitude energetic photoelectron flux. In this section, we describe
our study of the effects of solar X-rays and Auger electrons on the Earth’s E-region.
Using a local steady-state model of the Earth's E-region, we have found that the importance
of the Auger electrons depends critically on the intensity of the solar soft X-rays and the
solar zenith angle (SZA). At large SZAs during solar maximum, we found the most
dramatic effects from the Auger electrons, whereas during solar minimum and at small
SZAs, the effects are much reduced. The quantities most affected are those that depend
directly and simply on the photoelectron flux, such as airglow volume emission rates and
electron secondary production rates. On the other hand, quantities with less sensitivity to
the photoelectron flux, such as the electron and ion densities, are less affected. The largest
uncertainty in evaluating the role of the Auger electrons comes from our lack of knowledge
concerning the intensity of the solar soft X-rays, a region of the solar spectrum that is
highly variable and inadequately measured. In an attempt to evaluate the most appropriate
solar fluxes to usc, we surveyed the available measured solar fluxes and the scaling models
derived from them. One constraint on the solar flux might be made by requiring that an E-
region model using the flux produce an E-layer density which is in agreement with
empirical E-layer models, which are based on observations of E-region densities. With this
in mind, we made a series of calculations of the E-region electron density profile using the
Hinteregger reference flux SC#21REFW and the associated F10.7 algorithms. We found
that the E-region peak density predicted by our theoretical E-region model is consistently
less than that predicted by an empincal E-region model. To get agreement in the solar
minimum case (F10.7 = 77), a scaling factor of 3.4 was applied to the high energy solar
flux (E < 88 eV). While not small, this scaling of the flux is reasonably consistent with the
findings of other workers. One difficulty in this approach is that the solar flux is not the
only input of theoretical E-region models which is known to be subject to large uncertainty
or natural variability. In particular, consideration of the role of NO in the model led us to
develop an improved characterization of the NO altitude profile.

6.2  Global Modeling

In order to complement our ability to model the F region of the Earth's ionosphere
on a global scale, we extended what was an E region daytime model to include the
nighttime E region. This involved implementing a nocturnal source of ionization similar to
that in our F region model. For the E region, we included the production of Na+ and O+
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as well as O+, and we included photons at a tourth wavelength (1026). In order to handle
the large solar zenith angles around sunset and sunrise, our calculavon of neutral column
density was completely rewritten. Previously, we had used the secant approximation for
angles less than 80° and used Chapman's grazing incidence approximation for angles up to
90°. While the Chapman approximation can be used for angles above 90°, our approuch
had the problem of causing a discontinuity when we switched trom the secant to the
Chapman approximation. This was true even when we shifted the cross over point to
lower angles. Our new version does line of sight numerical integration at angles above
22.5° and uses the secant approximation below, giving a highly accurate and smoothly-
behaving column density. In addition to a nighuime capability, the model can now be run
over a grid of longitudes, latitudes, and times.

6.3 Future Directions

As mentioned, in our model we have scaled the solar soft X-ray flux above the
values given in published reference spectra. While this has helped bring the modeled Fol:
in agreement with observations, between the E layer and F2 layer peaks, we still see the
tendency to underestimate the observations. Future work should involve a study of the
sensitivity of the model to variations in neutral density, electron temperature, recombination
rates. and O+(2D) chemistry. The purpose would be (1) to see if you would have any
success with the scalings suggested by Buonsanto and (2) to see what fine tuning of the
maodel will reproduce reasonable E regions.

To make further progress on the role of the solar soft X-rays, one could do a
detailed analysis of coincident data from the Low Altitude Plasma Instrument on DE-2 and
ground based digisondes. In such a study, you would use a measured electron spectrum to
infer a solar flux and then use that flux to calculate an E-region electron profile. Tha
profile would, in tum, be compared to a digisonde measured profile.

7. MODELING THE MIDLATITUDE F-REGION
7.1 Model Modifications

Over the life of the contract, we have made a series of modifications to our
theoretical O+ F-region model. The first modification was implementing the horizontal
wind model (HWMS87) of Hedin et al. (1988) into our code. This is an empirical neutral
wind model based on wind data obtained from the Atmosphere Explorer E and Dynamics
Explorer 2 satellites. With HWMB87, we could then include zonal winds in our model, but
to take advantage of this, we needed to include the magnetic field declination. From earlier
work (Rush et al.,, 1984), we knew that including the zonal wind and magnetic declination
is an essential element in modeling the longitude/UT dependence in the F region
ionosphere. At the time of the earlier studies, reliable neutral wind models for use in
ionospheric modeling were not available. But with models available such as HWMR&7 and
the Vector Spherical Harmonic model of Killeen et al. (1987), the time was right for
studying the importance of the ionospheric effects of the zonal wind and magnetic
declination.

Two other inputs to our F-region model are the Te and Ti profiles and they can have
a strong impact on a model's ability to agree with measurements. The original model used
an empirical Te and Ti model based on Strobel and McElroy (1970). We have now
upgraded both the Te and Ti models. For Te, we decided not to use the model as found in
the International Reference lonosphere (IRI) but to implement our own version of the
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global empirical Te model of Brace and Theis (1981). This model gives Te at 300 and 30
km as a function of season, dip latitude, and local time. We constructed an entire profile
through a combination of linear interpolation and a profile shape function ba-cd on
Millstone Hill radar data (Strobel and McElroy, 1970). For the ion temperature, we turned
to ion temperature measurernents made at Millstone Hill for the yeur 1963 (Evans, 19675,
From this data, we constructed a tabulation of Ti at 400 and 6040 km as a function of season
and local time. The entire profile is again constructed through a mixture of hncar
interpolation and a profile shape function.

The next changes involved implementing new diffusion and chemistry rates so s to
be consistent with existing low and high lutitude models. Finally, we improved our
daytme source of O+ in our F region model. Originally, the source was calculated using 4
very crude approximation. The solar flux was charactenized by a single number and the
absorption of photons in the atmosphere was calculated using a single cross section.
Further, there was no explicit source due to secondary ionization, but rather it was pootly
approximated by not allowing O+(2D) to be converted 1o Ny+. The result was that while
computationally fast, these approximations severly underestimated O+ production at lower
altitudes. When calculating the full electron density profile, we could compensate by using
at lower altitudes the O+ density from our E region model. This meant that in order to get a
full O+ profile, we had to run both models. On the other hand, especially for globul
modeling, we wanted to be able to use the F region model's results directly without
depending on the E region model. Unfortunately, the complete calculation of the O+
source, which we use in our E region model, is 100 slow for use in the F region model.
Thus, we have developed an O+ source routine which is sufficiently accurate but fast
enough for our purposes. It divides the solar flux and various cross sections into 1!
energy bins and includes a calculation of the photoionization of O, a calculation of the
dissociative photoionization of Op, and an estimate of the electron impact ionization of O
based on the work of Richards and Torr (1988). This gives a much improved bottomside
O+ profile and allows the calculation of the total electron density profile by simply adding
O+ and H+ profiles from the F region model with O+ and NO+ from the E region model.

7.2 Theoretical Studies

In this section, I describe two studies: (1) the role of the zonal wind and magnetic
declination and (2) a sensitivity study. I begin with the zonal wind study. The importance
of including the effects of neutral winds in any solution of the continuity equaiion is that in
the F region the neutral wind moves ionization along geomagnetic field lines. When
considening this interaction, it is usually the meridional component of the neutral wind that
gets all the attention. This is beciuse the magnetic field is roughly aligned with the
meridional wind such that the equatorward meridional wind moves ionization up in altutude,
and the poleward meridional wind moves tonization downward. However, this alignment
is not exact. Rather, the magnetic field does have a declination and thus, the zonal
component of the neutral wind can have a projection along the field. The result is that the
zonal wind imparts an upward or downward drift to the ionization depending upon the
relative direction between the vwind velocity and the declination of the geomagnetic field.
The interaction between the zonal wind and the geomagnetic field gives rise to very
different diurnal variations of the O+ density profile at eastward and westward declinations.
It is expected that the clearest signature of this effect can be found by looking at the
longitude dependence of the diurnal behavior of the O+ profile. While this effect was
studied by Rush et al. (1984), they used a fairly simple neutral wind as well as a neutral
atmosphere with no longitudinal dependence. By using the horizontal wind model
(HWMB87) of Hedin et al. (1988), along with the MSIS86 neutral atmosphere, we can do a
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more through study of diurnal variations at difterent longitudes and hence, « more compivie
assessment of the importance of the zonal wind and magnetic declination.

For our first sets of calculations, we used a ulted dipole magnenc fieid model 10
specify the magnetic inclination and declination. We made some inital calculations at two
locations that had different longitudes (12 east and 210 east) but had the same geographic
(40 north) and geomagnetic (40.8 north) latitudes. In this way, we could examine the
differences that arise between locations with the same solar forcing and inclinations but
different longitudes. We found that there were differences in the O+ densities al these two
locations. For exampie, an examination of the diumnal variation of the total ion content
(TIC) found that at 1000 local ume (LT) the TIC at 210 east is 50 percent higher than the
1000 LT TIC at 12 east. At night, this relationship was seen to reverse and the 2200 LT
TIC ar 12 east was three times larger than that at 210 east.

Our next step was to expand our calculations to a more global scale. The first
global calculations were for the northern hemisphere at two geomagnetic longitudes (90.98
(E) and 269° (E)) and over a runge of geomagnetic latitudes (70(N) to 26(N)). The tilted
dipole model for the Earth’s magnetic field gave declinations at these two longitudes
opposite in sign and ranging in magnitude from 37.4 to 13 degrees. At a given
geomagnetic latitude, each longitude had the same inclination and geographic latitude.

The calculations done for just two locations had given us our first examples of
longitudinal differences, but as we began the global calculations, we came to appreciate thal
a longitudinal dependence does not simply reflect differences in the magnetic declination.
Rather, within the context of the model at a fixed latitude, the longitudinal differences in the
diurnal behavior are due to differences in declination, longitudinal dependencies in
HWMSE&7, and longitudinal dependencies in the MSIS86 neutral atmosphere model. To
separate these three effects, we made three sets of calculations, The first set consisted of
full calculations of the diurnal behavior of the O+ density along the two magnetic
longitudes given above. The second set were the same calculations except the declinations
were set to zero, which effectively turned off the zonal wind. In the third set, we repeated
the culculations except both components of the neutral wind were set to zero.

From the first set, we find variations with longitude at all latitudes similar to what
we saw at one latitude. The general features are the same from latitude to latitude though
the quantitative details do vary markedly. These differences in detail reflect the latitudinal
dependence of the declination and inclination as well as the latitudinal dependencies
contained in the HWM&87 wind model and the MSIS86 neutral atmosphere model.

When we focus on a given latitude and compare the results from the different seis,
the different longitudinal effects become apparent. Comparison of set 1 and set 2 illustrates
the role of the zonal wind and magnetic field declination. We find that at 30 degrees
latitude from 0800 to 13(X), most of the variation with longitude arises from differences in
declination and any longitudinal dependencies in the HWMS&7 zonal winds. From 1300 to
0600, the variation with longitude is partially effected by zonal winds and declination but a
large percentage of the variation is due to longitudinal variations of the mernidional wind
and/or longitudinal variations in the MSIS86 neutral atmosphere.

Comparisons of set 1 and set 3 show that the neutral atmosphere plays no role in
the longitudinal variations at night and for this case, at 30 degrees, a small role around
noon. Set 3, with no neutral winds, does illustrate the general point that the neutral winds
do make a dramatic difference in the calculated O+ densities. A direct examination of the
neutral winds at the two longitudes shows that they are consistent with the vanations with
longitude seen in the O+ densities. Again, these features are scen at all latitudes to differing
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degrees. From these initial results, we see that the diurnal variation of the F2 region iy
strongly effected by the zonal wind and magnetic declination, ax well as the longitudimul
and latitudinal variations in the mendional wind.

We expanded on this initial work by including a more thorough parameter study.
That is, in the initial calculations, we had considered just one set of geophysical conditions.
Now, we made calculations for three seasons (March equinox, June solstice, and
December solstice) and three levels of magnetic activity (Ap = 5. 11, 32). We also did sets
of five calculations for each combination of geophysical conditions. In the first calculistion
of a set, we calculated the diurnal behavior of the O+ density with the longitude dependernce
in both HWM&87 and MSIS86 turned off and the zonal wind set to zero. In the next. we
had the longitude dependence in MSIS86 tumed on. The third calculation had the longitude
dependence in MS1S86 turned on and included a longitudinally independent zonal wind.
The fourth had the zonal wind set back to zero but included a longitude dependent
meridional wind from HWMB87 along with the longitudinally dependent MSIS86. Finally,
the fifth calculation had all the longitude dependencies turned on and included the zonal
wind. In total, 90 simulations of the northern midlatitudes were conducted.

What we found was consistent with our earlier results. All three factors described
above played a role. In general, the critical sources of longitude differences were
zonal/declination differences and the longitude dependence of the meridional wind given by
HWMB87. The observed differences in the daytime morning were dominated by zonal/
declination effects, while the nighttime differences were driven by a mix of zonal/
declination effects and longitude dependent meridional winds. While the details varied, the
above description was true at all latitudes, seasons, and magnetic activities that we
considered. The effects tended to be larger as you approached the equator. They were also
larger for more active magnetic conditions. The largest effects were in the summer and the
smallest in winter. In all cases, in the daytime morning, the 91° (E) longitude calculation
produced smaller densities than the 269° (E) calculation, and at night the reverse was true.

In our second study, we made a series of calculations where we individually varied
many of the inputs of the model. Two of these calculations involved variation of
microscopic parameters: the O-O+ collision cross section and the fraction of O+(2D) that
converts to Np+. The remaining calculations involved variations of the different
geophysical inputs: the electron temperature, the atomic oxygen density, the neutral
molecular densities, the solar flux, and the neutral wind. All of these parameters effect the
F2 peak density but only the molecular densities and the neutral wind have any significant
effect on the F2 peak altitude.

There has been some debate in the recent literature as to whether the accepted value
for the O-O+ collision cross section should be increased. Increasing the cross section by
the suggested factor of 1.7 leads to just a 5% change in the F2 peak density. Going from
one extreme of having all the O+(2D) convert to N2+ to having none of it convert produces
a 35% increase in the F2 peak density. Turning to the electron temperature, we find that a
30% scaling leads to just a 5% effect on the peak density. For both the atomic oxygen and
the entire solar flux, the modeled F2 peak density shows a basically linear dependence.

As mentioned, the molecular neutral densities effect both the F2 peak density and
altitude. A 30% variation in N7 and O3 leads to a 15 to 20% variation in the peak density
and a 10 km variation in the peak altitude. But of greatest interest is the neutral wind
because it not only effects both the peak height and density but is probably the geophysical
input that is most variable and least known. For example, a 50% reduction of the neutral
wind from the Hedin et al. (1988) wind model (HWMS87) can lead 10 a 12% increase in the
peak density and a 15 km increase in the peak height. Further, if we use the vector
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spherical harmonic (VSH) wind model of Kulleen et al. {1987) rather than FUW MR, we get
a peak density 22% larger than that from HWME7 and a peak alttude 2> ki higher, A
examination of the daytime meridional winds from these two models snows significant
differences which lead to the differences scen in the ©°2 peak parameters. In principle,
these two models are describing the neutral wind field for the same geophvsical conditions.
These differences in results illustrate two points: (1) an tonospheric mode! is very sensitive
to uncertainties in the neutral wind and (2) present wind models can predict signiticantly
different winds under identical geophysical conditions. Qur conclusion 1s that, of all the
inputs to our ionospheric model, the neutral wind is the most likely candidate as a major
source of error.

7.3  Comparisons with Observations

As part of our development of a daytime E and F region ionospheric model, we
analyzed a series of experiments involving observations by the Millsione Hill Radar tacility
coincident with daytime overflights by a DMSS satellite. Observations were made from
February to October 1989 involving the F9 satellite (0930 local time) and the F8 satellite
(1800 local time). The early experiments consisted of approximately four hours of radar
elevation scans. This produced a time history of the electron density profile (EDP) before,
during, and after a satellite overflight. In later experiments, by considering only very close
overflights, the Millstone zenith antenna was used in the high resotution OASIS (Optimal
Analysis of Signals from Incoherent Scatter) mode and the steerable antenna was used to
obtain vector drift measurements.

We performed an analysis on ten experiments using our F and E region models and
our generalized-inverse least squares (GILS) algorithm. The GILS algorithm was
developed in earlier studies on the use of daytime airglow for remotely sensing the EDP.
In this analysis, we rar our ionospheric models in both their ab intdo and one constraint
mwade. In the one constraint mode, we use the measured ion density at the satellite altitude
as an indirect constraint on the geophysical input parameters of our models. By usiug the
GILS algorithm to find the most likely set of input parameters for which our model matches
the observational constraint, we ~alculated the most likely electron density profile (EDP).
This one constraint result can be compared with the ab initio result and the radar profile. as
well as the EDPs predicted by the International Reference lonosphere (IR1) and the
lonospheric Conductivity and Electron Density (ICED) model. In general, we found that
our models in either of their modes perform better than IRI and are comparable o ICED.

While we had made a few compuarisons with Millstone radar data and DMSP in-siw
data, most of our time had been spent on modifying our model and examining the
theoretical results that it produced. Thus, we saw a real need 1o focus on whether our
results were realistic and if our results agreed with other models. Our approach was to see
what "tuning” of our midlatitude F region model was necessary in order to sitisiy two
criteria: 1) The midlatitude model at its low latitude boundary should agree with a low
latitude model at its high latitude boundary and 2) The model should produce realistic
densities as compared to monthly mean data or empirical models of moathly means. Our
interest was not in attempting to model individual days but rather to see if using "typical” or
average inputs in the model would produce a "typical” or average ionosphere.

Our first attempt to deal with both of these 1ssues was a calculition of the diurnal
behavior of the F2 peak at solar maximum (F10.7 = 180) in March tor Rome, laly.
Initially, we had differences between our midlatitude model and a low latitude model.
These differences were found to be caused by various small "bugs” in the low latitude
code. When they were corrected, the two models agreed to within a few percent.
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Unfortunately, while we achieved agrecment between models, agreement with wnosonde
data was problemaucal. While data from Murch 13-18 gave mudday P2 peok dernsiies of
2.1-2.3 x 100 em3, our calculations initially ran around 1.2 x 100 cm? By nukug
adjustments in the neutral winds and the O-O+ diffusion coctflicient, we were ubic o
increase our midday densities up to 1.5 x 106 ¢cm 3. But obviously, the model il
underestimated the data. We were also awure that other modelers had similar probh
modeling for solar maximum conditions. With these problems in mind. we decided tor the
time being to focus on solar minimum conditions.

sy
s

For the solar minimum case, we focused on comparicons berwoen model
calculations and monthly averaged F2 peak density measurements made at Watlons ishd,
Virginia in March, June, September, and December 1986, Our initial calculations produced
daytime densities that were in qualitative agreement with the data, but for three of the
months (March, September, and December), our aughttime densities were much jower than
what was measured. It was only in our June calculation that reasonuble nighttime densities
were obtained. The largest differences were found in the December case with calculated
O+ g)iensitics at night of around 102 ¢m-3 compared with measured densities of around 1035
e,

Another problem with the December case was a numerical instability at the higher
altitudes (600 - 700 km) that began a bit before midnight and grew until photoionization at
sunrise began to build up the O+ densities. At first, this seemed to happen only when
using the Brace and Theis electron temperature model, but subsequent calculations showed
that the instability could also appear when using our older temperature model. We came to
believe that the problem was related to the extremely small densities that we were producing
at solar minimum nighttime. A check of earlier calculations uncovered other cases where
smaller instabilities could be seen in the calculations. These cases also involved small
nighttime densities.

In examining the December case, we noted that one reason for the small densities at
night was that the meridional wind did not turn equatorward until well after sunset. Using
the other available wind model, the VSH model of Killeen et al. (1987). gave different
results in detail from those gotten using HWMS87 but still did not maintain the nighttime
densities. While in individual cases, you could argue that the actual neutral wind can be
quite different from the neutral wind models we still had to deal with those cases where the
model winds were reasonable. To help maintain the nighttime density, we decided to add a
nocturnal source of ionization to the model. We used an approach following Knudsen et
al. (1977) of simulating the ionization due to scattered EUV photgns. We assume that the
scattered EUV photons consist of three lines at 834, 584, and 304A. We then calculate the
photoionization rates as if these three lines are incident at the top of the ionosphere with
zero zenith angle with some assumed intensity. Using intensities based on Knudsen et al.
(1977) and Chakrabarti et al. (1984), we found that the nocturnal source helps to keep the
nighttime densities from going extremely low but has little effect much above a density of a
few times 103 cm-3,

An examination of the literature showed that maintaining the winter nighttime
ionosphere has been a problem for modelers for a number of years. While there has been
much debate as to what is the necessary physics to explain the observations, it seemed to us
that recent modeling indicated that including hydrogen ions and the coupling between the
ionosphere and the plasmasphere will be necessary for any successful modeling of the
winter nighttime. Our model did not have this capability; thus we decided to put 1n an ad-
hoc source to maintain our nighttime densities. From our initial experiments with this ad
hoc source, we found that when the nighttime densities are maintained, the numerical
instability problems do not appear.
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We next tumed (o solar maamum cosdittons by medelie dyg
Wallops Island in February ot 188U For the mionth of Febraary, see portoimed aadny o
day simulation of the entire moenth . In companng vy f’t\ui(.\ with U Wodiops baland doa
we examined just the IF2 poak densiy and hc:;?f:: Whe
results to the average dovome behavior of the T2 peak density, we fonnd that e miodel did
a fair job in that it was pretts much widhin g stindard devision of the :f‘ud mcan sut
on the other hand, the day e portion of the « ‘fxuyu{Lu diurnc shap o ol the B2 opeak
density was consistentty ditferene from whstwas obaorved. The ebeorvatoms consasentiy
had the daviime maximom at around 1030 whoreas the moded hud the maamem aroend
14:30. This was true on a daly basis us v.dg as wvithy the monthlv v A guaninive
comparison of the averages showed that at 1030, the model was 2070 fow st noon it was
% low, and at 14:30 w0 was within 1% of the date. We should note tha we did not see
the factors of two differences that have been seen in oihier comparivans

s comparad o AL VETage et

When we compared the modeled and measured B2 peak f?&‘éi_jf:‘h. sl results
were seen.  That s, the average model results were within o stancdard deviation af the
monthly averaged data. But a closer exaninatior <7 S entire month showed that from
10:30 10 16:30, the model was consistently dif™ 2 e data, predicting an B2 peak

height 10 1o 20 km smaller than obsery -7,

The next series of scaar maximum calvulunions wvalved soven stations and four
seasons. The stations were Bormuads 8o tene Rhand, and Millstone Thit mothe Amencua
fongitude sector; Stough, Moscow, and rieaamgrad from the Earopean sector; and
,\mxmn from the Asun sector, These were destgned as monthly mean calculatuons by
using the moenthly averaged FLHLT and Ap. The fifteenth of cach month was used in all
cases and the months chosen were 12/90, 3,90, 6/90G and 10/89, with the exception of
Moscow, where the months moedeled were 190, 390, 7/89 and 11,90

Unfornately, duta became avialable only for Millsione Hill, Wallops sdand, and
Bermuda. At Millstone, comparisons have been made for October, 19590 Murch, 199,
June, 1990; and December, 1990, For the December case, we found that the modeled fot2
at nighttime falls below the scatter 1 the data at | 1o 2 Mhz below an average of shout §
Mhz, From sunnise until 1000 hours, the medei and daia increase together, but from 100X
to around 1200, the model runs beneath the moathly scatter again 4t about 1 1o 2 Mhz
below daytime maximums between 12 and 14 Mhz,  In the afternoon, the modet talls in
the lower part of the monthly scatter but moving into evening. it falls oft & bit faster than
the data. Turning to the Muarch case, Little can be said other than that the madel talls well
within the enommous monthly scatter of the data. The October case is similian 1o December
except that the monthly scatter is large enough that the model remains within it Finallviin
June the observations show & very flat diurnal carve in marked conirast 1o the diurnal
behavior seen at other seasons. The modei reflects this change i diurnal shape but at all
times clearly falls at the hivh exirenes of the moenthly scatter and thas, consistently higher
than the monthly mean. The differesce is w the 1 to 2 Mhz raige wher using the older
O+/0 diffusion rate but can be as large as 3.5 Mhbz when varag the Burnsade factor in the
ditfusion rate.

The compansons between the modeled and observed hmt2 wive a sinnlar nuxaure of
results.  In all four cases, the model falls within the montnly scauter of the dat For
December, the agreement with the miean is not bad in the daytime but at nrght, the model
runs about S0 km higher than the dita, In June we see the opposite. the model 15 around
50 km higher from 0700 to midnight and gives fair agreement for the rest of the day.
Murch s not bad over the enure day but again (e scatteris large. e October, there 1s a fuir




scatter but the model does trend somewhat higher than the mean, sinnbur agan o the
December case.

For the other locations (Wallops and Bermuda) similur comments can be muade. In
general, we do Dest in the winter and have our biggest probleins in the sumer.

For several of the stations, we were surprised by the results from around June
solstice (May - July). For example, the calculation done tor Moscow in May showed a
diurnal pattern for fof2 that was the opposite of the "textbook” pattern. Tt peaked just after
2000 hours local time at around 13 Mhz, stayed flat untul 0200 hours, began to decreuse o
a minimum of 9 Mhz just after 1000 hours, stayed flat, and finally around 1800 hours.
began to increase towards its maximum. hmt2 showed a large change going trom 3(X) km
around noon to over 480 km at around 2200 hours. Similar behavior was seen in July but
not in January or November. These results are in disagreement with the predictions of the
International Reference lonosphere (IR1) and the Field-Line Interhemispheric Plasma
(FLIP) model. Our initial suspicion that this result was due directly to the neutral wind
turned out to be correct. Calculations at Bermuda as well as calculations for Moscow
showed that setting the wind to zero significantly modifies both the fof2 and hmi2 giving
diurnal curves that are more "normal”. An examination of the neutral wind being used
from HWMZ&7 showed that a strong meridional wind that hardly ever turns poleward was
responsible for our surprising results. The wind used in the FLIP model for Moscow was
deduced from the hmf2s predicted by the IRI. This wind was seen to be radica.iy different
from that of HWM&7 anc accounts for the differences between our results and FLIP's,
The question as to what is actually going on at Moscow is unanswered since we had no
Moscow data to examine, But our Bermuda results, while high compared to the data. did
show a diurnal shape that compared well with data. A brief examination of the day-to-day
Bermuda data showed that there can be days where the nighttime densities can be a factor
of 2 larger than in the daytime.

7.4 Future Directions

Present midlatitude ionospheric models have been successful at reproducing
ionospheric climate (Sojka, 1989), but developing models that can reproduce an actual
1onosphere for any given instant will require much more extensive comparisons between
models and observations. Today, we are in a position to make progress in modeling and
testing the midlatitude models on a global scale. The two primary reasons that this is true
are as follows. One, computer power has reached the point where a midlatitude model can
be run globally for many cases without using an inordinate amount of computer resources.
Two, as automatic processing of digisonde data has become available it is becoming
feasible to assemble global data sets of fof2 and hmf2. While global data sets of fof2 have
been available for years, the labor intensive processing required to make true height
analysis made it prohibitive to assemble such data sets of hmf2. Having global datasets in
both quantitics will serve as an excellent test of how well any model can reproduce an
actual midlatitude ionosphere.

8. MODELING THE HIGH-LATITUDE F-REGION

In the high latitude F-region, we were interested in developing a model to study the
production and evolution of polar cap patches and auroral blobs. With that in mind. we
began updating an existing high latitude model.
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8.1 Model Modifications

The tirst modificatons mvolved changes tha wo p
midlattuds model. They mctuded updatesd dutasion tae s
improved photoionization source, it mghttinme source of o
(HWMR7), Bestdes upduting various microscop:s
inputs, we al \oummlu\ v rewrote the outer Lo of 4
duuop a mmprghcnm and Hexable time-deps "ie;lif SRETEN i SOow s 10 asses
the roles of various p’mmm S oreatiag farge - do structures wothin the high lantude b
region, The present maxde! can use any of three frch iatitude conves Lonnaedels ¢ Heelis et
al, 1982: Hairston and Heelis, 19900 and Heppoer and Moyourd, 1957 1t operades i
what we call 4 station mode where one selects w partivalar s and the nmes at
which you want to calcalate aititude profiles of the O+ de e profes e umu!..'m
by tollowmg flux tubes whose trajectories pass over the stttion at the specitied times.
this way, you can sumulate un 1onosphere as it would be observed by a pround-based
instrement such as a digeonde. In a st attempt o study tane varyving convection
patterns, the model cun use up to 16 ditferent conveciton patterns during a single
simulation,
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8.2 Theoretical Studies

Our first study using our high fatiiede model consisted of calculatng tae 12
parameters at Sondrcstmn and Qanagq for }mm:u'y 19, 1990 from 8 U1 w pust atter 17
UT. This period was dictuted by the avaliubility of inME. DMSP, snd digisonde duta.
During this period, we defined nine ditferent convection patterns imw‘d on drift
measurements made by the 8 DMSP satellite. Our first calculution was for Sondrestrom
and used just co-rotation without any other convection. This was o catablish o bascline
with which 1o assess the ctfects of including a convecuon pattern w laier calculutions.
What we saw was that local pmom{vm at Sondrestrom produced simpic ionization as

compared to what was observed but Wi el smoonth k-\xrzx;?;xi'gd o the bnghby vanable
digisonde data. We nextmade a calovtartion wang wosingle convede '»'m attenr, one ol the
nine from the period of 1nterest, und tm'm‘ it more emporal structure as compued o

the co-rotation resulis but suil @ much smoother resuit as compured o the digsende data.
Using all pine convection patterns in our simclation gave slighty different resuhts in detadd
but qualitatively, those results were the same as the one pattern simnlaion

3

After making a similar set of caloulanions for {Luu.q and oviuing sovlar resulo,
we mude a senies of calculations designed to examine the senstivity of our results to initial
conditions, particle precipitetion. and neutral wind. To test sensitiv ity o intind conditions.,
we repeated the nine convection pattern calculwion bat followed ¢ flux ruhe’s trjectory for
12 hours before 1t reached Sondrestrom rather than the <ix hours used o the origing
caiculation. This had the effecr of producing much mors dramaric vartetion in the temporal
behavior in fof2 at Sondiesiroin. On the other hand, caleulations includimg no particle
precipitation showed very livle structure in either the 6 or the 12 hour uumr\ cases.
Turning off the neutral wind hkewise had an offect of sinoothing oet some of the structure.
So what we are seeing is that in this case, the model can pmduu some structure but its
existence is sensitive to a variety of parameters within the model. But ia all cases, the
structure produced is smaoother than what is observed.

A final set of caloulotions was made that mcluded a focaiized "vonex” pm\ ntial
structure added to a globad pattern at a fixed locaton in magneuc covrdnates. The erffect in
this rewion of more intense clectie fields was to caose an inerease o the T effectn e used
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calculating the O+ loss rates. This in tum leads to a depletion in the F2 peak density even
when the vortex only existed for 10 minutes.

8.3 Future Directions

To make further progress, our present mode! would need two types of
improvements: (1) a more flexible and sophisticated handling of time varying convection
and particle precipitation and (2) a capability to do global modeling. When these
capabilites are available, then an effective study can be made of various scenarios on how
to make F region structure.

9, Summary

In this study on ionospheric transport, we have examined a variety of issues using
both kinetic and fluid approaches. In our study of electron flow between the ionosphere
and magnetosphere, we have focused on two areas: a kinetic model for the diffuse aurora
and the role of energetic photoelectrons within the polar cap. The kinetic model of the
electron flux in the diffuse auroral region emphasizes the consequences of pitch-angle
scattering, convection, and ionospheric coupling on the electron population. We found that
when pitch angle scattering is not strong, a model with precipitation alone cannot explain
the equatorward edge of the diffuse aurora. In our one dimensional model, a drift-
boundary limitation of flux nust be imposed in order to produce a realistic-looking
equatorward edge. In our two dimensional model, a realistic edge can be produced as the
results of energy-dependent gradient/curvature drifts of the electrons.

In our work on the sunlit polar cap, we have shown experimentally and
theoretically that the energetic electron population has an ionospheric source
(photoelectrons) and a magnetospheric source (polar rain). We find that at low energies,
our theory is in quantitative agreement with observations except for about a factor of 2 in
the low energy backscatter. At high energies, there is excellent quantitative agreement
between theory and experiment.

Our study of ion flows between the ionosphere and magnetosphere also focused on
two areas: a test of the first self-consistent theory for the combined electron-proton-
hydrogen atom aurora and simulations of ion acceleration. The test of our coupled three
species auroral model consisted of calculating the upgoing electrons that result from
downgoing protons incident at the top of the ionosphere. Measurements from the Low
Altitude Plasma Instrument on board the Dynamics Explorer 2 satellite provided both the
needed boundary conditions and the resultant upgoing electron fluxes with which the model
results were compared. We found that within the limitations of the data that the agreement
between model and data was good.

Two types of simulations were performed to study ion acceleration. First, two
dimensional plasma simulations were used to study the generation of broadband turbulence
and the resultant particle acceleration. From these simulations, it was found that a
broadband spectrum of frequencies, spanning the observed range of auroral hiss, could be
excited and that ion acceleration would result. Second, mesoscale (Monte Carlo)
simulations were used to analyze ion conic measurements from the rocket flight MARIE.
What we found was that the observed turbulence could heat protons from | ¢V to 7 eV.
While an underestimation of what was observed, this amount of heating is the right order
of magnitude.
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Fluid models of the E and F region have been developed to complement our kinenc
models. The region model can be used globally and has been adjusted to produce a more
realistic FoE. The F region model has both a midlatitude and a high latitude version. The
midlatitude version has been tested against a variety of measurements and has been found
to reproduce much of the ionospheric climatology. On the other hand, its ability to specity
the F region at a given time and place is clearly limited by present uncertainties associated
with the inputs to the model. The high latitude F region model is at a much less advanced
stage of development and there is much to learn about how it behaves under various
conditions.

Over the period of the contract, nine papers were written and twenty-one
presentations were given at various national and international scientific meetings. The nine
papers are listed below.

Chang, T., G.B. Crew, J.M. Retterer, and J.R. Jasperse, [onic Conics and
Counterstreaming Electrons Generated by Lower Hybrid Waves in the
Earth's Magnetosphere, IEE Trans. Plasma Sci., 17, 186, 1989,

Daniell, R.E. Jr., D.T. Decker, D.N. Anderson, J.R. Jasperse, J.J. Sojka,
and R.W. Schunk, A Global lonospheric Conductivity and Electron Density
(ICED) Model, in Proceedings of the 6tD International Tonospheric Effects
Symposium, p. 351, 1990.

Decker, D.T., and J.D. Winningham, Energetic Atmospheric
Photoelectrons Due to Solar X-Rays and Auger Production, in Physics of
Space Plasmas, ed. by T. Chang, G.B. Crew, and J.R. Jasperse, SPI
Conference Proceedings and Reprint Series, Vol. 8, p. 199, 1989.

Decker, D.T., J.R. Jasperse, and J.D. Winningham, Energetic
Photoelectrons and the Polar Rain, in Physics of Space Plasmas, ed. by T.
Chang, G.B. Crew, and J.R. Jasperse, SPI Conference Proceedings and
Reprint Series, Vol. 9, p. 15. 1990.

Reinisch, B.W., D. Anderson, R.R. Gamache, X. Huang, C.F. Chen, and
D.T. Decker, Validating Ionospheric Models with Measured Electron
Density Profiles, submitted to Proceedings of COSPAR 1992, Washington,
DC.

Retterer, .M., D.T. Decker, and J.R. Jasperse, A Kinetic Model for the
Diffuse Aurora, in Physics of Space Plasmas, ed. by T. Chang. B. Coppi,
and J.R. Jasperse, SPI Conference Proceedings and Reprint Series, Vol. 7,
p. 167, 1988.

Retierer, J.M., and T. Charg, Plasma Simulations of Intense VLF
Turbulence and Particle Acceleration in the Suprauroral Region, ed. by T.
Chang, G.B. Crew, and J.R. Jasperse, SPI Conference Proceedings and
Reprint Series, Vol. 8, p. 309, 1989.

Winningham, J.D., D.T. Decker, J.U. Kozyra, J.R. Jasperse, and AW,

Nagy, Energetic (> 60 eV) Atmospheric Photoelectrons, J. Geaphys. Res.,
94, 15335, 1989.
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Yasseen, F., J.M. Retterer, T. Chang, and J.D. Winmingham, Monte Carlo
Modeling of Photoelectron Distributions with Anomalous Heat Flux,
Geophys. Res. Len., 10, 1023, 1989.

There are five major computer models that have been developed under this contract
In all five cases, they are modified or extended versions of earlier Air Force developed
models. They are:

(1
(2)
(3)
(4)
(5)

Photoelectron transport model
Proton-hydrogen atom trunsport model
E region model

Middle latitude F region model

High latitude F region model
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