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Abstract

This study examined three aspects of animation (movement, color, and detail of

icons) to determine which one (or ones) best communicated the operation of a. simulation

model. The procedure was done in the context of using animation to establish a model's

face validity. Movement, color, and detail of icons were looked at individually and in

combination. The ability to communicate was measured both subjectively and objectively.

The subjective measures were a selection of "best" and 'worst" animation types where

'best" and "worst' referred to how well an animation communicated, and a pairwise

comparison of the animation types which resulted in preference ratings for each animation.

There were seven different scenarios containing various problems with the system. The

objective measures were subject problem Identification accuracy and time delay of problem

Identification. The results showed that movement In animations was always preferred to

a lack of movement In animations. However, movement, color, and detail of icons in

combination was preferred the most. Objectively, movement was the most important

aspect. The subjects performed equally well for all the animations with movement and,

when there was no movement, the subjects' performance dropped equally.
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A



USING ANIMATION IN THE VALIDATION OF

SIMULATION MODELS

L. Introduction

Background

Over the past two decades simulation modeling in the military has Increased Sig-

nificantly. Today the military uses simulation models in many areas: defense planning,

weapon system evaluation, logistics, and the like. Models have become essential in mail-

itary analysis because a valid simulation model can point out potential trouble spots or

potential sc'tution' in a system without the expense in time and money of operating the

actual system. Also, simulaion models are valuable tools for planning and evaluating

future systems.

In general, models are abstractions of reality that attempt to capture the essence of

the problems, events, or actions being considered. Thus, no effort is made to include every

detail in a model. In the first place thuat would be impossible, and secondly, Including every

detail is unnecessary. Developing a model is like an artist painting a portrait. The artist

Initially draws a sketch of what is to be painted. The sketch, like the model, contains the

essentials but omits the details. Just as the sketch cannot be a substitute for the portrait,

a model cannot be a subatitute for reality. However, a sketch well done leads to a better

portrait, and an accurate model lead~s to a better understanding of the literal or proposed

situation. Models are developed in various forms (e.g. mathematical, verbal, or pictorial).

Simulation models are geneiyally considered to be models that are developed as computer

programs.

Although simulation models are used extensively in decision making and problem

salving, many decision makers lack confidence in simulation model results (Sargent, 1991:37).

Nf models are to be legitimate decision aids, it is critical that they be validated. Simulation



model validation is "substantiation that a computerized model within Its domain of appli-

cability possesses a satisfactory range of accuracy consistent with the intended application

of the model" (Schlesinger and others, 1979:103). The validation procem consists of per-

forming tests and evaluations during the development of a simulation model. Thece tests

range from a review of model assumptions to detailed statistical procedures. Although

model verification is closely linked with model validation, the two should not be confused.

Simulation model verification is the process of ensuring that the actual computer program

is error free. As Whitner and Balci state, "Validation deals with building the right model,

verification deals with building the model right" (Whitner and Bald, 1989:559).

Even though much has been written concerning simulation model validation, and

many validation techniques have been developed, no simulation model can ever be fMlly

validated. A successful result from a validation procedure can only Increase the validiLy

of a model. Thus, the modeler desires to tip the scales of validation towards complete

validity as far as possible, all the while knowing that there will always be some uncertainty

weighing down the other side.

"Computer animation is one of many techniques used in the process of simulation

model validation (and verification). Through computer animation a "model's operational

behavior Ui displayed graphically as the model moves through time" (Sargent, 1991:39).

Animation is becoming more popular because animation software has dropped In price

and Increased in quality. Increased computer graphics capability allows the modeler to ses

the simulated operation of the system instead of Just a printout of statistics. In addition,

animation can be used to enhance a model's credibility. A credible model Is a model the

decision makers are willing to use because they have confidence in the model's results (Sar-

gent, 1991:37). According to Law and Kelton, the ability to increase a model's credibility

is the main reason for animation's expanding use (Law and Kelton, 1991:241). Thus, the

gracphial display of a model through animation can add credence to a model and Increase

the confidence in a model.
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Problem

The use of computer animation in simulation model validation is increasing; how-

ever, there are few guidelines for using animation in conjunction with accepted simulation

validation techniques. One primary method used in mcdel validation is face validity. 'Face

validity is a*king people knowledgeable about the system whether the model and/or its be-

havior is reasonabie" (Sargent, 1991:39). In order to establish the face validity of a model,

the assumptions and operation of the model must be communicated to the system expert.

Animation Is one tool for accomplishing that. Thus, this research focused on determining

which aspects of animation are the most useful for communicating the operation of the

model.

Asumptions and Scope

Simulation Model. The simulation model used for this reseatch was taken from a

SLAM (Simulation Language for Alternative Modeling) textbook. A simple model was

chosen so that some of the basics of animation could be examined without the problems

associated with a complex model. The simulation models one bulldozer, four trucks, and

two man-machine loaders. The bulldozer stockpiles material for the loaders. The loaders

place the material into the trucks. Once a truck is loaded it hauls the material away,

dumps the load, and then returns for another load. The Track Hauling Situation model

will hereafter be referred to as the Loader model (Pritsker, 1986:237-242).

Animation Software. The model was animated with Proof Animation. Proof Anima-

tion (hereafter referred to as Proof) is a PC-based, "post-processing" animation software.

Post-processing (or playback) means the animation is seen after the simulation is run. The

events or state changes are recorded in a file during the simulation run and then upiayed

back" by the animator. This Is in contrast to "concurrent" animation. Concurrent means

the animation is seen while the simulation is running (Law and Kelton, 1991:241). There

are advantages and disadvantages to each type of animation. Concurrent animation uu-

ally allows the analyst or user to immediately see the result of changes they make while

the simulation Is running; however, certain changes cannot be made while the simulation

3,
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is running. Also, the end (or any other part) of a simulation run can only be seen after

viewing all that comes before. That is, "fast-forwarding" is not possible. Post-processing,

on tb,, other hand, does allow one to view to any part of a simulation run without waiting

through the previous portions of the simulation, but changes cannot be made and seen

Interactively (Brunner and others, 1991:91).

Scope of Animation. Three aspects of animation were considered:

* Movement

* Detail of Icons

* Color

Each of the above was looked at individually and in combination. Other factors that could

be considered include graphs, perspective (as in two-dimensional or three-dimensional),

concurrent animation versus playback, and speed of animation.

Approach

The main reason for using animation is that It improves communication. Thus, the

procedure was to animate the Loader model, and show the animations to volunteers. They

determined how useful the animations were in enhancing face validity and which animation

type was most beneficial. This was measured in two ways. First, each animation showed

a different scenario. The subject attempted to determine if there were any efficiency

problems with the system modeled (queue buildups, long idle times, and the like). The

time delay in identifying a potential problem and the identification error rate were recorded.

Second, after viewing the animations, subjects performed a pairwise comparison of each

animation's ability to communicate. A rating for each animation was calculated from the

pairwise comparisons. The palrwise comparison procedure is called the Analytic Hierarchy

Proces and is discussed In the next chapter.

.4
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Overviewo

The next chapter reviews the current literature concerning simulation model valida-

tion and animation. Also, a section discussing the Analytic Hierarchy Process is included.

Chapter 3 gives a detailed description of the approach to the research, the Loader model,

the animations, the experimental design and data collection, and the analysis methods

used. The fourth chapter is a diecussion of the results, and the final chapter contains

conclusions and recommendations. The data collection forms are shown in Appendix A.

Appendix B is the SAS output used in the analysis, and Appendix C contains the SLAM

and Fortran code.

iN
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11. Literature Review

Scope end Method of Presentation

This review will cover information about validatiou of simulation models, the use of

animation in validation, and the Analytic Hierarchy Process (AEP). The discussion Will

begin with model validation In general and include animation's applicability to validation.

A review of information dealing with the use of animation In validating models will follow,

and a look at the AHP will conclude the discussion.

Discusion

Model Validation. Since the 1980's much has been written concerning model vali-

dation. Baldl and Sargent list over 300 articles In a comprehensive bibliography (through

1983) of articles dealing with validation and credibility assessment of models (Baldi and

Sargent, 1984:15-27). Carson defines validation and a credible model as follows:

e Validation: "The process whereby the modeler and end user ask the questions: How

accurately does the model represent reality? Can the model be used in place of the

real system for the purpose of makin& decisions concerning the real system" (Carson,

1989:552)?

*Credible Model: A model "that Is accepted by the client as being sufficiently accurate

to be used as an aid In making decisions" (Carson, 1989:552).

One of the most published authors in the area of validation is Sargent. He emphasizes the

relationship between thie purpose of a model and the validity of a model. A model's validity

can only be determined in relation to the purpose of amodel. If amodel is designed to

evaluate several different problems, it must be validated for each of the problems consid-

ered. Also, a model can never be considered completely valid. He states, *It is often too

costly and time consuming to determine that a model is absolutely valid over the complete

domain of Its intended applicability" (Sargent, 1991:37). There awe only degrees or levels

of validity (Sargent, 1991:37).



In his discussion of validation techniques Sargent distinguishes between subjective

and objective (statistical) validation techniques. Sargent lists 15 subjective techniques, one

being animation. He states that the model validation process is included In the process

of model development and is concerned with four different evaluations: conceptual model

validity, computerized model verification, operational validity, and data validity. All of the

validation techniques he lists are useful in determining operational validity. Operational

validity ensures "the model's output behavior has the accuracy required for the model's

intended purpose, over the domain of its intended applicability" (Sargent, 1991:39). Most

validation occurs during operational validity testing because any problems found in the

computerized model could be due to a faulty conceptual model, improper programming,

or incorrect data. Thus, operational validity, in a sense, encompasses conceptual model

validity, computerized model verification, and data validity (Sargent, 1991:39-42).

Baldi also divides validation techniques into two categories: subjective and statisti-

cal. He lists 13 subjective validation techniques and 18 statistical validation techniques

(Bald, 1989:67-68). Animation is not listed as a validation technique. In fact, Baldi does

not mention animation at all. Banks divides validation techniques into subjective and

statistical, too (Banks, 1989:550-551). However, he does not list animation as a validation

technique either.

A three-step approach for validation is offered by Carson. He places face validity

at the beginning of his validation process. Face validity is a process which Involves ques-

tioning those knowledgeable about the system modeled to. determine whether a model or

its operation is consistent with the system modeled. Carson then recommends validation

of the model assumptions and model output. In contrast to Baldl and Banks, though,

Carson emphasizes the need for animation. He concludes with a listing of verification and

validation techniques (Carson, 1989:555,557).

Animation. There are many proponents for using animation, not only for model

validation, but also for the whole model building process. Those who tout animation the

most are those who sell animation software (Brunner and others, 1991i-W94; Kalasky and

Davis, 1991:123; Hollorls, 1984:322-328; Standridge, 1986, 121-143). Users of animation

7
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are the second most enthusiastic proponents of animation (Aiken and others, 1990:775-783;

Johnson and Poorte, 1988:30-36; Carson and Atala, 1990:798-801). Academia, although

acknowledging value in animation, generally stresses other methods of validation or does

not explicitly mention animation at all. (Law and Kelton, 1991:242; Bald, 1989:62-71;

Banks, 1989:549-551)-

As an example of the latter, Law and Kelton recognize that animation Is increasing

the popularity of simulation modeling. However, with regard to model validation, they

point out that animation can show that a model is not valid, but it cannot show that a

model is valid. Also, animation cannot replace statistical analysis of the model output.

Another drawback is that animation usually cannot be watched for the complete run of

the simulation. Therefore, an error could occur at a point later in the simulation run when

there Is no one watching. A final drawback is "ouly part of a simulation model's logic can*/

,t actually be seen in an animation; thus, a 'correct' animation is no guarantee of a valid or

debugged model" (Law and Kelton, 1991:242).

Animation can improve face validity according to Schuppe. However, developing

quality animation can take as long as developing the model, and the animation should be

verified. That is, the modeler should substantiate that the animation is not giving a false

picture of what the simulation model is doing (Schuppe, 1991:523, 525).

Carson paints a much brighter picture for animation. He states that animation

provides a degree of validity that previously could not be reached for simulations involving

items travelling through space. With an animator spatial relationships ae easier to verify.

He recognizes there Is a possibility judgments will be made based on animation before the

validation process is complete. However, Carson asserts the probability of this happening Is

not high because those who use simulations "will want to see the output data of numerous

long runs before making any final judgments" (Carson, 1989:555).

According to Johnson and Poorte, animation can be ueful for debugging and verlfi-

cation, validation, analysis, and communication and presentation. They offer a hierarchical

approach for using animation In all of these areas. With regard to validation, they believe

"animation can provide a vital link between the modeler and expert" (Johnson and Poorte,

. '-''i..,
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1988:31). Usually the system expert involved in conceptual model validation is unfamiliar

with simulation code; thuis, animation improves the communication betwee~n the modeler

and the expert, and conceptual model validity is enhanced. Nevertheless, they acknowl-

edge "animation is a supplementary tool and should not be viewed as a replacement for

standard analy'is techniques' (Johnson and Poorte, 1988:31,36).

Cyr states that animations of simulated activities offers several benefits:

9 Animation can help explain simulations (in particular, Monte Carlo simulations) to

upper-level managers, who are not experts in mathematics and statistics.

* Animation can help the manager and others understand the system being modeled.

* Animation shows actual or potential system problems that might be hard to under-

stand or might be missed by looking at lists of numbers.

* Animation opens up the opportunity to interact with the simulation.

* Animation lowers the development costs of models by uncovering problems that

would be hard to see without animation.

He adds that the value of a simulation models increases when animation is added, and the

additional cost is outweighed by the advantages of animation (Cyr, 1992:1000, 1002).

As those involved with the making and marketing of animation software, Kalasky

and Davis boldly declare,

In recent years animation has become a requirement of the simulation process.
One of the reasons for this requirement is that numeric summary statistics do
not necessarily convey information about the dynamic Interactions of compo-
nents of a system. Although summary statistics are a crucial part of evaluating
the performance of a simulated system, it is only through animation that the
analyst can easily identify the system status under which, for example, bottle-
necks occur. (Kalasky and Davis, 1991:122)

Concerning validation, they agree with Johnson and Poorte that animation improves com-

munication between the system experts and the modelers. In addition, they state that aim-

plifying assumptions can be seen easier with animation. (See also Standridge, 1986:121.)

9.
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-To conclude their listing of the uses of animation they give the standard qualifler: "anima-

tion cannot replace standard statistical analysis techniques" (Kalasky and Davis, 1991:122-

123).

AnalUtic Hiermchy Poocess. The AHP is a decision making aid. It allows a subject

to mubjectiv*Jy 'ompare alternatives. A subject compares every alternative with every

other possible alternative. Thus, the AHP is a pairwise comparison. Ratings for each

alternative can be calculated from the pairwise comparison data. This is in contrast to

absolute estimation methods (such as an ordinal ranking of alternatives). For example,

the pairwise comparison of the animations allowed a subject to rate a specific animation's

"ability to communicate the model's operation against the ability of every other animation.

This permitted the relative merits of the animations to be quantified. Since there were

seven animations, the subjects performed 21 palrwise comparisons each. (There were not

28 comparisons because an alternative Is not compared with itself.)

The AHP was developed by Thomas Saaty (Saaty, 1980). The advantages of the

- AHP, as summarized by Vidulich and Tsang (1987), follow.

In comparing the AHP approach to the absolute estimation methods, Saaty
(1980) suggested that the AHP has the following advantages: (1) While the
"number of decisions are more numerous ([n(n - 1)/2) as opposed to [n] for
n conditions to evaluate), they are simpler because the subject can focus on
the relationship between only two conditions. (2) The comparison of each
condition to every other provides a great deal of redundant information to
improve reliability. (3) It is possible to calculate the "consistency" of each
subject's pairwise ma, .x and thereby test the subject's ability to make the
discriminations necessary. (Vidulich and Tsang, 1987:1058)

Given n alternatives, the pairwise matrix (or judgment matrix) is an n x n matrix with

owh row and column headed by the choices. The n-inerical rating from each pairwise

comparison is placed in the matrix, and the principal eigrnvector for the matrix is calcu-

lated, which gives the rating for each alternative (Vldulich and Tsang, 1987:1058). There

are three steps to using judgment matrices: collect the judgment data, construe. the judg-

"meat matrices, and calculate the ratings. Vidulich provides a good overview of this process

"(Vidulich, 1989:1407).

10 . "
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Wifliau s and Crawford offer another method of calculating ratin3s. They suggest

using a geometric means approach instead of an eigenvector approach (Williams and Craw-

for%4, 1985:1). They state,

The geometric mean vector v = vi,v 2 ,. .. ,vn, given by
'II

which satisfies the continuity and consistency criteria Saaty uses to defend the
dominant eigenvector, has several other desirable traits: In certain circum-
stances, It is statistically optimal and gives rise to cn estimate of scales and a
measure of consistency that have known statistical distributions. In empirical
studies reported here it seems to do as well as, or better than, the eigenvector
in preserving rank order. In addition, it is supported by a literature describing
methods of handling a wealth of variations of the problem, including missing
data and multiple judges. (Williams and Crawford, 1985:vi)

Anothe: issue Is whether judgment matrices are consistent. Vidulich defines a consis-

tent matrix as one where there are "transitive trends among related judgments" (Vidulich,

1989:1407). For instance if alternative A is preferred twice as much as alternative B, /

and alternative B is preferred three times as much as alternative C, then alternative A

should be preferred six times as much as alternative C. If these types of relationships hold

within the matrix, the matrix is considered consistent. Inconsistency increases as these

relationships are violated (Vidulich, 1989:1407). Budescu and others give S2, the measure

of consistency developed by Williams and Crawford.

=-.. Ej"= [In (ri) - In (G IGM,)12  (
(n - 1)(n - 2)

where rqj Is the pairwise comparison ratio for the ith and jth alternatives and GMi and.

GMj are the geometric means of rows i and j respectively (Budescu and others, 1986:71).

Budescu and others developed a consistency criterion for the geometric mean ap-

proach during their comparison of the two methods (Budescu and others, 1986:09-78). In

his own comparison the elgenvector approach and geometric mean approach, Vidullch dis-
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cusses the rule developed by Budescu and others and reviews the comparison of the two

approaches performed by Widliams and Crawford and Budescu and others. He states

"Williams and Crawford (1980) did a Monte Carlo comparison of the eigenvec-

tor and geometric mean approaches to judgment matrix analysis. They used

matrices that were selected from known distributions with var)ing degrees of
errof perturbations Introduced. Williams and Crawford found that the two ap-
proaches gave aimilar results when perturbations away from consistency were
minimal. But for large perturbations, the geometric means approach produced
results that deviated less from the known distribution. The relative advantage
of the geometric means procedure increased with both matrix size and error
variability. (Vidulich,1989:1408)

Matrices of randomly generated data were used by Budescu and others to compare

the two means of calculating ratings. Budescu and others showed that S2 remained stable

as matrix size increased. Vidulich suggested at the end of his study that the geometric mean

approach can be used Instead of the eigenvector approach. Also, Vidulich recommended

that when using S2 as r. consistency criterion, the matrix size should range from 6 x 6 to

10 x 10 (Vidulich, 1989:1410).
I.

Condlusion

Many techniques are offered for model validation. These techniques are generally

divided into subjective and objective (statistical) techniques. Animation, when listed for

nue In model validation, Is considered to be a subjective technique. Even though animation

S " Is being used In simulation modeling more and more, the accepted range of animation's

applicability to simulation model validation varies from helpful to almost indispensable.

However, animation can never replace statistical validation techniques.

The Analytic Hierarchy Process is a useful means of comparing alternative. Al-

tkough there is debate concerning the method of calculating ratings (elgenvector versus

"geometric means), the geomstric means approach Is easer to use and has a more stable

mesure of inconsistency.

12
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III. Methodology

Approach

The experiment consisted of subjects viewing seven different types of animations. The

subjects determined how useful the animations were in communicating model operation

and which animation type was most beneficial. This was measured In two ways. First,

each animation showed a different scenario. The subject attempted to determine if there

were any efficiency problems with the system modeled (queue buildups, long idle times,

and the like). The time delay in Identifying a potential problem and the correctness of

problem Identification were recorded. Second, after viewing the animations, the subject

performed a pairwise comparison of each animation's contribution to face validity. A rating

for each animation was calculated from the pairwise comparisons (AHP) which measured

the subject's preference for each animation type. Preparation for the experiment included

selecting a simulation model, animating the model, creating system problems (different

scenarios), constructing the experimental design, and preparing data collection forms. The

next step was to perform the experiment and collect data by showing the animations to

AFIT faculty and student volunteers. The final step was analyzing the data.

Initialization

Simulation Model. The Loader model is a simple SLAM network simulation that

models a loading and hauling operation for 480 minutes (8 hours). The system modeled

consists of one bulldozer, four trucks, and two man-machine loaders. The bulldozer stock-

piles material for the loaders. Two piles of material must be stocked prior to the initiation

of any load operation. In addition to the two loads of material, a loader and an unlocied

truck must be available before the loading operation can begin. The time to bulldoze a load

is Erlang distributed and Is the sum of two exponentials each with a mean of 4 minutes.

The loaders are modeled as servers with loading time for server 1 exponentially distributed

with a mean of 14 minutes and loading time for server 2 exponentially distributed with a

mean of 12 minutes. When a truck has been loaded, It hauls the material to the dumping

area, dumps Its loa4, then returns for more material. Hauling time is normally distributed

13
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with a mean of 22 minutes and standard deviation of 3 minutes. The time to dump is

uniformly distributed between 2 and 8 minutes, and return time is normally distributed

with a mean of 18 minutes and standard deviation of 3 minutes. The loader must rest 5

minutes after loading a truck (Pritsker, 1986:237). The SLAM network code and a SLAM

network diagram are shown in Appendix C. Figure 1 is a diagram of the simulation.

TrTrk

B lD&Wn Lotd lAe Hauling DumpIng

Queue ' 'i- 4

Flmtre 1. Loader Model Diagram.

The Loader model was changed to ease the process of animating. In the original

model there was no way to keep track of the trucks and loaders; however, that information

• i was needed for the animations. Also, the original model allowed two trucks to be loaded

at the same time and more than one truck to dump at the same time. Finally, the loader

with the longest idle time was selected when a loading operation could begin.

The first problem was solved by assigning a truck number (1, 2, 3, or 4) to attribute

10 of the truck entities and assigning a loader number (5 or 6) to attribute 11 of the loader

14
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entities. The loaders and trucks were placed into the appropriate queues at the beginning

of the simulation using ENTRY statements. Each load entity had the following attributes

assigned:

* Attribute 1 - Not uaed (originally was -o be used as a load counter)

* Attribute 2 - Next load arrival time

* Attribute 3 - Not used

* Attribute 4 - Loader 1 load time

* Attribute 5 - Loader 2 load time

* Attribute 6 - Loader rest time (always 5)

* Attribute 7- Truck hauling time

* Attribute 8 - Truck dumping time

* Attribute 9 - Truck return time

Since two loads were accumulated at the Accumulate node, only the attributes of the second

load entity arriving were saved. When two loads, a truck, and a loader were available

the Select node summed the attributes of all three creating a new entity with the above

attributes plus the truck number and loader number in attributes 10 and 11 respectivoly.

There was one resource representing the loading area so the new entity had to wait until

that resource (LOADSPOT) was available. This solved the problem of two trucks being

loaded at once. The appropriate loader server was selected based on Attribute 11. The

resource LOADSPOT was then freed, and the entity was cloned with the loader being

delayed for 5 minutes. All of the attributes of the loader, excspt for Attribute 11 (loader

number), were zeroed out before the loader was routed back to the loader queue. The

second entity encountered the hauling delay, waited for the resource DUMPSPOT (of which

there was one), delayed for dumping, freed DUMPSPOT, and then had its return delay.

Before this entity was routed back to the truck queue, all of Its attributes except Attribute

10 (truck number) were zeroed out. Therefore, assigning attributes allowed tracking of

'he trucks and loaders, and the resources limited loading and dumping to one truck at a

15



time. The selection of loader based on longest idle time changed to alternating loaders.

Reamos why these changes were needed will be given when the animations are discussed

because the problems were not encountered until the animations were begun. The diagram

in Figure 1 was still correct even after the modifications. These modifications significantly

Increased the length of the network code, plus Ibrtran subroutines were needed to create

the trace file for Proof. The modified network code is shown in Appendix C.

Animations. Seven different animations were created to examine movement, color,

and detail of icons:

* M - Movement. Simple icons that move but do not change level of detail or color.

e I - Icon. Icons exhibit differing levels of detail but do not move or change color.

9 C - Color. Simple icons that change color but do not move or change level of detail.

e MI - Movement and Icon. Icons move and change level of detail but do not change

color.

e MC - Movement and Color. Simple Icons that move and change color but do not

* change level of detail.

* CI - Color and Icon. Icons change color and level of detail but do not move.

* MCI - Movement, Color, and Icon. Icons move and change color and level of detail.

Two files are required to run a Proof animation: a layout fie (.LAY) and a trace

file (.ATF"I. With regard to the layouts, the only background object created was an object

representing a pile of material at the dumping area This object only appeared in MI and

MCI. Any object on the screen that could move or change status in some way required a

unique number. That is why it was necessary to keep track of the trucks and loaders in

the simulation model. Object classes were created that represented loaded and unloaded

trucks and loaders. When a particular object was needed, a class was assigned by the

trace file tc the object's number. The object that appeared on the screen was based on the

class assigned to the object's number. An object's color, speed, or travel time could also

be changed by assigning a different color or speed to the object's number. For instance,

.18



"SET 10 COLOR RED" where 10 is the object number, or "SET 10 TRAVEL 9.2" where

9.2 is 9.2 minutes are examples of tra.ze filk commands that change object status. Figure 2

shows the different objects classes used.

S•m* DetmdedTnxk DemedTrwk DeatedTrun
Trnk UWoaded Pary LoadW Fy loa&d

Load "i,111e Detsied Loade Deald Loade
Loade Unaded Loaded

Figure 2. Animation Object Classes.

For the animations with movement, paths were created for the objects to follow.

Allowing 'two trucks to load or dump at the same time greatly complicated the path

structure and the logic for path usage. That Is why the trucks were limited to loading and

dumping one at a time. Also, the purpose of this research was to examine animations, not

modeling assumption-. A snapshot of an arimation with movement is in Figure 3. The

icons shown are the ones for MI and MCI. No bulldozer icon was used. The buP.dozer was

represented by the loads arriving. The loading times were divided by six and assigned to

a portion of the loading process. For example, If the loading time was 12 minutes, the

following would occur:

* The loader would leave its idle position and travel for two minutes to pick up a load.

* The loader class would change to loaded, and the loader would travel for two minutes

to the truck.

* The loader would wait at the truck for two minutes to represent the transfer of the

load to the truck.

17
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• The loader class would change to unloaded and then travel for two minutes to pick

up the second load, and the truck would change class to show one load.

* The loader class would change to loaded, and the loader would travel for two minutes

to the truck.

* The loader would wait at the truck for two minutes to represent the transfer of the

second load to the truck.

* The loader class would change to unloaded and then travel for five minutes to its idle

position, and the truck would change class to show two loads and begin hauling.

The two loads "fell" out of the truck onto the pile when dumping. M and MC did not

show the pile of material, and the icons were the ones labeled "Simple Truck" and "Simple

Loader" in Figure 2; however, they did have the same movement. For MC, the icons

were white when idle, green when travelling empty, red when travelling loaded, pink when

partially loaded (trucks only), and yellow when dumping (trucks only). MCI had the same

color scheme with the icons as described above. The icons remained red for M and MI.

WkmgCrU
bkf

- Figur 3. Sample Animation With Movement.
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The animations without movement used larger stationary icons. The four trucks were

displayed at the top of the screen and the loaders at the bottom of the screen. Figure 4

gives a representation of the animations without movement (C, I, and CI). The figure

shows the icons for I and CI. As with M and MC, the icons for C were the ones labeled

"Simple Truck" and "Simple Loader" in Figure 2. For C and CI, the color changes were

the same as for MC and MCI, and the icon changes for I and CI were the same as for MI

and MCI. The icons in I remained red. There was no representation of the load queue in

the stationary animations.

Trxlk1 Tru&k2 Trck 3 Trnck4

Loedw I Loodu 2
Cokr
Key
he= for
C and CIj

Figure 4. Sample Animation Without Movement.

Scenarios. Problems were incorporated into the experiment to motivate the subjects

to concentrate on the animations and to measure the performance of the different anima-

tions. The subjects were the "system experts" (owner, operator, or manager of the loading

operation); thus, they were looking for efficiency problems with their system. Table I gives

the scenario abbreviation, the simulation model modification, and the associated system

problems for each scenario.

Eperimental Design. The order in which the animations were viewed was random-

ized as well as the scenario associated with eaci. animation. Therefore, there were 49

different animation and scenario combinations. Table 2 shows the experimental design

19,
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Table 1. Scenario Descriptions.

(Scenario Model Modifications System Problems
SLDER Load interarrival time, load- All resources are used ade-

ing time, hauling time, dump- quately with a slight buildup
ing time, and return time of loads.
unchanged. (Original Model

_____with Modifications)
SLTK Hauling time, dumping time, One truck is much slower than

and return time doubled for the others, and there is a
the third truck. (Slow Truck) buildup of loads.

SLLD Loading time doubled for the One loader is too slow, which
first loader. (Slow Loader) creates a buildup of loads and

Idle time for the trucks.
FT Hauling time, dumping time, There are too many trucks

and return time cut In half for for the number of loaders and
all trucks. (Fast Trucks) bulldozers or not enough load-

ere and bulldozers for the num-
baer of trucks.

FL Loading times halved for both There are too many loaders for
"loaders. (Fast Loaders) the number of trucks and bull-

dosers or not enough trucks
and bulldozers for the number
of loaders.

SL Load interarrival time multi- There are not enough bulldoz-
plied by 2. (Slow Loads) ern, which creates idle time for

the trucks and loaders. A
ST Hauling time, dumping time, There are too few trucks,

and return time doubled for all which creat a buildup of
trucks. (Slow Trucks) loads and loaier idle time.

!
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constructed for 50 subjects. All 49 animation and scenario combinations had been selected

by run 32. A run consisted of the seven animation and scenario combinations to be viewed

by a subject.

Data Collection Form. and Picture&.

Form.. Several forms were needed for this experiment, all of which are given

in Appendix A. The first form created was the Scenario/Animation Viewing form. At the

top were places for the subject's name, the date, and the run number. Also, there was a

selection for student, faculty, or other. Following this there were seven groups of lines used

for listing the scenario, animation, problem identification time, and problem observed. At

the bottom of the form was a place for recording the subject's selection of "best" and

"worst" animation type. This form was completed by the experimenter while a subject

viewed the animations.

The second form was the pairivise comparison form. This form consisted of three

pages, the lirst of which included instructions for completing the form and a listing of the

animation types. The second page gave some pairwise comparison examples, and the last

page was the form itself. The same information was at the top of this last page as was at

the top of the Scenario/Animation Viewing form. The pairwise form contained 21 lines.

This allowed for the comparison of each animation type with every other animation type.

No animation type was compared with itself. Each line had 17 blanks with the ninth (or

middle) blank marked off in a column by itself. An animation type was listed on each side

of the line. If the subject considered the animation types to be equal in contributing to

face validity (that is, both communicated equally well), he or she would mark the middle

column. If one animation type was preferred over the other, then the subject would mark

In a space on that animation type's side. The more the subject preferred the animation

type, the further out to the side he or she would mark.j

The pairwise comparison form provided the data for the pairwise matrix (or judgment

matrix), which was the third form. The pairwise matrix is the one described in Chapter

.2. The top of the form included the subject's name, the date, and the run number. The

21
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Table 2. Experimental Design.

I .~I______ 11___ Scenario/Animation -- I
1I LDER/MC SLTK/I SLLD/M FT/MI FL/CI SL/MCI ST/C
21 LDER/ ST/M SLLD/MCI FL/C SLTK/CI (TMl. SL/MC

3 LDER/I FC SL/MI SLTKIMCI ST/Cl Mc SLD/M
4 UTK/I STC SLLDtM SL/MI FT/Cl F/C LER/MCI

5 S/C SLTK/C SLLD/CI LDER/Ml FL/M SL/I .FT/MCL
8 T/ SLLD/C SLTK/MCI LDER/I FL/CI ST/Mc SL/ML
7 FT/MCI_ FL/C SL/M ST/Mc SLTK/I LDER/CI SLLD/M
6 STC SLTK/I - FT/MC SL/MCI FL/C LDER/M SLLD/MI
9 SL/M ST/I SLTK/CI FT/MCI SLLD/C FL/MC LDER/M

10 ST/M SLLD/I11 LDER/MC SLTK/MCI FT/MI SC FL/CI
11 SLTK/MC SLLD/I LDER/M ST/MI FT/C SL/CI FL/MCI
12 ST/MC -~FT/Cl SLLD/C SLTK/M FL/I SL/MI LDRMCI
13 SL/M SLLD/MC SLTK/MCI LDER/I ST/Cl FT/M C
14 FL/M ST/C FT/MCI SL/MC SLLD/MI SLTK/CI LDER/I
15 FL/I SL/M STC SLTK/MC FTMI SLLD/M1 LDE/CI
16 ST/MC Ft/C SL/ SLTK/CI LDER/MI -FL/MCI -SL/
1? FT/MI LDER/M STc C SLTIC/I FL/Cl SLLD/MCI SL/MC
1s ST/I LDER/M SLC FLi.MI FT/Cl SLTK/M-C SLLD/MCI
19 SLTK/MCI SL/M LDER/I FL/11F SLLD/C ST/C FTMc
20 LDER/CI Si/C FT/M FL/MI MIT C ST MCI SL/

-.- 21 ST/Mc SLLD/C LDER/CI SLTK/M _ LMCI FTM FL/I
22 SL/M~ DRM FL/C ST/MCI SLKM F/l S
23 SLTK/CI SLLD/MCI SL/I FL/C ST/M LDER/I FT
24 *T/M Si/C STMCI LDER/MI SL J MC L/ SLTK/CI
25 FL/Cl SL.TK/ci SJLL/ FT/MC ST/MCI SL/I LDER/MI
26 SL/ SLLD/MC LDER/I FTICI ST/C FL/Ml SLTK/MCI
27 SLC LDER/M FL/I SLTK/MCI FT/CI ST/MI SLLD/MC
28 Z~SL/ STK/MCI STC SLLD/MI FL/I FTM
29 SLLD/I SLTK/C FL/C FT/M I LDER/MC ST MCI
30 SLLD/MI LDER/MC FT/M FL/MCI SL/C ST/CI SLTK/I
31 SLLD/MCI FL/MC STL/ LDER/C SLKCI ST/M MI/
32 SLLD/MC ST/M MI/ FT/MCI SLKC SLC LDER/M
33 FT/ FL/Cl SL/MI ST/MC LDER/I SLTK/MCI SLLD/C
34 LDER/I SLTK/CI SL/C FT/MCI ST/M FL/MI L M/C
35 SLLD/MI FT/MC SL/CI LDER/C TM CI FLI
34 LDER/MC SLTK/C FL/M SLM STLD/CI FMCI
37 FL/Cl ST/C SLiD/MI LDRMCI FTM S/

*38 SLLD/M LDER/I FL/MC SLTK/MCI ST/CI FT/C SL/MI
39 ST/ S§K/ FTM LDR/ SLC L MCI FL/MI
40 SM TMCI SLL/I SLTK/MC LEMI T/ FL/CI
41 SLL/CI C MCIn ST/MC SLDM TM FL
42 LDER/I FL/CI SLTK/MC SLL/M MI ST/C S/
43 SLTK/M LDR/ ST/MC SL/I FL/C SLMCI C
44 SL/ WT/C FL/MC LDER/Ml SLTK/MCI SLLD/I FTC

46 LDRM SLJQ M FT/MCI FL/MI ST/ ST/CI
47 ERC ST/C SLLD/MC FL/M SLTIC/MI FTI SL/MCI

48 LER/M ST/MI FL/MCI SL/I SLLD/MC FT/C SLTK/CI
49 SLMC LDE:R/CI ST/MI SLiD/C FT/M SLTKIC FLMCI

50 / 7M7TC LDER FL/MI SLTK/CI FT/MC ES2DMCI
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matrix had the rows ond columns headed by the animation types. Ones were placed on

the diagonal since it was assumed that an animation type was qual with itself. The lower

portion was shaded because the ji element is simply the reciprocal of the ij element. Places

were provided to the side of the matrix for the calculated ratings. The pairwise matrix

only is shown in Figure 5. Finally, a description of the model was written for the subject

to read. This description included the diagram in Figure 1, a discussion of face validity

and the subject's role as a "system expert", and a description of the animation types.

M C I MI MC CI MCI

M

C

I

MC

ooll

MCI

Figure 5. Pairwise Matrix.

Pictures. Pictures of each animation type were used at the beginning to explain

each animation type, and the subject referred to the pictures when completing the pairwise

comparisons of the animations. The pictures were 8 x 10s and were taken at the same point

in simulated time using the LDER scenario.
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The EZperiment

The experiment was conducted in an isolated room, and a "Do Not Enter" sign

was placed on the outside of the door to preclude interruptions. Figure 6 shows the

physical setup. The computer was against the wall with the pictures of the animation

types attached to the wall above the computer. Control of the computer was maintained

by the researcher, who was seated next to the subject. This allowed the researcher t0 start

the animations and the stopwatch at the same time. The subject was verbally given the

purpose of the experiment and then asked to read the description of the model. While

the subject was reading, the information requested at the top of each form was filled in

by the researcher, and a run number was assigned. Once the description was read and

questions were answered (if any), the animations were described using the pictures. Each

animation was viewed for one minute, which equated to 350 simulated minutes. The

"stopwatch was started when each animation began. This allowed the time to be recorded

if the subject identified a problem. If no problem was observed, 60 seconds was entered for

the problem identification time and *no problem observed" was entered for the problem

"observed portion of the form. After viewing all the nimations, the subject performed the

palrwise comparisons. The subjective selection of the animation types that communicated

the "best" and the "worst" concluded the experiment. The total time required was 25 to

30 minutes. The pairwise matrix was filled In, and the ratings were calculated after the

subject left.

Analysis Method"

The analysis was divided into three sections based on the type of data. Summary

statistics such as numbers and percentages were calculated for the subjective evaluation

data (selection of "best" and "worst" animations). The AHP ratings were calculated using

the SWORD coomputer program provided by Vidulich (SWORD, 1989). This program also

calculated the S value and the critical S2 value. Simple statistics were calculated for

the A"P ratings; plus, Analysis of Variance, Factor Analysis, and Cluster Analysis was

performed. The third set of data was the problem data. Simple statistics and summary

statistics were calculated for this data also. In addition, the data was analyzed using Anal-
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Resecbcer Subject

Figure 6. Room Setup.

ysis of Variance and Cluster Analysis from the animation perspective. Analysis of Variance

was used for analyzing the problem data from the scenario perspective. The animation

perspective looked at the performance of the subjects when viewing the animations with

regard to time of problem identification and accuracy of problem identification by Isolating

the animation type. The scenario perspective examined the animation types by isolating.

the scenario.
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IV. Ru and Discussion

S•A total of 47 individuals volunteered to "fiew the animations. Of the 47, 41 were

I" •

AFIT students, five were AFIT faculty, and one was neither. The results from the subjec-
tive evaluation, including the "best'L and "worst" selections and the pairwise comparison

(AEP ratings), will be presented first. The results of the objective evaluation (problem

"Identification accuracy and times) will follow, and a comparison of the subjective and

objective results will conclude the chapter.

Subjective Resufta

"Bedt' and "Worst'. Only three animation types were chosen as communicating the

best: MCI, MI, and M. Two animation types were identified as worst: C and 1. Table 3

gives the results for each animation type.

Table 3. Number of "best" and "worst" animation types.

Rating C I CI MC M IMI MCIl
Ba t 0 0 0 0 I 0 I0 37 I

Worst 36 11 0 0 0 0 0

The most preferred animation type was MCI, which was selected as the best 37 times

(79%). Chosen 36 times (77%) as the animation type preferred the least was C.

AHP Rating&. All of the judgment matrices' S2 values except one passed the con-

sistency criterion. However, the judgment matrix that did not pass was used. This is

because the S2 valiw was only slightly above the critical value. Discussions with Vidulich

revealed that slightly inconsistent matrices did not affect the analysis enough to warrant

not using the data (Vldulich, 1992). Table 4 gives the mean and standard deviation of the-

ratings for each animation type while F'gure 7 is a scatter plot of the ratings. There is

a dear distinction between animation types without movement and animation types with

movement. The subjects demonstrated the M nghest preference for MCL However, most

stated that movement was the key to understanding the model. . . . . .



Table 4. Animation Rating Means and Standard Deviations.

Statistic C I CI IM MC IMI IMCI--
IMean I0.02871I 0.0353 1 0.05611I0.12211I0.1693 1 0.2340 1 0.3544

StDv 009 .130 0.0243 0.0576 0.0478 0.0693 0.06581

0 Avg RatIng

04L

_ _ _ _ _ _ _ _ _ _ T5

OA -C 1 (3 M MC' MMC

Animation type

Figure 7. Scatter Plot of Animation Ratings.
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AHP ANOVA. This Analysis of Variance assumed a model of the form

Y p + +Ti + Bi +• (2)

where:

e p is the mean of the responses

# Ti are constants for the treatment effects

e Bj are constants for the block effects

e tej are Independent N(0, a2)

0 i= ,.,7;j ,.,47

Thus, the ratings Yj are assumed to be independent and normally distributed, with mean

"and constant variance

SE(Yi) = + T, + Bj
/ • •E{Y,,) = a

Each animation type was a treatment (i = l,...,7), and each subject was a block (j =

1,...,47). So this model determined if there were differences among the animation types

and differences between subjects. Table 5. is the ANOVA table.

Table 5. Analysis of Variance Table for Animation Ratings.

Source DF SS MS F P
"Treatment 6 4.05716 0.67619 255.61 0.0000
Block 46 3.429E-06 7.453E-08 0.00 1.0000
Error 276 0.73014 0.00264
Total 328 4.78731
Grand Average 1 6.71428

The ANOVA table shows that there is a difference between animation types. The

Interesting result, though, is that there Is no block effect. That is, there was no significant
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difference between subjects. A Tukey test for additivity was performed to test for interac-

tion effects between animation type and subject. Since the null hypothesis of the test is no

interaction effects (treatment and block are additive), the F value of 0.04 and the P value

of 0.8370 indicated there was no animation type and subject interaction effects. Table 6

gives the complete results of the test.

Table 8. Tukey's 1 Degree of Freedom Test For Additivity.

Source DF SS F P
Nonadditivity 1 1.126E-04 0.04 0.8370

[Remainder 275 0.73003 ,

Figure 8 shows a normal probability plot. The residuals were plotted against the

expected residuals under normality to check the normality assumption. The almost straight

line indicates that the normality assumption is valid. Another requirement for ANOVA

is equal variances for the animation types (treatments). The residuals are plotted against

the animation types in Figure 9. The plot seems to show different variances. However,

there is a good scattering of the residuals in Figure 10, which shows the residuals versus

the subjects (blocks).

Since the plot of the residuals versus treatment for (2) seemed to indicate different

variances, a Bartlett's test of equal variances was performed after dropping the block

variable. The test indicated that the constant variance assumption for the ANOVAs was

not valid. The test yielded a high X2 value (180.31) and a P value of 0.0, so the null

hypothesis of equal variances for each animation type was rejected. The results of the t.st

are shown in Table 7. However, because the sample sizes are the same for each animation

type, the model still can be used. Neter and others assert that the effects of unequal

variances are minimized when the sample sizes are the same. They state, *When the error

variances are unequal, the F test for the equality of means with the fixed ANOVA model

is only slightly affected If all factor level sample sizes are equal or do not differ greatly"

(Neter and others, 1990:624).

The Tukey method of multiple comparisons was used to determine if the differences

between the mean ratings of each animation type were statistically significant. The means
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Figure 10. Scatter Plot of Residuals vs Subject (Block).

Table 7. Bartlett's Test of Equal Variances for Animation Type.

SChi-Square DF P
180.31 6 0.0000
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were tested at a family a level of 0.1. The differences between the mean ratings of the

animations without movement (C, I, and CI) were determined not to be statistically signif-

icant. That is, at the 90% confidence level the means were considered to be the same. Each

of the mean ratings for the animation types with movement (M, MC, MI, and MCI) were .

statistically different from each other and the group of animation types without movement. .

Thus, the test determined that there were five groups: MCI, MI, MC, M, and (C, I, CI).

Since there was no block effect, and there was no treatment and block interaction

effects, block was dropped. So the model became

Y, =bu+Ti+c,, (3)

where:

9 p is the mean of the responses

* Ti ane constants for the treatment effects

* tij are independent N(0, o2)

* if 1.,7;j = 1,-., 47

Again, the ratings Y, are assumed to be independent and normally distributed, with mean

and constant variance

E{fY.,) + +Ti

2 {y) =0

Table 8 is the ANOVA table for (3). This ANOVA also indicated that there is an

effect based on animation type. That is, there is a difference in preferences for animation

types. So the ANOVA and associated tests show that animations without movement are

preferred the least. Since these animations did not communicate as well as the animations

with movement, they were not considered to be high contributors to understanding the

model. Understanding the model operation aids in assessing face validity. Preference for

animations with movement varied based on what other aspects of animation were inch'ded
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(color and icon). Movement was judged as a necessary contributor to face validity, but

adding other aspects were iddged to improve the performance of movement in communi-

cating ;ne operatir¢. of the model.

Table 8. One-Way Analysis of Variance Table for Animation Ratings.

Source DF SS MS F P
Between 6 4.05716 0.67619 298.21 0.0000
Within 322 0.73014 0.00226
Total 328 4.78731

AHP Factor Analysis. The sample covariance matrix was used for the fac-

tor analysis since all the ratings were in the same units (preference). Three factors were

retained because 93% o, the variance was explained by the first three factors. The eigen-

values, proportion of variance explained, and cumulative proportion of variance explained

are given in Table 9. There was a significant drop from the third to the fourth elgenvalue,

and only a small increase in proportion of variance explained. The three factors that were

kept were varimax rotated and are shown in Table 10.

Table 9. Eigenvalues of the Animation Ratings Covariance Matrix.

SEigenvalue 0.0081 0.0046 0.0021 0.0008 0.0002 0.0001 0.0000
Proportion I 0.5088 I 0.2872 I 0.1325 I 0.0501 0.0131 I 0.0082 I 0.0000 -
Cumulative 0.5088 0.7960 0.9285 0.9787 0.9918 1.0000 1.0000

Table 10. Rotated Animation Rating Factors.

Animation[ Factor 1 I Factor 2] Factor 3,
M -0.07000 0.96439 -0.18944 j

C 0.61113 -0.00739 -0.04354
I -0.03858 0.02393 -0.27963

MI -0.82293 -0.06075 -0.56269
MC 0.87741 -0.36355 -0.13631
CI 0.48971 0.08657 0.27445

MCI -0.06252 -0.54858 0.82630
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The animation types which load the highest on Factor 1 are C, MI, MC, and CI. The

sig of MI is opposite to that of the others, though. The animation types C, CI, and MC

Include color and are positive in sip. Although MCI contained color and was negative in

sign like MI, it did not load high on Factor 1. Movement loads the highest on Factor 2, and

MCI and I load the highest on Factor 3; however, .0.28 for I is too small to be considered

significant. In addition, MCI loads significantly on Factor 2, but In opposite sign to M,

and MI loads significantly on Factor 3, but in opposite sign to MCI. So Factor 1 appears to

be measuring preference for color, in particular, preference for movement with color versus

preference for movement with icon. Either a subject liked color or not, and this preference

was most evident when color was combined with movement. Factor 2 measures preference

for movement alone. Preference for MCI dropped the most as preference for M alone

increased. The third factor shows preference for MCI. As the rating for MCI increased,

the rating for MI decreased. The plots of the factor scores confirm these conclusions.

Figure 11 shows the plot of Factor 1 scores versus Factor 2 scores. The outliers for Factor

Icontrast MC and C with ML For those on the left, MC and C were rated low, and MI

was rated high. For the outlier on the left, MC and C were rated high, while MI was

rated low. A look at the subjective evaluations also confirms this. The two on the left

that rated MC and C very low chose MI as the best animation instead of MCI. M was

rated extremely high for the three outliers at the top for Factor 2, and M was rated low

for the outlying point at the bottori. The plot of Factor I versus Factor 3 scores is shown

in Figure 12. The same outliers are seen for Factor 1. Factor 3's outliers at the top rated

MCI very high, while the point at the bottom rated MCI quite low. Figure 13 contains

the plot of Factor 2 scores versus Factor 3 scores. The same outliers are seen here, and,

again, the scores in which M was rated high are significantly different from the group of

scores. Therefore, the pairwise comparison measured preference for color with movement

versus icon with movement, preference for movement, and preference for movement, color,

and icon.

AHP Cluster Ancfpaiu. Three different cluster analysis techniques were used:
Complete Linkage, Average Linkage, and Ward's Minimum Variance. All three techniques

clustered the animations without movement (C, I1 and CI) right away. There were differ-
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ences in how M, MC, MI, and MCI were clustered. The complete linkage technique and

Ward's minimum variance technique clustered M and MC, then MI with M and MC. Next,

M, MC, and MI were clustered with C, I, and CI. Finally, at a much farther distance, MCI

was clustered with all the other animation types. Average linkage was similar except that

MI was clustered with MCI instead of M and MC. MI and MCI were then clustered with the

remaining animation types at approximately double the distance that the other animation

types were clustered. Table 11 shows the dusters and the distance for the complete lna

technique, and Figure 14 is the dendogram for the complete linkage. A dendogram is a

graph that shows the groupings and the level at which they were grouped. The distance is

the normalized maximum distance between two dusters. Table 12 and Figure 15 show the

same for the average linkage technique, and Table 13 and Figure 16 gives the results tor

Ward's minimum variance technique. The distance measure for the average linkage tech-

nique is the normalized root-mean-square (RMS) distance, which is "the root-mean-square

distance between pairs of objects in the two dusters joined with one object from each

cluster" (SAS Institute Inc., 1989:567). For Ward's technique, the di&tance measure is the

, SemipartW a-Squared. This Is the decrease in the proportion of variance accounted for-

d 36
S... ..~.. *. .. ... ..".... .- .- .. •. .. -.. ,

A . - - . ,. . ..- _. --" _--



-- r .:

after the two groups have been joined and is equal to "the between-cluster sum of squares

divided by the corrected total sum of squares" (SAS Institute Inc., 1989:567).

The duster analysis yielded results similar to Tukey's method of multiple compar-

lsons. There was very little difference in preference for animations without movement.

That is, C, I, and CI were not judged to be high contributors to face validity. With re-

gards to movement, the differences in preferences for M, MC, MI, and MCI were large

enough for clustering to occur after C, I, and CI were clustered. Also, for complete linkage

and Ward's minimum variance, M, MC, and MI were grouped together before they were

grouped with C, I, and CI. Thus, movement was judged as significant. As with the factor

analysis, average linkage shows that Icon with movement was considered to communicate

better than color with movement. This is seen in that MI was clustered with MCI instead

of M and MC. The primary benefit of the cluster analysis is that it confirmed that all of

the animation types without movement were judged to be basically the same. C, I and CI

were considered to be poor animations to use In communicating the operation of a model.

Table 11. Complete Linkage Cluster Analysis Results.

Animations Joined Distance

C, I 0.154549f C, I, CI 0.214065

M, MC 0.604346
M, MC, MI 0.866503

C, I, CI, M, MC, MI 1.364139
C, I, CI, M, MC, MI, MCI 2.062868

Table 12. Average Linkage Cluster Analysis Results.

Animations Joined Ditance J
C, I 0.136478

C, I, CI 0.184487
M, MC 0.529770

SC, I,CM, MC 0.662877
MI, MCI 0.888342

C I, C, MC, MI, MCI 1 .311767
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Table 13. Ward's Minimum Variance Cluster Analysis Results.

[ Animations Joined Distancej

C, 1 0.003059
C, 1, CI 0.006-544
M, MC 0.046776

M, MC, MI 0.097934
C, I, CI, M, MC, MI 0.284481

C, I, CI, M, MC, MI, MCI 0.561206

0.6.

~0.5

10.1.

0.0. _ __ _

C I a. M MC 'bI MI
Animation Type

Fipre 16. Ward's Minimum Variance Dendopram.
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S~~Probktm RnuU8t From Animation Perspecive....
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Summarry Statistics. Given an aimation type, two items were looked at when

Sthe problem identification data was analyzed: problem identification time and problem

Identification accuracy. The AHP ratings measured the subjective preference for an anima-

"tion type. The problem data measured the subjects' objective performance when viewing

the animations. Figure 17 shows the average time (in seconds) that a potential problem

was identified, and Table 14 gives the corresponding numbers. The animations with move-

ment were consistently lower than those without movement. The percentage of problems

correctly identified is shown in Figure 18. Again, a clear difference can be seen between

animations without movement and animations with movement Problems were identified

correctly just better than 50% of the time when the animation type was C, I, or CI, whereas

the percent correct was 80% or better forM, MC, MI, and MCI.

Table 14. Problem Identification Time Means and Standard Deviations.
Stat'istic¢ C I,, I I• | I' MMC 'Ml MCII .-

"Mean !471481 '1 1 30 1331 341

St Dev 115 141 18 1 11 13 1 15 1 16 8

Subject performance based on animation type was also examined by analyzing the

data when the problems were correctly identified and incorrectly identified. Given that

the problem was correctly identified, the animations with movement (M, MC, MI, and

MCI) overall had a higher number of correct Identifications and a lower average time In

which those problems were recognized while the animations without movement (C, I, and

CI) showed just the opposite. Figure 19 shows the results graphically. The graph for the

Incorrect identifications is shown in Figure 20. Again, with regards to numbs incorrect,

the subjects'performed better when the'animations had movemenw. However, the average

time of an Incorrect Identification was simil for MI the animation types with M the
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Figure 18. Percentage of Problems Correctly Identified.
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Another question of interest was how many subjects responded before and after the

animations ended. Since the animations ran for 60 seconds, the issue was how many

subjects responded within 60 seconds. Figure 21 shows the results. C, I, and CI were

about even. About half responded within 60 seconds and about half after 60 seconds. M,

MC, MI, and MCI were quite different. There were significantly more responses within 60

seconds than after 60 seconds.

i Ans Befc 60 Sec

0o.

Animation

Figure 21. Number of Problem Identifications Before and After 60 Seconds.

Therefore, when the animations contained movement, the subjects performed better

than when the animations did not contain movement. Unlike the AHP ratings, though,

there did not seem to be any significant difference between M, MC, MI, and MCI.

Animation Perspective ANOVA. This Analysis of Variance assumed the same

model as the AHP ANOVA, which is given in Equation (2). In this case the times Yij are

assumed to be independent and normally distributed, with mean and constant variance

E ,} = 43

43.
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As before, each animation type was a treatment (i = 1,..., 7), and each subject was a block

(I - 1,...,47). So this model determined if there were differences in subject performance

given an animation type and differences in periormance between subjects. Table 15 shows

the ANOVA table.
/

Table 15. ANOVA Table for Problem Identification Times from Animation Perspective.

Source DF SS MS F P
Treatment 6 15437.2 2572.87 14.92 0.0000
Block 46 26524.0 576.61 3.34 0.0000
Error 276 47596.4 172.45
Total 328 89557.7
Grand Average 1 504500

The ANOVA table shows that there Is a difference in subject performance between

animation types, and there is a difference in performance between subjects. That Is, there

Is a block effect. This was expected mince there was a variety of subjects, each with a

different idea of what constitutes an efficiency problem. Also, some were familiar with

simulation modeling and animation and some were not, A Tokey test for additivity was

performed to test for interaction effects between animation type and subject. Since the

null hypothesis of the test is no interaction effects (treatment and block are additive), the

F value of 0.05 and the P value of 0.8308 indicated there was no animation type and

subject interaction effects. Table 16 gives the complete results of the test.

Table 16. Tukey's 1 Degree of Freedom Test For Additivity.

Source DF SS F P A
Nonadditivity 1 7.91337 0.05 0.8308
Remainder 275 47588.5 I

Figure 22 shows a normal probability plot. The residuals were plotted against the

expected residuals under normality to check the normality assumption. The almost straight

line indicates that the normality assumption Is valid. Another requirement for ANOVA

Is equal variances for the animation types (treatments). The residuals are plotted against

the animation types in Figure 23. The plot seems to show equal variances, and there is a 4

44•
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good scattering of the residuals in Figure 24, which shows the residuals versus the subjects

(blocks). Since the block variable could not be dropped because of the block effect, a

Bartlett's test of equal variances could not be performed.

40.
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Figure 22. Normal Probability Plot of Residuals vs Expected Residuals.

The Takey method of multiple comparisons was used to determine if the differences

between the mean problem identification times of each animation type were statistically
significant. The means were ttsted at a family a level of 0.1. The differences between

the mean problem identification times of the animations without movement (C, 1, and CI)

were determined not to be statistically significant. That is, at the 90% confidence level the

means were considered to be the same. Also, the differences between the mean problem

identification times for the animation types with movement (V, MC, MI, and MCI) were

not statistically different from each other; however they were statistically different from -

the group of animation types without movemen . Thus, the test determined that there

were two groups: (MCI, MI, MC, M) and (C, I, 1~j).

Animation Perspective COuster Analysis. The cluster analysis techniques that

were used with the AHP ratings were also used here: Complete Linkage, Average Linkage,
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Figure 23. Scatter Plot of Residuals vs Animation Type (Treatment).

An

0 4 4 1F Ilkll :

0.- .
An'

0 5 10 15 20 25 .30 35 40 45 50

(Block)

Figure 24. Scatter Plot of Residuals vs Subject (Block).
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and Ward's Minimum Variance. All three techniques clustered the animations with move-

ment first. M and MCI were clustered, as were MI and MC. Then all four were clustered.

C and CI were clustered, then joined with I. This pattern was the same for all the tech-

niques. Table 17 shows the dusters and the distance for the complete linkage technique,

and Figure 25 is the dendogram for the complete linkage. Table 18 and Figure 26 show

the same for the average linkage technique, and Table 19 and Figure 27 gives the results

for Ward's minimum variance technique.

The duster analysis yielded results similar to Tukey's method of multiple compar-

isons. There was very little difference in subject performance for animations without

movement, and very little difference in subject performance for animations with movement.

That is, movement significantly increased the subjects ability to discern the operation of the

system. Also, adding color, detailed icons, or both did not increase the subject's ability to

understand the operation of the model, as measured by the average problem identification

time. So the duster analysis confirmed that all of the animation types without movement

were more difficult to interpret than the animations with movement, and movement was

the most important communication tool.

Table 17. Complete Linkage Cluster Analysis Results for Problem ID Times from Ani- --/

mation Perspective.

Animations Joined Distance
M, MCI 0.749877
MI, MC 0.801696

C, CI 0.887343
M, MCI, MI, MC 0.946333

C, CI, I 0.974192
M, MCI, MI, MC, C, I, CI 1.224518

Problems Results From Scenario Perspective.

Summary Statistics. As with the problem results from the animation perspec-

tive, two data items were examined: problem identification time and problem identification

accuracy. Whereas the problem data looked at from the animation perspective measured

47
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Figure 25. Complete Linkage Dendogram for Problem ID Times from Animation
Perspective.

Table 18. Average Linkage Cluster Analysis Results for Problem ID Times from Anima-
tion Perspective.

Animations Joined ~[Distanc~e
M, MCI 0.743121
ML, MC 0.794472

M, MCI, MI, MC 0.870167
C, CI 0.879348

C, CI, I 0.95795.4
M, MCI, )a, MC, C, I, CI 1.087015

Table 19. Ward's Minimum Variance Cluster Analsi Results for problem IDTime
from Animation Perspective.

SAnimations Joined LDtae
M, MCI 0.092038jmy, MC 0.105198

I C, CI 0.128875
Iit MCI, MK MC 0.153779[ C, I, I0.160969

M,, MCI, MI, MC, C, I, CI 0.359141
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F"gure 26. Ave~age Linkage Dendogram for Problem ED Times from Animation
Perspective.
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Figure 27. Ward's Mfinimum Variance Dendogram for Problem ID) Times from Animation

Perspective.
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the performance of the subjects given an animation type, the problem data analyzed from

the scenario perspective shows which scenarios were most recognizable to the subjects. -'

Figure 28 shows the average time (in seconds) that a potential problem was identified, and

Table 20 gives the numbers. Three of the scenarios (FL, LDER, and SLTK) appear to

have higher times than the others. Hcwever, only FL stands out when the percentage of

problems correctly identified is examined. These are shown in Figure 29.

Table 20. Problem Identification Time Means and Standard Deviations from Scenario
Perspective.

Statistic FL LDER SLTK ST SL FT SLLD
I'Mean 1461 42 I41 135137 361 36 1

StDev 16 17 14 20 17 16 12

UAvg Time. . ., .fi .,

• !I

ý imTSu ST SL 1r.T

Scenario .

Figure ý28. Average Time to Identify Potential Problem from Scenario Perspective.

+ rio Perspective ANOVA. This Analysis of Variance assumed the same . !

model as th AHP ANOVA and animation perspective ANOVA, which is given in Equation

(2). In this ýase the times Yq are assumed to be independent and normally distributed,
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Figure 29. Percentage of Problems Correctly Identified from Scenario Perspective.

with mean and constant variance

E{y,3) = +2

In this case, however, each scenario was a treatment (i = ... , 7), and each subject was

a block (j = 1,...,47). So this model determined if there were differences in subject

performance among the scenarios and differences in performance between subjects. The

purpose of this ANOVA was to determine if there was a statistical difference in subject

performance between the scenarios. Table 21 is the ANOVA table.

Table 21. ANOVA Table for Problem Identification Times from Scenario Perspective.

Source DF SS MS F P
Treatment 6 5096.44 849.407 4.00 0.0008
Block 46 26243.0 570.500 2.68 0.0000
Error 276 58650.9 212.503
Total 328 89990.4
Grand Average 1 502700
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The ANOVA table shows that there is a difference in subject performance between

scenarios, and there is a difference in performance between eubjects. That is, there is

a block effect. A Tukey test for additivity was performed to test for interaction effects

between scenario and subject. Since the null hypothesis of the test is no interaction effects

(treatment and block are additive), the F value of 0.14 and the P value of 0.7114 indic-ted

there was no scenario and subject Interaction effects. Table 22 gives the complete results

of the test.

Table 212. Tukey's 1 Degree of Freedom Test For Additivity.

Source DF SS F P
I Nonadditivity 1 29.246 0.14 0.7114
I Remainder 275 58621.7 -

Figure 30 shows ýt normal probability plot. The residuals were plotted against the

expected residuals urder normality to check the normality assumption. The almost straight

line indicates that the normality assumption is valid. Another requirement for ANOVA

is equal variances for tho scenarios (treatments). The residuals are plotted against the

scenarios in Figure 31. The plot seems to show equal variances, and there is a good

scattering of the residuals In Figure 32, which shows the residuals versus the subjects

(blocks). As with the ANOVA for "., problem identificatiou times from the animation

perspective, a Bartlett's test of equal variances could not be performed because of the

block effect.

The Tukey method of multiple comparisons was used to determine if the differences

between the mean problem identification times of each scenario were statistically signifi-

cant. The means were tested at a family a level of 0.1. The differences between the mean

problem identification times for FL, LDER, and SLTK were determined not to be statis-

tically significant. That is, at the 90% confidence level the means were considered to be

the same. Also, the differences between the mean problem identification times for SL, FT,

SLLD, and ST were not statistically different froma each other. Thus, the test determined

that there were two groups: (FL, LDER, SLTK) and (SL, FT, SLLD, ST). This grouping

had been suggested by Figure 28.
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Figure 30. Normal Probability Plot of Residuals vs Expected Residuals.

20.

* 4'

.0.

SSLTK S F;T FL SL ST

Scenario
(Treatment)

Figure 31. Scatter Plot of Residuals vs Scenario (Treatment).
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FIgure 32. Scatter Plot of Residuals vs Subject (Block).

The higher average problem Identification times for FL, LDER, and SLTK, can be

explained. The times for FL were higher on the average because this scenario was an under

utilization problem. In FL the loaders were faster, which caused more loader idle time.

This caused a higher average problem identification time (and lower problem identification

accuracy) because fewer subjects recognized Idle loaders as a problem. Many thought A

there was no problem with FL. In FT the trucks were faster, which caused more truck

idle time; however, most recognized this under utilization. This is probably because the

trucks waited in line for loads. So two or more trucks waiting to load (in the middle of

the computer screen) were more obvious than two loaders (at the bottom of the computer

screen) waiting in separate locations. Another possibility is the subjects did not recognize

the idle loaders because they were not truly "system experts". LDER had a higher average

problem identification time because no problem could be seen in the animations without

movement (C, 1, and CI). The only problem'in LDER was a backup of loads, which was not

shown in C, I, and CL Thus, usually the full 60 seconds would elapse without a problem

Identification. The load queue was not included in the icon-only animation (I) because

the researcher was uncertain how to show the load queue without movement. It was not
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shown in the color-only animation (C) because that would have required two different color

keys on the screen. The reasons for not including the load queue in C and I also apply to

CL. In retrospect, however, there should have been some representation of the load queue

in the animations withov.- movement. The average problem identification time for SLTK

was higher because the I backup of loads caused by the one slow truck showed up later in

the animation. Therefore, the proltem of backup of loads could not be identified as early

as problems in the other scenariog. The problem of having one slow truck could have

been identified early, though. It ir. interesting that very few subjects recognized one truck

being slower than the others as a problem. Most subjects focused on the loading area. only

(for animations with movement) and did not notice that one truck was consistently being

passed. That is, one truck was consistently taking much longer to haul, dump, and return.

Therefore, looking at the data from the scenario perspective suggested several things.

First, animation may not tell the whole story. Also, several animations should be developed

that show the system from different perspectives. For instance, with LDER, the animations

without movement did not show the problem with the system (buildup of loads), and

with FL and SLTK, some areaxs of the computer screen were not given as much attention

as others. The latter imples breaking up the system into several views. That is, view

animations that zoom in on certain areas as well as view animations that give an overview

of the complete system.

Comparison of Subjective and Objective Results

For the animations without movement (C, 1, and CI) the subjective and objective -

results match well. These animation types were rated as poor communicators and the

subjects' performance when viewing the animat.'ons without movement agreed with those

ratings. There was a clear distinction between the animations with movement (M, MC,

MI, and MCI) and the animations without movement in both the subjective and objective

results. M, MC, MI, and MCI were much preferred over C, I, and CI, and the subjects per-

formed significantly better when viewing the animations with movement. However, given

that there was movement in the animation, the subjective and objective result&, differed.

The subjects preferred movement as the primary communication tool, but the subjects
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rated communication higher as color and detailed icons were added to the animations.

MCI was selected 79% of the time as the animation that communicated the best, and MCI

was rated the highest in the pairwise comparisons. The objective results showed, though,

that there was no difference in subject performance for any of the animations with move-

ment. Therefore, even though the subjects preferred a more detailed animation, movewent

was the primary factor.

Table 23 summarizes the comparison of the subjective and objective results and

summarizes the result of this chapter by showing the animation groupings from the Tukey

method of multiple comparisons. C, I, and CI were collectively judged to communicate

poorly, and the subjects did not perform well when viewing these animation types. Al-

though movement was considered by the subjects to be important, their preferences in-

creased as color and detailed icons were added. With regard to subject performance,

however, there was no difference between the animations with movement (M, MI, MC,

MCI).

Table 23. Animation Groupings for Subjective and Objective Evaluations.

Evaluation 1[ Groups Formed
Subjective C, I, CI

M
MC
MI

_______MCI

Objective C, I, CI
M, MC, MI, MCI

'.7..
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V. Conclusions and Rece -amendations

Conclusions

Summary. As stated in Chapter 1, animaw.on is a communication tool that can help

in establishing a model's face validity. Since communicating the operation of a simulation

model to thee system experts is necessary to determine face validity, this research looked

at three aspects of animation (color, detail of icons, and movement) to determine which

ones were the most useful for communicating the operation of a simulation model. This

ability to communicate was measured both subjectively and objectively. The subjective

measures were a selection of "best" and "worst" animation types where "best" and "worst"

referred to how well an animation communicated, and a pairwise comparison of the ani-

mation types which resulted in preference ratings for each animation. There were seven

different scenarios containing various problems with the system. The objective measures

were subject problem identification accuracy and time d#41ay of problem identification.

Results. The results showed that. movement was the most fimportant aspect of anima-

tion. Animations with movement were much preferred over animations without movement,

and the subjects identified problems more accurately In less time when viewing anima-

tions with movement than animations without movement. Whereas there were differences

among the ARP ratings for M, MC, MI, and MCI, there was no difference among these

animations with regards to subject performance. Further examination of the AHP ratings

revealed that, given movement, detailed icons were preferred over color. Also, those who

liked detailed icons did not like color, and those who liked color did not like detailed icons.

However, moat preferred having movement, color, and detailed Icons.

The potential for bias in the results should be mentioned here. Looking back, it is

possible that movament was shown to be most important because of the scenarios used.

Since the problems associated with each scenario were primarily utilization problems, they

might have shown up easier with movement than with color or detailed icons. Other types

of problems (such as a truck leaving empty) might have been seen more quickly with

color or detailed icons than with movement. Nevertheless, some or all of the problems
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associated with each scenario (except for the LDER. scenario as discussed in Chap ter 4)

could be identified in each animation type.

Additional Observations. The simulation model used in this experiment was chosen

because it was simple and concise. However, the model was not designed with animation in

mind. Several modifications and simplifications were made to the model so that is could be

animated. Looking back, a couple of the modifications might not have been needed if the

researcher had had more experience with animation and with Proof. Nevertheless, some

model modifications would still have been required. The primary addition to the model was

the ability to keep track of the trucks and loaders. Creating the animation trace files woul d

have been easier if each separate movement of an 'entity had been explicitly modeled. As

described in Chapter 3, the loading times had to be artificially divided to account for the

various movements required by the loaders. Therefore, if a modeler anticipates animating

a model, this should be kept in mind when designing and coding the model. The modeler

should make certain, though, that the system being modeled determines the model design

and not animation considerations.

Finally, eveni though the initial aim of this study was to examine animation's role in

establishing face validity, the contribution of animation to face validity was not what was

actually measured. The simulation model that was used was assumed to be valid; therefore,

the subjects could not judge the model's face validity. In the context of face validity, the

research examined which aspects of animation best communicated the operation of the

model. So the result that using movement in animations is important applies, not only

to face validity, but also to other validation and verification techniques. In addition, this

result applies to any other areas in which animation could be used, such as communicating

the model to a decision maker.

Recommendations for Further Study

Several aspects of animation that were not considered in this study (such as graphs

and speed of animation) were mentioned in Chapter 1. The aspects of animation that were

not examined, plus what was learned during this research suggest the following studies:
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"* Repeat this research with a larger simulation model of an actual system. That is,

investigate movement, color, and detail of icons with a model of a more complex,

real world system. The model should have more simultaneous activities and a larger

number of entities. Using this type of model would allow real "system experts" to rate

the animations. Also, the results from this type of study would assist in determining

whether the results of this study hold for a more realistic scenario.

"* Investigate the use of graphs alone or in combination with other aspects of animation.

This research could address such questions as:

1. Is a graph showing queue status necessary when the actual entities can be seen

waiting?

2. What information can be displayed with graphs that can not be displayed with

the aspects of animation investigated here?

3. Is the unique information displayed by graphs critical?

4. Do graphs improve communication or become distractions?

* Eixamine the impact of the viewing speed of the animations. Many times during

the viewing of the animations without movement, the subjects commented that the

icons or colors were changing too fast. How would have the subjects performed if the

animations without movement had been slower? Is there an optimal viewing speed,

and can it be determined?

* Study the usefulness of color in communicating when the colors have well known

meanings in the context of the system being modeled. For instance, in thie study,

the colors were assigned arbitrarily. White represented an idle truck or loader, and

red represented a loaded truck or loader. These were subjective color assignments.

What if, in the system modeled, red meant stop (as on a traffic light or stop sign),

or red meant hot? When there is meaning to the colors, the importance of color as

a communication tool might increase.
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Appendix A. Data Collection Forms

This appendix shows the data collection forms used. Page 61 displays the form used
to document which scenario and animation was viewed, the time required to identify the
problem, and the problem identified. The pairwise comparison data collection instructions,
examples, and form follow on page 62 through page 64. Page 65 shows the pairwise matrix
form. The model description ends this appendix and begin on page 66.



Scenario/ Animation Viewing

Name: Date: Run:
Student - Faculty - Other-

Scenario: - Animation: - Problem ED Time:-

Problem Observed:

Scenario: Animation: - Problem IED Time:-

Problem Observed:

Scenario: Animation: - Problem ID Time:-

Problem Observed:

Scenario: - Animation: Problem ID Time:-

Problem Observed:

Scenario: - Animation: - Problem ED Time:-

Problem Observed:

Scenario: - Animation: - Problem ID Time:-

Problem Observed:

.Best Animation for Face Validity:

Worst Animation for Face Validity:
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Animation Pairwise Comparison

The pairwise comparison of the animations allows you to rate an animation's ability to
communicate the model's operation against the ability of another animation. This allows
the zelative merits of the animations to be quantified. Since there are seven animations, you
will perform 21 pairwise comparisons. After you have completed the first few comparLons,
I will briefly interrupt you. This is so I can relate back to you one or two of your responses
to verify that I have communicated the instructions properly. Feel free to go back and
erase a previous response if you think it needs adjusting. The order of your responses is
not important. What I need is a completed form that reflects your best comparison of the
animations.

As & reminder, the animation types are:

* M - Movement. Simple icons that move but do not change level of detail or color.

* I - Icon. Icons change level of detail but do not move or change color.

* C - Color. Simple icons that change color but do not move or change level of detail.

* MI - Movement and Icon. Icons move and change level of detail but do not change
color.

* MC - Movement and Color. Simple icons that move and change color but do not
change level of detail.

* CI - Color and Icon. Icons change color and level of detail but do not move.

e MCI - Movement, Color, and Icon. Icons move and change color and level of detail.

The pictures of each type of animation are available for you to look at while you are
performing the comparisons. The next page gives some pairwise comparison examples,
and the final page is the paL-wise comparison form.
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Pairwise Comparison Examples

Animation A and Animation B have equal contribution to face validity.

Animation A contributes slightly more to face validity than Animation B.

Animation A contributes somewhat more to face validity than Animation B.

Animation A contributes much more to face validity than Animation B.

Animation B contributes slightly more to face validity than Animation A.
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Highest Contribution to Face Validity

Name: Date: Run:

Student Faculty Other .

M --- C

M-----

M --- MI

M -------------- ---------------- MC

M ------------- - -- --- - - - ---

M --------------------------------- MCI

C ----------------------------- -- I

C---------------------------------------------------MI

C ------------- ------------------ MC

C ------------------------------ -- CI

C - ------------------------ MCI

I --------------------------------- MI

I ------------- - ---------------- MC

I ----- --------- - -------- MCI

MI - MC\

MI - --------------------------------- CI

MI - -------------------------------- MCI

MC. - ------------------------ CI

MC ------------- - -- -- -- MCI
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Pairwise Matrix

Name: Date: Run:

M C I MI MC CI MCI Ratings

Ma

S2-- PorF

C5
I

,M

a



A Truck Hauling Situation
The system modeled consists of one bulldozer, four trucks, and two man-machine loaders.
The bulldozer stockpiles material for the loaders. Two piles of material must be stocked
prior to the initiation of any load operation. In addition to the two loads of material, a
loader and an unloaded truck must be available before the loading operation can begin.
There is room in the loading area for only one truck and one loader. After a truck is
loaded, it is hauled and theua dumped. It must be returned before the truck is available
for further loading. Also, the dumping area can only accommodate one truck. Following a
loading operation, the loader must return to its idle position before it is available to begin
loading again. The diagram below shows the flow of the system.

71ock Rd=x

Trucks

Buildozng Loafisdlg: .. _________ Dumping

Load der&

You, as the owner of the trucks, loaders, and bulldozer, requested a simulation to study
the efficiency of you~r operation. My job as the simulation model builder is to communicate
to you the operation of the model so that you can determine whether the model accurately
reflects your application. This procedure is establishing the face validity of the model.
I have decided to use animation to relite how your system is modeled. You will view
seven different animations of the model. While viewing the animations, try to determine
whether there is a problem with the system. Any particular animation may or may not
exhibit a problem. Problems could include over or under utilization of the trucks, loaders,
or bulldozer; a large build-up of loads; an inadequate number of trucks, loaders, and ~



bulldozers; or a combination of these. After all the animations have been viewed, you
will perform a pairwitie comparison of each type of animation. That is, you will compare
how each type of animation communicates the operation of the system (face validity) with
every other type of animation.

The types of animation are:

* M - Movement, simple icons that move but do not change level of detail or color.

e I - Icon. Icons change in level of detail but do not move or change color.

e C - Color. Simple icons that change color but do not move or change in level of
detail.

* MI - Movement and Icon. Icons move and change in level of detail but do not change
color.

e MC - Movement and Color. Simple icons that move and change color but do not
change in level of detail.

* CI - Color and Icon. Icons change color and level of detail but do not move.

e MCI - Movement, Color, and Icon. Icons move, change color, and change level of
detail.

The above abbreviations will be used to identify each animation. Using pictures I will
describe the layout of each animation. When viewing the animations, speak out as soon
as you think you have discovered a problem (such as saying "I got it"). Feel free to ask
questions before you begin viewing the animations. Let me know when you are ready to
start.
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Appendix B. SAS Output

This appendix contains the SAS output used in the analysis. The SAS command file
begins on page 69, and the output listing begins on page 71. The data sets used are:

* GMEANS - AHP ratings for each animation type.

* GMEANST - AHP ratings transposed. That is, instead of the ratings for each
animation type being in columns, the ratings are in rows. This transformation was
necessary for the duster analysis.

* PROBS - Problem data from animation perspective. Each animation type had an
accuracy variable and a time variable. For instance, for M, MP contained the prob- .. /
lem accuracy data (0 for incorrect, 1 for correct), and MT contained the problem
identification times.

* RPROBS - Problem data for the correct identifications only. D1 through D7 were
used for the problem identification accuracy data because that data was not needed
(all were 1).

o WPROBS - Problem data for the incorrect identifications only. D8 through D14 were
used for the problem identification accuracy data because that data was not needed
(all were 0).

9 INTIME - Problem data In which the subject responded before 60 seconds had
elapsed. For example, MNA contains the movement animation (M) problem ac-
curacy data, and MNT contains the problem time data for M.

* OUTTIME - Problem data in which the subject responded before 60 seconds had
elapsed. D15 through D21 were used for the problem identification time data because
that data was not needed (all were 60).

o PROBST - Problem identification times transposed for cluster analysis.

* SCENARIO - Problem data from scenario perspective. Each scenario had an accu-
racy variable and a time variable. The variables follow the same pattern as PROBS.
For example, LDERP contained the problem accuracy data for the LDER scenario,
and LDERT contained the problem identification times for the LDER scenario.

///
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OPTIONS LINESIZE-78;
DATA GNEANS;

INPUT N C I NI NC CI MCI;
KINCLUDE MEANS;

DATA GNEANST;
INPUT Pl-P47;
MICLUDE MEANST;

DATA PRODS; .
INPUT NP MT CP CT IP IT NIP MIT NCP NCT CIP CIT NCIP NCIT;
%INCLUDE PRODS;

DATA RPROBS;
INPUT DI MRP D2 CRP 03 IRP 04 NIRP DS MCRP D6 CIRP 07 NCIRP;
XINCLUDE RPROBS;

DATA UPROBS;
INPUT D8 MWP D9 ClIP DIO IVW D11 NIWP D12 MCVP D13 CIWP D14 XCIWP;
%INCLUDE VPROBS;

DATA INTINE;
INPUT KNA MIT CIA CIT INA lIT NINA NINT NCNA NCNT CINA CINT NCINA MCINT;
UNICLUDE INTINE;

DATA OUTTIME;
IN1PUT NCA 015 CDA 016 ICA D17 MICA 018 NCOA 019 CIOA D20 NCIOA, 021;
%INCLUDE OUTTINE;

DATA PPOEST;
INPUT Tl-T47;
IINCLUDE PROBST;

DATA SCENARIO;
INPUT LDERP LDERT SLTIP SLTNT SLLDP SLLDT FTP FTT FLP FLT SLP SLT SVI 5??;
%INCLUDE SCENDAT;

PROC PRINT DATAmGNEANS;
PROC MEANS DATAuGNEAIS;
PROC FACTOR DATASGMEANS, NFACTORSa3 NETHODwPRIN CDV ROTATEUVARIXAX

OUTuSCORES;
VAR N C I NI MC CI MCI;

PROC PRINT DATAwSCORES;
VAR FACTORI FACTOR2 FACTOR3;

PROC PLOT DATA-SCORES;
PLOT FACTCR2*FACTOR1 FACTORZ*FACTOR1 FACTOR3*FACTOR2;

PROC CLUSTER DATAuGNEANST NETBODuCONPLETE;
PROC TREE;
PROC CLUSTER DATAUGMEAIST NETHOD-AVERAGE PSEUDO;
PROC TREE;
PROC CLUSTER DATA=GNEANST NETHODwAIRD PSEUDO;
PROC TREE;
PROC PRINT DATA-PRODS;

VAR NP NT CP CT IP IT NIP NIT MC? ECT dIP CIT MCIP NCIT;
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PROC MEANS DATAsPROBS;
PROC PRINT DATAwRPROBS;

VAR KRP CRP IRP MIRP MCRP CIRP ICIRP;
PROC MEAN DATA-RPROBS;

VAR NRP CRP IRP MIRP NCRP CIRP XCIRP;
PROC PRINT DATAwVPROBS;

VAR MVP CVP IVW MIVP MCWP CIVP MCIWP;
PROC MEANS DATA-UPROBS;

VAR MVP CW-P IVP XIVP MCUP CIVP MCIVP;
PROC PRINT DATA-INTIME;
PROC MEANS DATA-INTIME;
PROC PRINT DATA-OUTTIME;
VAR MOA COA IOA MIDA MCOA CIOA RCIOA;

PROC MEANS DATA-OUTTIME;
VAR MOA COA IDA MIDA HCOA CIDA MCIOA;

PRO0C CLUSTER DATA=PROBST METHODsCOM4PLETE;
PROC TREE;
PRO C CLUSTER DATAmPROUST M ETH ODinAVE)HAGE PSEUDO;
PROC TREE;
PROC CLUSTER DATA-PROBST METOD-WARD PSEUDO;
PROC TREE;
PROC PRINT DATA-SCENARIO;
PRt.C MEANS DATA-SCENARIO;
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The SAS System 1

10:64 Thursday, December 17, 1992

Ga N C I MI Mr. CI MCI

1 0.072 0.020 0.033 0.212 0.200 0.064 0.399
2 0.072 0.018 0.076 0.213 0.197 0.068 0.326
3 0.205 0.019 0.028 0.276 0.168 0.031 0.275
4 0.104 0.020 0.033 0.246 0.152 0.043 0.402
5 0.091 0.020 0.051 0.214 0.180 0.073 0.371
6 0.117 0.019 0.038 0.273 0.111 0.058 0.384
7 0.109 0.017 0.028 0.326 0.084 0.039 0.397
8 0.173 0.038 0.024 0.234 0.137 0.057 0.338
9 0.037 0.038 0.039 0.130 0.231 0.102 0.425

10 0.111 0.022 0.030 0.237 0.141 0.047 0.413
11 0.047 0.016 0.033 0.176 0.159 0.085 0.484
12 0.119 0.042 0.019 0.194 0.213 0.071 0.342
13 0.074 0.016 0.024 0.248 0.181 0.039 0.418
14 0.166 0.012 0.036 0.421 0.083 0.024 0.267
15 0.135 0.100 0.040 0.129 0.166 0.124 0.306
16 0.255 0.030 0.020 0.126 0.139 0. 144 0.287
17 0.117 0.026 0.063 0.291 0.148 0.034 0.321
18 0.128 0.021 0.048 0.245 0.112 0.041 0.406
19 0.116 0.02-0 0.038 0.243 0.174 0.063 0.347
20 0.088 0.026 0.025 0.202 0.158 0.039 0. 463
21 0.145 0.026 0. 06S; 0.244 0.254 0.055 0.221
22 0.164 0.021 0. 029 0.223 0.223 0.028 0.323
23 0.112 0.022 0.033 0.335 0.164 0.048 0.297
24 0.115 0.022 0.033 0.287 0.158 0.039 0.346
25 0.115 0.015 0.028 0.278 0.138 0.044 0.383
26 0.147 0.020 0.026 0.341 0.138 0.033 0.296
27 0.348 0.017 0.036 0.241 0.093 0.034 0.232
28 O.x25 0.019 0.030 0.171 0.240 0.041 0.374
29 0.087 0.015 0.038 0.295 0.137 0.054 0.373
30 0.107 0.036 0.016 0.219 0.267 0.031 0.325
31 0.131 0.025 0.037 0.146 0.16-. 0.064 0.434
32 0.095 0.029 0.066 0.285 0.164 0.070 0.301
33 0.033 0.054 0.021 0.260 0.238 0.061 0.332
34 0.072 0.114 0.024 0.065 0,272 0.093 0.360
35 0.078 0.023 0.029 10.164 0.165 0.078 0.473
36 0.105 0.045 0.039 0.213 0.162 1.068 0.378
37 0.142 O.47 0. 040 0.242 0.131 0.058 0.339
38 0.114 0.018 0.030 6.260 0.150 0.043 0.396
39 0.156 0.023 0.023 0.360 0.104 0.046 0.288
40 0.088 0.025 0.022 0.131 0.226 0.043 O.465
41 0.070 0.042 0.025 0.152 0.262 0.063 0.386
42 0.123 0.015 0.034 01280 0.148 0.041 0.359
43 0.153 0.046 0.062 0 282 0.139 0.082 0.236
44 0.097 0.020 0.044 0.\164 0.193 0.067 0.415
46 0.099 0.020 0.038 0.61 0.144 0.064 0.364
46 0.280 0.024 0.049 0. i79 0.216 0.036 0.216
47 0.123 0.019 0.030 0.246 0.155 0.037 0.389
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?he r"S System 2
10:54 ThwrsdY. Decomboz 17, 1992

Variable I sean Std Dow Riniull Nmzinmo

N 47 0.1221277 0.0875680 0.0330000 0.3480000
C 47 0.0286M80 0.019453 0.0120000 0. 1140AN0
1 47 0.0363404 0.0129787 0.0160000 0.0763000 .
El 47 0.2340213 0.0693390 0.0650000 0.4210000

NC 47 0.16327 00791 0.0830000 0.2720000
CI 47 0.0641064 0.0242740 0.0240000 0.1440000
MCI 47 0.8344255 0.0657934 0.2160000 0.4840000

72J

I\

I'

\~ - . .

N2+\"

- -* \ *' **-* A ~ ~ : *.-~7 - ~U' ~ ' ,~



.. . . . . . .. . . . ..

The W15 System 3
10:54 Thursday, December 17, 1992

Initial Factor Method: Principal Components

Prior Comunality Estimates: ONE \ \

Zigemvalues of the Covariance Matrix:
Total - 0.01587276 Average. 0.00226754

1 2 3 4
,igenvalue 0.0061 0.0046 0.0021 0.0008

Difference 0.0035 0.0025 0.0013 0.0006
Proportion 0.6088 0.2872 0.1325 0.0501

Cumulative 0.6088 0.7960 0.9285 0.9787

5 6 7
ligenvalue 0.0002 0.0001 0.0000
Difference 0.0001 0.0001
Proportion 0.0131 0.0082 0.0000
Cumulative 0.9918 1.0000 1.0000

3 factors will be ret. ined by the UFACTOR criterion.

factor Pattern

FaCTOI FACTOR2 FaCTOR3

N -0.67140 0.56859 0.44361
C 0.30724 0.47428 -0.23686
1 -0.21608 0.02492 -0.18149
MI -0.78181 -0.69349 -0.18454
NC 0.57950 0.47349 -0.60049
CI 0.39917 0.39295 0.09424
NC! 0.79531 -0.50530 0.31587

Variance explained by each factor

FACCTKt FAcTOR2 Fncra3
,eighted 0.006076 0.004559 0.002104
nwreighted 2. "?774 1.535019 0.78903-

Fintd Comunalit7 Estimates and Variable Weights
ToUl gomality: Weighted a 0.014738 TUmeighted - 4.654828

N C I RI
Cemality 0.970776 0.375436 0.080253 0.997522
Weight 0.003314 0.000378 0.000168 0.004808

IC CI lC!
Coamulity 0.920M59 0.322632 0.987615

Weight 0.0022H6 0.~00069 0.004329

7/
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The SAS System 4

10:54 Thursday, December 17, 1992

Rotation Method: Vaximax.

Orthogonal Transforaation Matrix

1 2 3

1 0.4283 -0.62861 0.65262
2 0.77335 0.61765 -0.14296
3 -0.32752 0.58230 0.74408

Rotated Factor Pattern

FACTORi1 FACTOR2 FACTOR3

N -0.07000 0.96436 -0.18944
C 0.61113 -0.00739 -0.04354
1 -0.03858 0.02393 -0.27963
NI -0.82293 -0.06076 -0.56269
WC 0.87741 -0.36355 -0.13631
CI 0.48971 0.08657 0.27445
XCI -0.06262 -0.64858 0.82630

Variance explained by each factor

FACTORI FACT=82 FnCTOR3
Weighted 0.006332 0.004709 0.004697
Unweighted 2.070657 1.374910 1.209262

Final Communality Estimates and Variable Veights
Total Communality: Weighted - 0.014738 Unweighted - 4.664828

N C I HI
Communality 0.970776 0.375436 0.080253 0.997522
Weight 0.003314 0.000378 0.000168 0.004808

NC CI MCI
Comnality 0.920655 0.322632 0.987615
Weight 0.002286 0.0006589 0.004329

Scaring Coefficients Estimated by Regression

fteared Multiple Correlatious of the Variables with each Factor

FACTUSI FACTO1 FACTOU3
1.000000 1.000000 1.000000
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The SAS Systea 6
10:54 Thursday, December 17. 1992

Rotatlon Method: Variaax

Standardized Scoring Coefticients

FAClTRl FACTOR2 FACTOR3

N -0.05874 0.80778 0.28096
C 0.05222 -0.00810 -0.02794
1 0.00302 -0.00551 -0.01389

MI -0.59808 -0.38613 -0.52808

MC 0.48634 -0.32001 -0.41238
CI 0.04644 0.03134 0.03139

ICI -0.35251 -0.14324 0.83040
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"The SAS System 6
10:54 Thursday, December 17. 1992

ON FACTORI FACTOR2 FIACTOR3

1 0.30599 -0.86848 0.24602
2 0.41129 -0.87436 -0.92362
3 -0.10170 1.09098 -0.90960

4 -0.56469 -0.32118 0.56797
5 0.23733 -0.41422 0.13500
6 -1.10447 0.04215 0.56772

7 -1.94219 -0.23229 0.51099
8 -0.26817 0.96796 0.31962
9 1.34803 -1.12803 O.77735

10 -0.65264 -0.11756 0.90990
11 -0.20344 -0.90023 1.85896
12 0.92024 -0.0658S -0.22662
13 -0.36257 -0.98188 0.36834
14 -2.16416 0.16721 -1.63606
15 1.44181 0.94893 0.26029
16 1.01814 2.93499 1.00966
17 -0.56993 -0.21268 -0.75004
18 -1.00115 0.27298 1.06652
19 0.01189 -0.15656 -0.23989
20 -0.42773 -0.47789 1.63791
21 1.45968 -0.01932 -2.39613
22 0.70139 0.18718 -0.63886

23 -0.74331 -0.48370 -1.40970
24 -0.57107 -0.31938 -0.45719
25 -0.90644 -0.20446 0.27272
26 -1.02391 0.06770 -1.16823
27 -0.48460 3.88417 0. 15069
28 1.09930 -0.13779 0.13130
29 -0.95876 -0.65489 -0.10876
30 1.26348 -0.74532 -1.19473
31 0.25584 0.50128 1.79467
32 -0.24719 -0.44104 -1.07830
33 0.75966 -1.8043 -1.62314
34 2.2o0 -0.4477 0.16445
35 0.08196 -0•36963 1.97096 -1-

36 0.04668 -0.13165 0.41209
37 -0.34220 0.51716 0.14301

38 -0.69833 -0.17240 0.52U30
39 -1.46788 0.34997 -1.06101
40 0.87045 -0.63616 1.52719
41 1.68696 -0.96398 -0.04258
42 -0.70490 -0.12445 -0.10293
43 -0.01177 0.64370 -1.48063
44 0.54622 -0.23917 0.96802

45 -0.75006 -0.47180 -0.32710
46 1.48278 2.48068 -0.99428
47 -0.49877 -0.05241 0.46764
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The SS System 7
10:64 Thrsday, December 17, 1992

Plot of FACTOR2*FACT"II. Legend: A - 1 obs, B 2 obs, etc.
nAcToR2 I

4,
IA

3* A

1+ A

A
A A

I BA A

A AA A
I AA

-A A A A
A AADA UA A

I a A
BAA A A A

I A
IA A

IA A A
-1I+ A A

I A

-2 +.IA

-3 -2 -1 0 1 2 3

FACTOR1
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The Sis System 8
10:64 Thursday. December 17, 1992

Plot 0t nACTOR3*eACTORI. Legend: A 1 obs, B - 2 abs, etc.
1ACetn3 I

2.0. A
I A

1.6 +. AIA

I.

I A1.0 + A A

IA

I A A
0.5. IA

I A A
I A A
I A A
I A A A

0.0 A
.1 A A

I AA
IA

-0.5 + A
I A

I A
I A

-1.0* A
1 A
I A A

A
-1.5+ A A

I A

* I

IA

-2.5

-1

-3 -2 -1 0 1 2 3
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The MA System9
10:54 Thursday. December 17. 1992

Plot of FACTOR3*FALCTOR2. Legend: I - 1 oba, 3 2 cbs, etc.
FACTOR3

2.0 + A
I A

I A

1.5+ hA

I A
1.0 + A A

I A
I A

A AA
0.5 + ALA
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I A A AA
A AA A

0.0 A

IA A
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--0.5+ A
I A

I A
A A

I ~A A
IA A

.1 A
-1.65+ A A

I A

-2.0.

-2.56

-2 -1 0 1 2 3 4

?ACTOR2
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The SAS System 10
10:54 Thasday, December 17, 1992

Complete Linkage Cluster Analysis

ligenvalues of the Covariance Natriz
ligenvalue Difference Proportion Cumulative

1 0.597871 0.638318 0.874651 0.87465
2 0.059553 0.037518 0.074639 0.94929

3 0.022035 0.007156 O.027617 0.97691

4 0.014879 O.C12880 0.016648 0.99666
5 0.001999 0.000452 0.002506 0.99806
6 0.001647 0.001547 0.001939 1.00000
7 0.000000 0.000000 0.000000 1.00000

8 0.000000 0.000000 0.000000 1.00000
9 0.000000 0.000000 0.000000 1.00000

10 0.000000 0.000000 0.000000 1.00000

11 0.000000 0.000000 0.000000 1.00000
12 0.000000 0.000000 0.000000 1.00000
13 0.000000 0.100000 0.000000 1.00000

14 0.000000 0.000000 0.000000 1.00000

15 0.000000 0.000000 0.000000 1.00000

16 0.000000 0.000000 0.000000 1.00000
17 0.000000 0.000000 0.000000 1.00000
18 0.000000 0.000000 0.000000 1.00000

19 0.000000 0.000000 0.000000 1.00000

20 0.000000 0.000000 0.000000 1.00000
21 0.000000 0.000000 0.000000 1.00000
22 0.000000 0.000000 0.000000 1.00000

23 0.000000 0.000000 0.000000 1.00000
24 0.000000 0.000000 0.000000 1.00000
25 0.000000 0.000000 0.000000 1.00000
26 0.000000 0.000000 0.000000 1.00000
27 -. 000000 0.000000 -. 000000 1.00000
28 -. 004000 0.000000 -. 000000 1.00000
29 -. 000000 0.000000 -. 000000 1.00000

30 -. 000000 0.000000 -. 000000 1.00000
31 -. 000000 0.000000 -. 000000 1.00000
32 -. 000000 0.000000 -. 000000 1.00000
33 -. 000000 0.000000 -. 000000 1.00000

34 -. 000000 0.000000 -. 000000 1.00000
35 -. 000000 0.000000 -. 000000 1.00000
36 -. 000000 0.000000 -. 000000 1.00000

37 -. 000000 0.000000 -. 000000 1.00000

38 -. 000000 0.000000 -. 000000 1.00000
39 -. 000000 0.000000 -. 000000 1.00000
40 -. 000000 0.000000 -. 000000 1.00000
41 -. 000000 0.000000 -. 000000 1.00000
42 -. 000000 0.000000 -. 000000 1.00000

43 -. 000000 0.000000 -. 000000 1.00000
44 -. 000000 0.000000 -. 000000 1.00000

46 -. 000000 0.000000 -. 000000 1.00000

46 -. 000000 0.000000 -. 000000 1.00000
47 -. 000000 . -. 000000 1.00000

Tot -Mean-Square Total-Sagle Standard Deviation - 0. 130293

Mean Distance Uetwees Observations a 1.107356
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The SIB Systau 11

10:54 Thursday, Decesber 17, 1992

Complete Linkage Cluaster Analysis

limber Frequency Nornal ized
of of elo Mauim=m

Clusters Clusters Joined Cluster Distance Tie

6 032 033 2 0.164549
5 CL6 03G 3 0.214065
4 031 035 2 0.604346
3 CL4 034 3 0.866503
2 CL3 CLS 6 1.364139
1 CL2 037 7 2.062808



Mw BAB Systes 12
10:54 Thursday. December 17. 1992

Complete Linagse Cluster Analysis
Name ot Observation or Cluster

03 03 Ob 03 03 03 03
1 5 4 2 3 6 7

2.25.+

1..

a IZTIUIXMlMhfIXflUMflThX

c .2 IfflllhXflhZMfXTIlf
i Iznuzzxuxxxzznixnznnnnz

I I UnAA

I IMM=M3MM
U IUUIUIUI ZUIZMIZIM

t 1.25 *IEZXMI UIXEU=Z

U IUUZZXUUII UIMU=fh

0zmxm znn.
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10:54 Thursday. December 17, 1992
Average Linkage Cluster Analysis

Eigenvalues of the Covariance Matrix
:igenvalue Difference Proportion Cumulative

1 0.697871 0.638318 0.874661 0.87465

2 C.069553 0.037618 0.074639 0.94929

3 0.022036 0.007156 0.027617 0. 97491
4 0.014879 0.012800 0.018648 0.99855

5 0.001999 0.000452 0.002506 0.99806

6 0.001547 0.001547 0.001939 1.00000

7 0.000000 0.000000 0.000000 1.00000

8 0.000000 0.000000 0.000000 1.00000

9 0.000000 0.000000 0.000000 1.00000

10 0.000000 0.000000 0.000000 1.00000

11 0.000000 0.000000 0.000000 1.00000

12 0.000000 0.000)000 0.000000 1.00000

13 0.000000 0.000000 0.000000 1.00000

14 0.000000 0.000000 0.000000 1.00000
15 0.000000 0.000000 0.000000 1.00000

16 N.000000 0.000000 0.000000 1.00000

17 0.000300 0.000000 0.000000 1.00000
18 0.000000 0.000000 0.000000 1.00000
19 0.000000 0.000000 0.000000 1.00000

20 0.000000 0.000000 0.000000 1.00000

21 0.000000 0.000000 0.000000 1.00000

22 0.000000 0.000000 0.000000 1.00000

23 0.000000 0.000000 0.000000 1.00000
24 0.000000 0.000000 0.000000 1.00000

25 0.000000 0.000000 0.000000 1.00000

26 0.000000 0.000000 0.000000 1.00000
27 -. 000000 0.000000 -. 000000 1.00000

28 -. 000000 0.000000 -. 000000 1.00000

29 -. 000000 0.000000 -. 000000 1.00000
30 -. 000000 G.000000 -. 000000 1.00000

31 -. 000000 •. 000000 -. 000000 1.00000

32 -. 000000 0.000000 -. 000000 1.00000

33 -. 000000 0.000000 -. 000000 1.00000
34 -. 000000 0.000000 -. 000000 1.00000

35 -. 000000 0.000000 -. 000000 1.00000

36 -. 000000 0.000000 -. 000000 1.00000
37 -. 000000 0.000000 -. 000000 1.00000

38 -. 000000 0.000000 -. 000000 1.00000
39 -. 000000 0.000000 -. 000000 1.00000

40 -. 000000 0.000000 -. 000000 1.00000

41 -. 000000 0.000000 -. 000000 1.00000
42 -. 000000 0.000000 -. 000000 1.00000
43 -. 000000 0.000000 -. 000000 1.00000
44 -. 000000 0.000000 -. 000000 1.00000
48 -. 000000 0.000000 -. 000000 1.00000
46 -. 000000 0.000000 -. 000000 1.00000

47 -. 000000 . -. 000000 1.00000
Root-Rean-Square Total-Sample Stazzdard Deviation w 0.130293
Root-Rean-Square Distance Betwemn Observations - 1. 263238
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The SAS System 14

10:64 Thursday, December 17. V1Q2

Average Linkage Cluster Analysis

Number freqUncy Normalized
of of New Pseudo Pseudo MIS

Clusters Clusters Yoiraed Cluster F tes2 Distance Tie

6 032 033 2 $6.18 0.135478

5 CL6 036 3 51.57 2.14 0.1"448
4 031 OJ35 2 16.74 . 0.629770
3 CU4 CL6 5 7.99 7.65 0.662877
2 034 037 2 10.07 * 0.888342

1 CU3 CL2 7 . 10.07 1.311767
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The SAS System 15
10:54 Thursday, December 17. 1992

Average Linkage Cluster Analysis
Vame of Observation or Cluster

03 03 03 03 03 03 U3
1 6 2 3 6 4 7

1.4 +

I uxmrmnmnnjxzUmxxT xmm
mzIxmnn~mmuxxM= MxzzM

1.2 +?IXXXXfXflflXXlflhMhSf IXXXXXX

I jIUxflXXUXUXXUIUX Y1JXl11

* IIIIIXUXUXITIXXIIUXIZJ. 11111

r* 111 In~mniXLX YIUXXIT

9 1+ 1JjjxTnrTl1rm 1Z
I xxmnImLIM TTT

D Inr jxxxxjm 111111
i I nnIUUUxxflx1ZXxl T111T111

t IIT XXX

a IIUUXMUIIXYIXUXIXUU

0 IIIXMTIxnIxXxJIEnn 7

we. +I XIUIUUXUIII MUM

4 1'XxnnxlxxzxnxlXxhIx

* 0 * 11 MTIIXXflIIIf
e I~fU UhxflxUUxx

.6 I I~lU UX11111UUxx
I. 1 nnumn U.

C I. nnnfXXXXfl
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I. IMTYII177
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The $AS System 16
10:54 Thursday, December 17, 1992

gard's Minimun Variance Cluster Analysis

gmenvalues of the Covariancm Matrix
ligen'vlue Difference Proportion Cimulr.tive

1 0.697871 0.638318 O.974661 O.87466
2 0.069553 0.037618 0.074639 0.94929
3 0.022035 0.007166 0.027617 0.97691

4 0.014879 0.012880 0.018648 0.99566

5 0.001999 0.000462 0.002606 0.99806
9 0.001547 0.001647 0.001939 1.00000
7 0.000000 0.000000 0.000000 1.00000

8 0.000000 0.000000 0.000000 1.00000
9 0.000000 0.000000 0.000000 1.00000

10 0.000000 0.000000 0.000000 1.00000

11 0.000000 0.000000 0.000000 1.00000

12 0.600000 0.000000 0.000000 1.00000
13 0.001000 0.000000 0.000000 1,00000

14 0.000000 0.000000 0.000000 1.00000
1i 0.000000 0.00000 0.000000 1.00000
16 0.000000 0.000000 0.000000 1.00000
17 0.000000 0.000000 0.000000. 1.00000
1i 0.000000 0.000000 0.000000 1.00000
19 0.000000 0.000000 0.000000 1.00000
20 O.00C000 0.000000 0.000000 1.06000
21 0.000000 0.000000 0.000000 1.00000
22 0.000000 0.000000 0.000000 1.00000
23 0.000000 0.000000 O.OOCO00 1.00000
24 0.000000 0.000000 O.00000 1.00000

25 0.000000 0.000000 0.000000 1.00000
26 0.000000 0.000000 0.000000 1.00000
27 -. 000000 0.000000 -. 000000 1.00000
28 -. 000000 0.000000 -. 000000 1.00000
29 -. 000000 0.000000 -. 000000 1.00000
30 -. 000000 0.000000 -. 000000 1.00000
31 -. 000000 0.000000 -. 000000 1.00000
32 -. 000000 O.000000 -. 000000 1.00000
33 -. 000000 0.000000 -. 000000 t.00000
34 -. 000000 0.000000 -. 000000 1.00000
35 -. 000000 0.000000 -. 000000 1.00000
36 -. 000000 0.000000 -. 000000 1.00000
37 -. 000000 0.000000 -. 000000 1.00000
38 -. 000000 0.000000 -. 000000 1.00000
39 -. 000000 0.000000 -. 000000 1.00000
40 -. 000000 0.000000 -. 000000 1.00000
41 -. 000000 0.000000 -. 000000 1.00000
42 -. 0000. 0.000000 -. 000000 1.00000
43 -. 000000 0.000C00 -. 000000 1.00000
44 -. 000000 0.000000 -. 000000 1.00000
45 -. 000000 0.000000 -. 000000 1.00000
46 -. 000000 0.000000 -,000000 1.00000
47 -. 000000 • -. 000000 1.00000

loot-Ream-Square Total--Sample Standard Devlation - 0.130293
loot-Rem-Square Distance Betteom Observations w 1.263238
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The SAS Systm 17
10:54 Thursday. December 17, 1992

Vard's Rininum Yaxiance Cluster Analysis

Pseudo Pseudo i
ICL Clusters 3oined FM PIRSQ UQ F t**2 a

6 032 023 2 0.003069 0.996941 65.2
S CLS 03 3 0.006544 0.990397 51.6 2.1
4 3I1 OB5 2 0.046776 0.943621 16.7
3 CU4 04 3' 0.097934 0.845687 11.0 2.1
2 CL3 CLS 6 0.284481 0.661206 6.4 7.4
I CL2 037 7 0.561206 0.000000 6.4
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The BAS Syst.. 1s
10:54 Thursday, December 17. 1992

Vard's Minimum Variance Cluster Analysis
Name ', Obserextioa or Cluster

OB M1 M Om OB Om aM
1 6 4 2 3 6 7

0.6 +

0.5 *I~jflTZxh T"fl xnZjXZXxnZI

TTumImnmunrmxIIznm

Imximunnizumnm

1 . IIIUXfXfXLflXXKXXIXfXIUXXUZUX

* ~ ~ ~ ~ x Iuxiu1nnXIM
a . ff~lJUfUfhZIfU

In imxmizu ~
t INKAT ........ ....nn=xnyx

2 0.3 *fhfXll~l~fffhl

R I11IIInnlaxr unxIn

Is 0.2 .Uhmxm lynmillhlil
a I lflIhmmm AIMMITXnm

r I02 mmx=nm XXuXMmnm.

0.*1 +zuuizum zxxnmznxu

minim. umnmm.

0+. UUMul
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The 9IS System 19

10:64 Thursday, December 17. 1992

0s HP NT CP CT IP IT Rip NIT MCP NCT CI CIrT MCIP MCI"

1 1 33 1 37 0 57 0 60 1 31 1 59 1 42

2 1 60 0 60 1 40 1 35 1 38 0 53 1 47

3 1 27 0 60 0 60 1 13 1 40 1 60 1 57

4 0 60 1 60 1 60 1 60 1 30 0 60 1 60

6 0 60 0 60 1 37 1 60 1 30 1 60 1 34

6 1 40 0 60 1 60 1 40 1 16 0 60 1 32

7 1 40 0 60 0 62 1 26 1 14 0 22 0 60

3 0 60 1 19 1 68 1 30 1 20 0 60 1 60

9 0 60 0 60 0 60 0 60 0 60 0 60 0 60

10 1 43 0 60 0 60 1 39 1 60 0 60 1 60

11 1 36 1 34 0 31 1 17 1 33 1 27 1 57

12 1 30 1 43 1 33 1 31 1 27 33 1 28

13 0 60 0 60 1 60 0 60 1 28 0 60 1 27

14 060 060 0 18 1 22 1 67 0 00 0 60

lb t35 1 38 0 60 1 34 1 31 1 60 1 23

16 60 0 60 1 ?3 0 26 1 18 0 60 0 39

17 1 30 0 60 0 30 1 30 1 17 0 60 1 28

16 1 38 1 33 0 60 1 36 1 56 1 42 1 26

19 1 24 1 18 1 60 1 33 1 20 1 28 1 30

20 1 26 1 66 1 28 0 60 1 40 1 60 1 14

21 1 30 1 3C 0 60 1 31 1 16 1 60 1 30

22 1 30 1 60 1 47 1 46 1 29 1 42 1 18

23 1 28 1 49 0 19 0 14 1 15 1 2C 1 26

24 1 24 1 39 1 31 0 12 1 26 1 30 1 1i

25 1 2? 1 67 0 60 0 60 1 31 0 60 1 39

26 1 47 0 60 1 60 1 52 1 39 1 60 1 60

27 1 26 0 60 1 60 1 17 1 24 0 60 1 30

28 1 30 0 60 0 39 1 29 1 12 1 54 1 24

29 1 33 0 60 1 60 1 11 0 19 1 23 1 20

30 1 37 1 39 1 35 1 34 1 30 0 60 0 60

31 1 11 0 60 0 461 a 0 60 1 39 1 47

32 t 2 3  1 38 1 40 1 171 24 1 26 1 19

33 1 25 1 36 0 58 1 32 1 16 0 60 1 27

21 1 22 1 20 1 60 0 38 1 29 1 56 1 22

35 0 60 1 60 0 60 1 17 1 28 0 60 1 18

36 1 25 1 26 1 60 1 17 1 25 1 30 1 20

37 1 8 0 60 1 40 1 26 1 26 0 60 1 16

38 1 2? 1 28160 1 10 1 27 1 12 1 19

39 1 12 1 60 0 60 1 41 1 47 1 17 1 23

40 1 42 0 20 1 37 1 19 1 26 0 9 1 20

41 1 42 1 20 0 60 1 36 1 19 1 60 1 29

42 1 34 0 60 0 60 1 51 1 29 0 60 1 21

43 1 28 1 41 0 37 1 34 1 14 0 9 0 9

440 54 0 60 0 60 1 28 1 30 1 23 1 44

45 1 26 0 60 1 38 1 33 1 44 1 60 1 26

46 1 27 1 37 0 31 1 12 1 38 1 19 1 53

47 1 21 1 15 1 20 1 27 1 26 1 28 1 9
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The SAS System 20
10:6 4 Thu=ray, December 17. 1992

Variable I loa fltd Dev K•nizfua Rauinu=

W 4? 0.8085106 0.3977271 0 1.0000000
lt 47 3.4893617 14.5600292 8.0000000 60.0000000

W 4? 0.5531915 0.5025376 0 1.0000000

CT 47 46.8085106 16.2581244 15.0000000 60.0000000
IF 4? 0.106M383 0,5052912 0 1.0000000

'T 47 47.9787234 13.9416320 18.-00000 60.0000000
IP 47 0.3085106 0.39TT271 0 1.0000000

MIT 47 33.4255319 14."081806 10.0000000 60.0000000
S47 0.9361702 0.2470922 0 1.0000000

NCT 47 30.1063830 12.8574696 12.0000000 60.0000000
CIP 47 0.5744681 0.4997687 0 1.0000000

CI 47 45.5531915 18.0708852 9.0000000 60.0000000
NC!? 47 0.8723404 0.3373181 0 1.0000000

NUC. 47 33.7446809 15.9768829 9.0000000 60.0000000

j I
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The SAS Systm 21
10:54 Thursday, December 17, 1992

as P CRP InP KIIM IaCm CXI XCIIP

1 33 37 40 35 31 69 42
2 60 60 60 18 38 60 47
3 27 19 RT 60 40 60 S7
4 60 34 60 60 30 27 60
5 40 43 56 40 30 33 34
6 43 36 33 26 16 60 32
7 35 33 60 30 14 42 60
* 30 18 33 39 20 28 s0
9 35 56 60 17 60 60 57

10 30 38 28 31 33 60 28
11 38 50 47 22 27 42 27
12 24 49 31 34 28 20 23
13 26 39 60 30 57 30 28
14 30 ST 60 36 31 60 26
15 30 39 qw 33 1N 54 30
16 28 38 35 31 17 23 14
17 24 36 40 46 56 39 30
16 27 20 60 52 20 26 18
19 -17 60 60 17 40 56 26
20 25 25 40 29 16 30 18
21 30 28 60 11 29 12 39
22 33 60 37 34 16 17 60
23 37 20 38 44 26 60 30
24 21 41 20 17 31 23 24
26 23 37 . 32 39 60 20

26 26 15 17 24 19 47
27 22 • 17 12 28 19

28 25 26 30 27
29 8 1 10 24 22

30 27 . 41 16 . 16
31 19 • . 19 29 . 20
32 42 • 3S 28 16
33 42 61 25 • 19

04 34 . 34 26 . 28
35 28 *28 27 20
36 25 6 33 47 . 29

37 27 • 12 26 21

38 21 27 19 * 44
39 29 . 26
40 • 14 • 63

41 * . .30 9

42 44 .
43 . . 3.
44 26
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The ls Syutn 22

10:M4 rmnvy, Decembe 17, 1992

Variable I Dea Btd Dev Kiaunm= lx Lim

w 38 31.07J94?4 10.2808707 8.0000000 60.0000000
Cap 26 37.63230T7 13.1902062 16.0000000 60.0000000

S24 46.b416667 13.3"7396M 20.0000000 60.(000000

KM 38 30.8$47368 12.6401109 10.0000000 60.C000000
N . .. CO? 44 29.0000000 11.4"26325 12.0000000 60.0000000

elm 27 40.2962963 17.1ST2250 12.0000000 60.0000000

DCXI? 41 31.6 M-366 14.2909233 9.0000000 60.0000000
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Th US Systm 23
tO:S4 Thuraday, December 17, 1992

asS NYP CUiP iWP NI IC ¢1 Ci1P MCI

1 60 60 57 60 60 63 60
2 60 60 6o 60 19 60 40

3 60 60 52 60 60 60 60

a 60 60 60 2 . 22 39

6 60 60 60 60 * 60 60

* 60 60 3U 14 . 60 9

7 60 60 18 19 . 60
$ 60 60 60 6o 60
9 54 60 30 38 . 60

10 . 60 60 60

11 so 60 . 60
12 60 19 o60 .
13 60 60 • 60

14 60 39 . 60
Is 60 44 60 •
16 60 58 • 60
17 60 60 60
is . 20 60 • •

19 so 60 • 60 •
20 60 60 • 9
21 60 37
22 60
23 •.31 .
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The SIs System 24

10:54 ThvzedawF Deoeaba- 17, 1992

Variable I Dean Std Dev Kinizam Razimm

NIP 9 69.3333333 2.0000000 64.0000000 60.0000000
CUP 21 8.4'%962381 8.7287156 20.0000000 60.0000000
1IV 23 49.4762609 14.6531708 18.0000000 60.0000000
NIUP 9 44.1111111 19.6899751 14.0000000 60.0000000
RM 3 46.3333333 23.6713610 19.0000000 60.0000000
C!U 20 62.6500000 17.1901900 9.0000000 60.0000000
MOiv 6 48.0000000 20.P710326 9.000O00 a0.0000000
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Mre US3 System 26
10:64 Thursday, December 17, 1992

038 MA MIT CNA CIT IA INT NINA HINT XCIA HCOT CINA CI•" MCINA XCIUT

1 1 33 1 37 0 67 1 35 1 31 1 69 1 42
2 1 27 1 19 1 40 1 18 1 38 0 53 1 47
3 1 40 1 34 1 37 1 40 1 40 0 22 1 67
4 1 43 1 43 0 52 1 26 1 30 1 27 1 34
6 1 36 5 38 1 58 1 30 1 30 1 33 1 32

6 1 30 1 33 0 31 ! 39 1 16 1 42 1 s0

7 1 36 1 18 1 33 1 1" 1 14 1 28 1 67
8 1 30 1 66 0 189! 31 1 20 1 42 1 28
9 1 38 1 3G 1 33 1 22 1 33 1 20 1 27

10 1 24 1 50 0 30 1 34 1 27 1 30 1 23
11 1 26 1 49 1 28 0 26 1 28 1 54 0 39
12 1 0 1 39 1 47 1 30 1 67 1 23 1 28

13 1 30 1 67 0 19 1 36 31 1 39 1 26

14 1 28 1 39 1 31 1 33 1 18 1 26 1 30
16 5 24 1 38 0 39 1 31 1 17 1 56 1 14
16 1 27 1 36 1 31 46 1 56 1 50 1 30

17 1 47 1 20 0 46 0 14 1 20 1 12 1 18
18 1 25 1 25 1 40 0 19 1 40 1 17 1 26
19 1 30 1 28 0 58 1 52 1 16 0 9 1 18
20 1 33 1 50 1 40 1 17 1 29 0 9 1 39

21 1 37 0 20 1 37 1 29 1 16 1 23 1 30
22 1 21 1 20 0 37 1 11 1 26 1 19 1 24
231 23 1 41 1 38 1 34 1 31 1 28 1 20
24 1 25 1 37 0 31 1 44 1 39 • 1 47

256 122 215 1 20 1 17 1 24 1 19
261 26 1.. . 32 1 12 1 1 27
27 1 3 •. 0 38 0 19 • 1 22
29 1 27 .. 1 17 1 30 . 1 18
29 1 19 . .. . 17 1 24 1 20
30 1 42 . . .1 26 1 16 1 is

31 1 42. . 10 1 29 1 1 19

32 1 34 .. . 41 123 . • 1 28
33 1 28 .. .119 1 26 • 1 20
34 0 S4 .. 1 3 1 26 . . 1 29

351 26 ••1 51 1 27 . • 1 21
36 1 27. 1 34 1 47 • 0 9
371 21. 1 28 1 26 • 1 41
38 .. 1.. 1 33 1 19 • 1 26
39 . .. .. 1 12 1 29 . . 1 63
40 .. .. 1 27 1 14 1 9

41 1... 30 ..

42 .. .. . . 1 44 .

43 .. .. .. . 1 38 .

44. .. .. .. . 16 .2



Th"e S SySaem 26
10:54 Thursday, December '7, 1992

Variable I reas Std Doe NiniunrM aximu=

MIA 37 0.972r,730 0.1643990 0 1.000000
NIT 37 30.1361351 8.7087509 8.0000000 64.0000000
CIA 25 0.9600000 0.2000000 0 1.0000000
C!T 25 36.2000000 12.096U316 15.0000000 57.0000000
INA 26 0.5600000 0.506M228 0 1.0000000
MIT 25 37.4,l)00000 11.1130554 18.0000000 58.0c,00000
Rl 40 0.9000000 0.3038218 0 1.0000000
NlTM 40 28.7750000 10.7881404 10.0000000 62.0000000
MCIA 44 0.9772727 0.1507557 0 1.0000000
S44 28.0691813 10.5000503 12.0000000 57.0000000
cI 23 0.8260870 0.3875534 0 1.0000000
CUlT 23 30.4782609 14.7490202 9.0000000 59.0000000
NCIEA 40 0.9500000 0.2207214 0 1.0000000
MOIlr 40 29.1500000 12.4808571 9.0000000 57.0000000
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The SAS System 27

10:54 Thursday, December 17, 1992

O9S WOI COA IDA [I90k COA CIQA MCIDA

1 1 0 0 0 0 1 1
2 0 0 1 1 1 0 0
3 0 1 1 1 0 1 1

4 1 0 0 0 * 0 0
6 0 0 0 0 6 0
* 0 0 1 0 . 0 1
7 0 0 0 0 0 0
8 0 0 0 . 0
9 0 0 1 . 0

10 0 0 0 1 .
11 • 0 0 • 0
12 0 1 0
13 * 0 1 I
14 0 1 1
15 0 1 0
16 0 0 1
17 0 1 0
18 1 1 0
19 0 0 0
20 0 0 . 0
21 0 0 . 0
22 0 0 • . 1
23 • • • 0
24 • • * 1
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The an system 26
10:54 T•ur.4a7. Decmber 1, 1992

Variable I Boom 3t4 Dev Minimu 3u1mal

iu 10 0.2000000 0.421S0 0 1.0000000
@o* 22 0.090901 0.2M42449 0 1.0000000
10 22 0.4545456 .0.94M72 0 1.0L 0
a ? 0.257143 0.48760 0 1.0000000

m $M 0.3333333 0.5773603 0 1.0000000
@10* 24 0.3333333 0.4315434 0 1.0000000
I=0O0 7 0.4265714 0.5345225 0 1.0000000



The WIs system 29
10:54 Thursday, December 17, 1992

Complete Linka6 . Cluster Analysis

Rigenvalues of the Covariance Katrix
Kigenvalue Difference Propo: ,ion Cumulative

1 4024.21 2288.74 0.283063 0.38305
2 1735.47 47.18 0.165196 O.S4825
3 1688.29 297.21 0,160706 0.70890
4 1391.08 360.47 0.132413 0.84137
6 1030.62 394.68 0.090101 0.93947
6 635.94 636.94 0.060533 1.00000
7 0.00 0.00 0.000000 1.00000
8 0.00 0.00 0.000000 1.00000
9 0.00 0.00 0.000000 1.00000

10 0.00 0.00 0.000000 1.00000
11 0.00 0.00 0.000000 4.00000
12 0.00 0.00 0.000000 "00000
13 0.00 0.00 0.000000 1.M0000
14 0.00 0.00 0.000000 1.00000
is 0.00 0.00 0.000000 1.00000
16 0.00 0.00 0.000000 1.00000
17 0.00 0.00 0.000000 1.00000
18 0.00 0.00 0.000000 1.00000
19 0.00 0.00 0.000000 1.00000
20 0.00 0.00 0.000000 1.00000
21 0.00 0.00 0.000000 !.00000
22 0.00 0.00 0.000000 1.00000
23 0.00 0.00 0.000000 1.00000
24 0.00 0.00 0.000000 1.06M00
26 0.00 0.00 0.000000 1.00000
26 0.00 0.00 0.000000 1.00000
27 0.00 0.00 0.000M00 1.00000
28 0.00 0.00 0.000000 1.00000
29 0.00 0.00 0.000000 1.00000
30 -0.00 0.00 -. 000000 1.00000
31 -0.00 0.00 -. 000090 1.00000
32 -0.00 0.00 -. 000000 1.00000
33 -0.00 0.00 -. 000000 1.00000
34 -0.00 0.00 -. 000000 1.00000
36 -0.00 0.00 -. 000000 1.00000
36 -0.00 0.00 -. 000000 1.00000
37 -0.00 0.00 -. 000000 1.00000
38 -0.00 0.00 -. 000000 1.00000
39 -0.00 0.00 -. 000000 1.00000
40 -0.00 0.00 -. 000000 1.00000
41 -0.00 0.00 -. 000000 1.00000
42 -0.00 0.00 -. 000000 1.00000
43 -0.00 0.00 -. 000000 1.00000
44 -0.00 0.00 -. 000000 1.00000
45 -0.00 0.00 -. 000000 1.00000
46 -0.00 0.00 -. 000000 1.00000

47 -0.00 -. 000000 1.00000
loot-Kea-Sqizare Total-Sample Standard Deviation - 14.95071
las Distance Between Observations a 143.646,
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Tae w8 System 30

10:54 Thuersay, December 17. 1992

Complete Linkage Cluster Analysis

oUwer Frequency Normalized

Clusters Clusters Joined Cluster Distance Tie

6 61 my 2 0.74967?
5 ON4 B6 2 0.601696
4 62 af 2 0.667343
3 CLA CL5 4 0.946333
2 CL4 63 3 0.974192
I CL3 CL2 7 1.224518
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Use an System 31
10:54 Thursday. December 17. 1992

Complete Linkage Cluster Analysis
Eame of Observation or Cluster

03 OB 03 03 03 03 O
1 7 4 6 2 6 3
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Sus •t•32
The SAS Vywtem 

310:54 Thursday. December 17, 1992
Average Linkage Cluster Analysis

Rigenvmlues of the Covariance Ratriz
-IgevTalue Difference Proportion Cumulative

1 4024.21 2288.74 0.383053 0.38305
2 1735.47 47.18 0.165196 0.64825
3 1686.2 297.21 0.160704 0.70895
4 1391.08 360.47 0.132413 0.84137
6 1030.62 394.66 0.098101 0.93H47
6 635.•4 636.94 0.060633 1.00000
7 0.00 0.00 0.000000 1.00000
1 0.00 0.00 0.000000 1.00000
9 0.00 0.00 0.000000 1.00000

10 0.00 0.00 0.000000 1.00000
11 0.00 0.00 0.000000 1.00000
12 0.00 0.00 O.•00000 1.00M0
13 0.00 0.00 0.000000 1.00000
14 0.00 0.00 0.000000 1.00000
15 0.00 0.00 0.00000 1.00000
16 0.00 0.00 0.000000 1.00000
17 0.00 0.00 0.000000 1.00000
1i 0.00 0.00 0.000000 1.00000
it 0.00 0.00 0.000000 1.00000
20 0.00 0.00 0.000000 1.00000
21 0.00 0.00 0.000000 1.00000
22 0.00 0.00 ' 0.000000 1.00000
23 0.00 0.00 0.000000 1.00000
24 0.00 0.00 0.000000 1.00000
25 0.00 0.00 2.000000 1.00000
26 0.00 0.00 0.00000 1.00
27 0.00 0.00 0.000000 1.00000
29 0.00 0.00 0.000000 1.00000
29 0.00 0.00 0.000000 1.00000
30 -0.00 0.00 -. 000000 1.00000
31 -0.00 0.00 -. 000000 1.00000
32 -0.00 0.00 -. 000000 1.00000
33 -0.00 0.00 -. 000000 1.00000
34 -0.00 0.00 -. 000000 1.00000
35 -0.00 0.00 -. 000000 1.00000
36 -0.00 0.00 -. 000000 1.00000
37 -0.00 0.00 -. 000000 1.00000
"38 -0.00 0.00 -. 000000 1.00000
39 -0.00 0.00 -. 000000 1.00000
40 -0.00 0.90 -. 000000 1.00000
41 -0.00 0.00 -. 000000 1.00000
42 -0.00 0.00 -. 000000 1.00000
43 -0.00 0.00 -. 000000 1.00000
44 -0.00 0.00 -. 000000 1.00000
45 -0.00 0.00 -. 000000 1.00000
46 -0.00 0.00 -. 000000 1.00000
47 -0.00. -. 000000 1.00000

Reoot-lsm-Sqkuare Total-Sample Standard Deviation a 14.95071

Iet-4Ken-kquare Distance ietwem Observations w 144.9626
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Ihe SAS system 33
10:64 Thursday. Decenber 17, 1992

Average Linkap Cluster Analysis

lumber Frequency NormalIzed
of of now Pseudo Pseudo Nlo

Clusters Clusters Joined Cluster F t**2 Distance Tie

6 031 037 2 1.97 . 0.743121
5 034 0s5 2 2.04 . 0.794472
4 CLA CLS 4 1.83 1.56 0.370167
3 032 036 2 2.17 . 0.879348
2 CL3 ON3 3 2.60 1.26 0.957964
1 CL4 CL2 7 2.80 1.087016
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The Us3 System 34
10:54 Thurday. December 17. 199

Average Linkage Cluster hnalysis
Naeo Observation or Cluster

1 7 4 5 2 6 3
1.2+

I -xx

V IARKXXKK= Iun=nn
* I UU IflEI

30.4S.Iif uU .
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The SWS System 35
10:54 Thursday. December 17, 1992

Ward's KinJinm Varianco Cluster Analysis

Eigenvalues of the Covariance Matrix
Rigo-value Difference Prportion Cuulative

1 4024.21 2268.74 0.383063 0.6308M
2 1736.47 47.18 0.166196 0.6482m
3 1688.29 297.21 0.160704 0.70896
4 1391.08 360.47 0.132413 0.94137
5 1030.62 394.68 0.090101 0.93947
6 635.94 636.94 0.060533 1.00000
7 0.00 0.00 0.000000 1.00000
8 0.00 0.00 0.000000 1.00000
9 0.00 0.00 0.000000 1.00000

10 0.00 0.00 0.000000 1.00000
11 0.00 0.00 0.000000 1.00000
12 0.00 0.00 0.00000 1.00000
13 0.00 0.00 0.000000 1.00000
14 0.00 0.00 0.000000 1.00000
1s 0.00 0.00 0.000000 1.00000
16 0.00 0,00 0.000000 1.00000
17 0.00 0.00 0.00000 1.00000
18 0.00 0.00 0.000000 1.00000
19 0.00 0.00 0.000000 1.00000
20 0.00 0.00 0.000000 1.00000
21 0.00 0.00 0.000000 1.00000
22 0.00 0.00 0.000000 1.00000
23 0.00 0.00 0.000000 1.00000
24 0.00 0.00 0.000000 1.00000
25 0.00 0.00 0.000000 1.00000
26 0.00 0.00 0.000000 1.00000
27 0.00 0.00 0.000000 1.00000
26 0.00 0.00 0.000000 1.00000
29 0.00 0.00 0.000000 1.00000
30 -0.00 0.00 -. 000000 1.00000
31 -0.00 0.00 -. 000000 1.00000
32 -0.00 0.00 -. 000000 1.00000
33 -0.00 0.00 -. 000000 1.00000
34 -0.00 0.00 -. 000000 1.00000

36 -0.00 0.00 -. 000000 1.0000
36 -0.00 0.00 -. 000000 1.00000
37 -0.00 0.00 -. 000000 1.00000
36 -0.00 0.00 -. 000000 1.00000
"39 -0.00 0.00 -. 000000 1.00000
40 -0.00 0.00 -. 000000 1.00000
41 -0.00 0.00 -. 000000 1.00000
42 -0.00 0.00 -. 000000 1.00000
43 -0.00 0.00 -. 000000 1.00000
44 -0.00 0.00 -. 000000 1.00000
46 -0.00 0.00 -. 000000 1.00000
46 -0.00 0.00 -. 000000 1.00000
47 -0.00 -. 000000 1.00000

Root-Noen-Square Total-SBgle Standard Deviation a 14.95071
Roort-Ken-Square Distance Dotwees Observations a 144.9525
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Th. an8 system 36
10:i4 Thursday. Doc~s' x 17, 1992

Ward's Riniui Varimanc Cluster Inalysis

-Pseudo Pseudo i

DCM Clusters Join*6 M=3 F13 3 t**2 e

*6 ON1 ~ I 2 0.09238 0.907962 2.0
-- 04 035 2 0.1051"6 0.802764 2.0

4 002 03 2 0. 123Y67 0.673889 2.1
3 CL6 CL6 4 0.163"79 0.620110 2.2 1.6
2 CIA 033 3 0.16099 0.359141 2.6 1.2
1 CU3 CL2 7 0.359141 0.000000 * 2.3



Th. Us8 Systm 37
10:54 Thursday, December 17, 1992

lard's Minimum Variance Cluster Analysis
Nome of Oboarvat ion or Cluster

03 09 09 03 09 09 0s
1 7 4 6 2 6 3

0.44
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t xzuimxzxvlvxm
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The SAD System 38
AM Thursday, December 17, 1992

ass 1.3 Dip i SLYrP sLuln LLs.DP s= FTP FTT vL FL IsL SLT ST m1Y

1 1 31 0 57 1 33 0 60 1 59 1 42 1 37
21 40 0 53 147 1 35 0 60 1 38 1 60
30 60 1 67 1 27 1 40 0 60 1 11 1 60
41 60 1 60 0 60 1 60 1 30 1 6 1 60
5 1 WC 0 60 1 60 1 34 0 60 1 Z7 1 30
6 1 60 1 32 0 60 1 60 0 60 1 40 1 16
7 0 22 0 52 1 261 D 60 0 60 1 40 1 14
8 0 60 1 so 1 30 1 20 1 19 1 60 0 60
9 60 0 60 0 6006006 0 60 0 60

S. 10 1 60 1 s0 0 6019 0 6 0 6143
11 1 26 1 33 0 31 1 341 127117
12 1 26 1 30 1 43 1 331 33 1 31 1 27
13 1 60 1 27 1 28 0 60 0 60 0 60 0 60
1480 1 0 60 1 22 0 6 0 60 1 57 0 60
151 60 1 31 1 34 1 23060 1 3 1 38
"16 0 26 0 60 1 33 0 60 0 39060 1 18
17 1 30 0 30 1 21 30 060 1 170 60
1 21 38 1 56 1 26 1 421 36 1 330 60
19 1 60 1 30 1 28 1 20 1 34 3124 1 19

21 0 1 g 1 40 1 26 1 26 0 60 1 56 1 14
211 60 1 30 1 38 131 0 601 130 1 16
22 1 28 1 46 1 471421 50 1 30 118
23 0 14 1 20 1 26 1 20 1 49 0 19 115
240 19 1 30 1 26 1 124 1 39 1 8 3 1
25 0 60 1 57 1 271 31 060 060 139
26 1 60 1 60 1 39 1 60 152 1 470 60
2 1 26 1 30 1 24 601 60060 1 17
28 1 30 1 24 1 291120 39 1 40 60
2 0 19 0 60 1 60 1 37 1 23 1 11 120
30 1 30 1 35 1 34 137 060 139 060
31 0 60 1 39 1 47 460 60 1 21 1 17
32 1 23 1 38 1 241 19,140 126 117
330 18 1 27 1 361 25 0 60 2 1 16
34 1 60 1 5625 2122031 20 1 22
25 1 60 0 \60 1 17 1 260-60 060 118
36 1 26 1 25 1 30 1 20 1 25 117 160
37 1 16 1 ý26 1 26 1 60 0CO140 060
38 1 60 1 19 1 2? 1 2 1 2 1 10 1 12
39 0 60 1 50 1 28 1 47 1 41 1 17 1 19
40 1 19 1 26 1 37 120 0 9 142 020
41 1 29 1 10 1 42 1235060 120 119
42 0 60 1 :19 1 34 151 060 1210640
43 0 37 1 28 1 54 0 9 141 0 9 114
44 1 28 1 440 60 1 23130 064 060
45 1 go 1 2~1 3831331A25 14 0 60
46 1 2? S 31 1 36 1563112 137 119
47 1 28 1 2V 1 26 120 121 1 9 115
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Tho SAS System 39
10:54 Thursday, Decamb" 17, 1992

Variable I Nean 3td Dev Riuium Maximums

LO 47 0.6808511 0.4711864 0 1.00000(0
LDWfr 47 42.2127660 17.4915336 14.0000000 60.0000000
SLTIP 47 0.7669574 0.4279763 0 1.0000000
SLTKl 47 41.2653191 14.2805250 19.0000000 60.0000000
8U.I, 47 0.8723404 0.3373181 0 1.0000000
Kim.0 47 36.6936170 12.1032407 17.0000000 60.0000000
71" 47 0.8065106 0.3977271 0 1.0000000
eT! 47 36.2765967 15.7793235 8.0000000 60.0000000
wL, 47 0.4680861 O.5043749 0 1.0000000

1,1 47 46.3617021 15. 9692987 9.0000000 60.0000000
.. ILP 47 0.78723M0 0.4136881 0 1.0000000

SLT 47 36.6696745 16.7114600 9.0000000 60.0000000
M"? 47 0.7021277 0.4622673 0 1.0000000

STT 47 34.9574468 20.1461588 12.0000000 60.0000000
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Appendix C. SLAM and Fortran Code

SLAM Code

This section contains the SLAM network code used. The first model shown is the
original model (Pritsker, 1986:240). Figure 33 shows the SLAM network diagram. The
next seven models are the network portion of the modified model for each scenario. The
associated Fortran code is shown in the next section. Figuren page 113 shows the network
diagram for the LDER scenario model. The scenarios were:

* LDER - Load interarrival time, loading time, hauling time, dumping time, and return
time unchanged. (Original Model with Modifications)

9 SLTK - Hauling time, dumping time, and return time doubled for the third truck.
(Slow Truck)

* SLLD - Loading time doubled for the first losder. (Slow Loader)

e FT - Hauling time, dumping time, and return time cut in half for all trucks. (Fast
Trucks)

* FL - Loading times halved for both loaders. (Fast Loaders)

* SL - Load interarrival time multiplied by 2. (Slow Loads)

• ST - Hauling time, dumping time, and return time doubled for all trucks. (Slow
Trucks)

t
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Truck Return
PRt..> (IS., 3)

Figure 33. SLAM Network Diagram for Original Model.

Original model.

GENI,PRLITSK[ER,TRUCK RAUL]IG,7/12/83,1,, ,Y/N;

LIMITS, 3,1,50;
NETWORK;
START CRLEA'rE; CRE.ATE LOAD TRAN•SACTIONS

ACT, ,TNOW.LE.480; STOP IF AF'TER 8 HOURS

GOON1; ELSE
ACTERLNG(4.,2.),,START; BRANCH BACK TO START

ACT; AND CONTINUE
ACCUAu2ai2; ACCU ATE TWO PIES

LOAD QUEU'E(1),,,,BEGI; QUEUE OF LOADS

TESQUEU'E(2) ,4,,,BEGN; QUEUE OF TRUCKS

BEGNI SEI.ECT.AST,LIT,,LOAD,TRKS,LDRR; ASK OF LOAD),TRKS. ANDl LDER
ACT/I ,UPOJ(14.); LOAD)ERI TINE

ACT/2,EIPON(12. ); LOADER2 TINEg

GOONI;
ACT,5, ,LDERt; LOADER IRESTINF' TINE
ACT,RNORN(22.,3.); TRUCK HALIN.G "3NE

G OON;
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ACT.U171N(2.S.S); ThRd DUMPING TIME

ACTURNO(1S..3.) , ?RKS; mUKRETURN TiNE
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Fiur 4.SLMNewr Diara for LindMoe!
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Modified model used for LDER scenario. All times were unchanged from the original
model.

GENCARPENTER.TRUCK HAULIIG.9/30/92.1.*,.Y/N .. 72;
LINITS 6,14,6 0;

'Z TRY/2,0.00.0.0.0,0,0,0,0.,0;

EUTRY/2,O,00,0.,0.0.0,0.0,30O;
EIITRY/2.00,0,,,,0,0.0.004,0;
3NTRY/3.0,0,0.0,0,0.0.0,0.0.5;
ZNTRY/30,O.,0,0,,O,OjOjiOiO,016;
NETWIORK;

RESOURWELOADSPOT(l) .4;
RIESOURCE/DUMPSPOT(1) .5;

START CREATE; CREATE LOAD TRANSACTIONS
ASSIGN.ATRIB(1) w II,

ATRrB(2) a ERLG(4.,2.),
ATR2IB(4 a ELPON(14.).
ATRrB(6) a EXPON(12.).
ATRIB(6) a 5.
ATRXB(7 - RNORR(22.,3.),
ATRID(S) a UIFRN(2..S.),
ATRIB (9) a RNORN(18..3.);

ACTI1,.TNOIE.LE.480; STOP IF AFTER 3 HOMR
cool; ELSE
ACT/2 aA n-3 (2) , ,START; BRANCH BACK TO START
ACT/3; AND CONTINUE
ACCUK .2.2; ACCWMIULATE TWO PILES

LOAD QtJEUE(1)..,,BEON; QUEUE OF LOADS
TRKS QUEtJE(2).,,.,BEGN; QUEUE OF TRUCKS
LDERt QUEUE(3) ....,BEGN; QUEUE OF LOADERS
BEO SELECT.ASN/SUN ...LOAD.TRKS.LDER; ASK OF LOAD,TRES, AND LDER

ACT/13;
AVAIT(4) .LOADSPOT/1,,*1;
ACT/4.ATRIB(4) .ATRIB(11) .EQ.5. RID; LOADERI TINEZ
ACT/5.ATRIB(6),ATRIB(11).EQ.6; LOADER2 TINS

FRID FWB,LOADSPOT(1);
COON;
ACT/12.. ,IAUL;
ACT/6.ATRIB(S); LOADER RESTING TIN1E
ASSIGN.ATRIB(1)n0.

ATRIB(2)w0.
ATRIB(3)-'.0
ATRIB(4)a0.
ATRIB(S)u0.
ATRIB(S)'.O$
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ATRIB(7)uO.
ATRIB(S)-O.
ATRIB(9)wO,
ATR2IB(1O)uO;

ACT/il... ,LDER;
RAUL GOON;

ACT/7,ATRIB (7); TRUCK AULnus TiNE
AWAIT(S) ,DUKPSPOT/l;

*ACT/8.ATRIB(8); TRUCK DUMPING TINE

ACT/9,ATRIB(9); .TRUCK ARETM TINE
ASSIGN.ATRIB(l)-O,

ATRIB(2)nO#
7, / ATRIB(3)nO.

ATRIB(4)wO.
ATRXB (5) 0.
ATRtIB(6)&0,

/ ~ATRIB(7)O.
ATRIB(S)uO,
ATRIB(9)=0.
ATRIB (11) O;

ACT/lb... TRKS;

NONTR,TRACE,O,480;
Ins;

- - -------



Modified model used for SLTK scenario. Attributes 7, 8, and 9 (hauling, dumping, and
return time) were multiplied by 2 for the third truck. This was accomplished by branching
on Attribute 10 (truck number) after the select node.

GE5.CAKPENTERRUCK HAULING,9/30/92,1...,TO. ...72;
LMITS,6. 14,50;
21TRYI2 0,0,0,0,03010,0,0,1, 0;
Z1TRYI2 .,0,0,0,0,0 O,0,0,,2,0;
ENTRYI2,0,0,0,O,0,0,0,0,0,3,O;
29TRY/2 .0 .0 .0.0.0.0 ,0 .0 .0 .40;
UT7RY/30,00,0,O,O,O0.,0,0,0,5;
Z1TRY/3,0,0,0,0,O,0,0,0,O,0 6;

- NETWORK;
RESOURCE/LOADSPOT(1A1;
RESOURCEIDUMPSPOT( 1),5;

START CREATE; CREATE LOAD TRANSACTIONS
ASSIGVATRIB(1 a II,

ATRIB(2) a ERLNG(4.,2.),
ATRIB(4 a EXPON(14.),
ATRIB(S) a EZPON(12.).
ATRIBM6 a 5,
ATRIB(7 a RNORM(22.,3.).
ATRIB(8 - UNFRIX(2.,8.).
ATRIBM9 a RNORM(18.,3.);

ACT/1,,TNOV.LE.480; STOP IF AFTER 8 HOURS
COON; ELSE
ACT/2.ATRIB(2), ,START; BRANCH BACK TO START
ACTI3; AND CONTINUE
ACCUM, 22; ACCUMULATE TWO PILES

LOAD QUEUE(1.... BEGN; QUEUE OF LOADS
TRKS QUEUE(2).',,BEGN; QUEUE OF TRUCKS
LDER QUEUE(3.... BEGN; QUEUE OF LOADERS
BEGN SELECT,ASX/SUM...LOAD,TRXSLDER; ASM OF LOAD,TRKS, AND LDERt

ACT/13;
G0ON;
AC!T, ATR2IB(10) .NI.3,LSND;
ACT, .&ATIB(10) .EQ.3;
ASSIGNATRIB(7) w ATRIB(7),* 2.,

ATRID(S a ATRIB(8) * 2.,
ATRIB(9 a ATRIB(9) * 2.;

LSND AWAIT(4),LOADSPOT/1,,1;
ACT/4,ATRIB(4) ,ATRIB(11) .EQ.5,FRID; LOADERl TIME
ACT/5,ATRIB(6),ATR1B(11).EQ.6; LOADER2 TIME

FRE F REE LOADSPOT(l);
COON;
ACT/12, , HAUL;



ACT/6,ATRID(S); LOADER. RESTING TIME
ASSIGN SATRIB (1)u-0

ATRIB(2).0
ATRIB(3)-0.
ATRIB(4)=0.
ATRIN(5)w0.
ATRIB(6)0,
ATRIB(7).0
ATRIB(8)m00
ATRIB(9)wO,
ATMRIN()u0;

ACT/li .. LDER;
HAUL COON;

ACT/7,ATRIB(7); TRUCK HAULING TIME
"AAIT(S) ,DUMPSPOT/i;
ACT/8 .ATRID (8); TRUCK DUNPING TIME
?RU,DUNPSPOT(l);
ACT/9,ATRIB(9); TRUCK RETURN TIME
ASSIGNIATRIB(l)00,

ATRI(2) .0,
ATRIB(3)n0.
ATRIB(4)u0.

ATRXB(6)w0,
ATRIB(7)wO,
ATRIN(8)=.0

ATRIB (9)uO.:
ATRIB(10l-0;

ACT/10 ... TRKS;
END;

MONTh, TitCE *0,480;
FIN;
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M3M~fed model used for SLLD wceario. Attribute 4 (loading time for first loader) was
multiplied by 2.

GENCARPENMERt,TRUCK HAULING,9/30/92,1...Y/I .. * 72;
LIMITS,5,14,50;

* ENTRY/2,O,O,0O,,O.OO,OO.1#O;
'T XMTRY/2,O.0,O.O.O.O.O.O.O.2.O;

ZVTRY/2OO,0O,O,O.O,O.O.OOO3 0;
ENTRY/2,O.O,O,O0O,O.O,O,O.4.O;
ZNTRY/3,O,OO0,O.O0,,O,O.O,5;
UT1RY/30.0.O.O,0OO.O,0O,O,O,6;
NETVRK;

RESOURCE/LOADSPOT(1).4;,
- -~~~~~ RESOURCEIDUNPMPOT(1) 5;LODTNSCIS

START CREATE; CET ODTASCIN
ASSIGN,ATRIB(1 - II.

ATRIB(2) a ERLNG(4.,2.).
ATRIB(4) a EIPOI(14.) * 2.,
ATRID(S) n EKPON(12.),
ATRIB(6a 5,
ATRIB(7 - RNORK(22.,3.),
ATRIB(S a USYNFII(...),
ATRrB(9) a RNORN(18.,3.);

ACT/i, ,TNOV.LE.480; .STOP IF AFTER 8 HOURS

ACT/2,ATRIB(2),,START; BRANCH BACK TO START
ACT/3; AND CONTINUE
ACCUNi.2*2; ACCUMULATE TWO PILES

LOAD QUEUE(1....BEGN; QUEUE OF, LOADS
TRIS QUEUE(2)s&&sBEGN; QUEUE OF TRUCKS
LDER QUEUE(3) ....BEGN; QUEUE OF LOADERS
BEGN SELECT,ASN/SUN...LOAD,TRKS.LDER; ASK OF LOAD,TRKS, AND. LDER

ACT/IS;
AVAIT(4) ,LOADSPOT/1,1l;
ACT/4,ATRrB(4).ATRIN(11).EQ.5.FTU; LOADER1 TIME
ACT/6,ATRIB(5),ATRrB(11).EQ.6; LOADER2 TIME

FRND FRZZLOADSPOT(1);
coON;
ACT/12.,,HAU;
ACT/GATRXBM6; LOADER RESTING TINE
ASSIONATRIB(l)-O.

ATRIB(2)Of
ATRrB(3)aO,
ATRIB(4)"O,
ATRIB(S)rn0.
ATUB3(6)*sO.* .
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ATRIB(8):0.

ATRID (9)a0,
ATRIB(lO)s0;

ACT/li .. LDER;
HAUL GOal;

ACT/7,ATRIB(7); TRUCK HAULING TIME

AVAITT(5) ,,DUKPSPOT/l;I
ACT/S.ATRIB(S); TRUCK DUMPING TIRE
FBUE,DURPSPOT(i);
ACTI9,ATRIB(9); TRUCK RETURN TINE
ASSIGNATRIB(1)-0,

ATIIB(2)-O,
A7RIB(3)u,
ATRIBW-)m0
ATRIB(5)u0.
ATRIB(8)u0,

ATRIB(O)=0,

ATRID (9) .0.
ATRIB(l 1)O.0;

ACT/b ...TRKS;

MONTR.TRACE,0,480;

*FIX
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Modified model used for FT scenario. Attributes 7, 8, and 9 (truck hauling, dumping, and
return times) were cut in half for all the trucks.

GENCAIIPENTERTRUCK HAULING,9/30/921,... YIN.*#972;
LIMITS,5,14,50;
ENTRY/2 . o.0.0,0,0..0.O0,O1.0;
Z1TRYI2,O0 .,0 .,0 .0 ,0.0 .0.2.O
UNTRYI2 .0.0.,0,0,0,0,0,Oq3.0;
IUMRY/2,0,0,*0,0,0.0*0,0,0.04.0;

E1TRY/3O,0,0O,O,0,OO,0,0.006;

NETWORK;
RESOURCE/LOIDSPOT(1)4;
RESOURCE/DUNPSPOT(0).5;

START CREATE; CREATE LOAD TRANSACTIONS
ASSIGV,ATRIB(1) a II,

ATRIB(2 - ERLNG(4.,2.),
ATRIB(4 a EIPON(14.).
ATRIB(5 ' EION(12.)v
ATRXB(6 6,5
ATRIB(7) w RNORN(22..3.) *.5,
ATRIB(8) a UIF1W(2..8.) *.5,

ATRIB(9) aRNORN(18..3.) S .;
ACT/1,.TNOV.LE.480; STOP IF AFTER 8 ROUR
GOON; ELSE
ACT/2 ,ATRIB (2). ,START; BRANCH BACK TO START
ACT/3; AND CONTINUE
ACCUM.2,2; ACCUMULATE TWO PILES

LOAD QUEUE(1) ... BEt;X; QUEUE OF LOADS
TRKS QUEUE(2) ....BEGN; QUEUE OF TRUCKS
LERE QUEUE(3),,.. BEGN; QUEUE OF LOADERS
BEGY SKLECT,ASN/SUM ... LOAD,TRKS,LDER; ASK OF LOADTRXS. AND LDER

ACT/13;
* AVAIT(4),LOADSPOT/1.,1;

ACT/4,ATRrB(4),ATRIB(l1).EQ.5,FRND; LOADERI TIRE
ACT/5.ATR1B(5),ATRIB(11).IQ.6; LOADER2 TINE

FRID F REE LCADSFUT(l);
GOON;
ACT/12,.. ,HAUL;

*ACT/69ATRIB(G); LOADER RESTING TINE
ASSIGV,-ATRIB(1)0,.

ATRXB(2)nO,
ATRIB(3)n0.
ATRIB(4)=0.
ATUIB(5)w0.
ATRXBD)aOO,
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/ AITRIBM-)01
ATRXB(8)uO,
ATRIB(9)nO.
ATRIB(1O)mO;

ACT/11 ...LDER;
HAUL GOON;

ACT/7,ATRIB(7); TRUcx HAUING TmN
AWVAIT(S),DUKPSPOT/1;
ACT/.ALTRIB(S); TRUCK DUMPING TIME
FREE,DUMPSMO(1);
ACT/9,ATRIB(9); TRUCK RETMR TIME
ASSIGNATRIB(l)uO.

ATRIB(2)-O,
ATRIB(3)-O.
ATRrB(4)-O,
ATRIB(S)-O,
ATRIBM-)u.
ATRIB(7)O,
ATRIB8M-0,
ATRIB(9)*O.
ATRIB(1 1)oO;

ACT/1C...TnuC;

MONTR.TRArE .0,480;
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*Modified model used for FL scenario. Attributes 4 and 5 (loader loading times) were
multiplied by 0. 5.

GEN,CARPUNTERTRUCK HAULING, 9/30/92,1 ... Y/. ...72;
LIIIIT,6,14,60;

* UTRY/2,0.0.0.0.0,0,0.0.0.1,0;
E1TRY/2 .0.0 . .0 .0 .0.00 .0 .2,
ENTRY/2.0,O,0.O0,o0,0,0,o.3.0;
UITRY/2,000,0:0.0,0:C0.0.4.0;

EN`TRY/3, 0,0.0.0 * 0..0.0.0,0.6;
NETORK;

RESOURCE/LOADSPuT(l) ,4;
RESOURCEIDUNPSPOT(1) ,5;4

START CREATE; CREATE LOAD TRANSACTIONS
ASSIGN.ATRID(1 a II.

ATRIB(2 a ERLNG(4..2.),
ATRIB(S aEZPON(12.) * .5,
ATRIBW7 a RPORN(12.3.),* j6
ATRIB(6 a 6,.

ATRIBW8 w UNFltK(2..8.).
ATRIB(9 a RNORX(18.,3.);

ACT/1..TNOW.LE.480; STOP IF AFTER 8 HOURS

GOON; ELSE
ACT/2,ATRIB(2)..START; BRANCH BACK TO START
ACT/3; AND CONTINUE
ACCUN .2,2; ACCUMULATE TWO PILES

LOAD QUEUE(1),..,BEGN; QUEUE OF LOADS

TRKS QUEUE(2)....BEGN; QUEUE OF TRUCKS
LDER QUMU(3),...,BEGN; 'QUEUE OF LOADERS
BEGI SELECT,ASX/SUX .. LOAD.TRKS,LDER; ASH OF LOADTRKS, AND LDER

ACT/iS;
AWAIT(4) .LOADSPOT/1.1I;
ACT/4,ATRIB(4).ATRIB(11).EQ.,S,FEND; LOADERi TINE
ACT/5,ATRXB(5),ATR1B(11).EQ.6; LOADEVq TINE

FRID F REC LCADSPOT(l);
GOWN;
ACT/12#v* ,AUL;
ACTI6.ATRIN(6); LOADER RESTING TDNE
ASSIGN .ATRXB( i)0,

ATRIB(2)008
ATRIB(3).0
ATXXB(4)in0.
ATRIB(5)u0.
ATRIS(6)u0
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m Pi

ATRIB(7)aO,
k ATRIB(8)=O,

ATRIB(9)=O,
ATRrB(lQ)nO;

-ACT/Il .. ,LDER;
HAUL GOON;

ACTM7ATRISM7; TRUCK HAULING TIME
AVA1T(S) ,D UNPSPOT/l;
ACT/8,ATRIB(S); TRUCK DUMPING TIME

ASSIGNATRIB(l)uO,
ATRIB (2)- .0
ATRrB(3)u0,

ATRrh (4) .0,
ATRIB(S).O,
ATRrB(6)nO.
ATRrB(7)uO,

ATRIB(S).O.
ATRIB(9)-O,
ATRIB ( i)n0;

ACTlO, ...TRKS;

MONTMTRACE,0,480;
FIN;

123



Modified model used for SL scenario. Attribute 2 (load interarrival time) was doubled.

GEN,CARPENTER, TRUCK HAULING .9/30/92.1, ...YIN, , ,72;
LINITS,5,14,60;
ENTRY/2.,0.00,0.0,0,O,0.0,1.0;
ENTRY/2,O.0.O.O.O.0.O.0O.O2,0;
E NTR Y/2.,O,O,OOO,O#,O#,3#O;
ENTRY/2 .0.0.00.0.0,0,0.,O480;
RNTRY/3.0O,,,0..,00,OOO,;
ZNTRY/3 .0 .0.0 .0 .0 .0 0.0.00.6;
NETWORK;

RESOURCE/LOADSPOT(1) .4;
RESOURCE/DUNPSPOT( 1). ;

START CREATE; CREATE LOAD TRANSACTIONS

ASSIG NATR2EB(1 w II, '
ATRIB(2) a ERLNG(4..2.) *2.,
ATRIB(4 a EZPON(4.),

ATRIB(5) a EXPON(12.),

ATRIN(7) a RNORN(22..3.).
ATRIB(S) a UNFRX(2.,8.),

* ATRXIBM) a RNORX(18.,3.);
ACT/1.,TNOV.LE.480; STOP IF AFTER 8 HOURS
0003; EISE
ACT/2.,ATMX(2)..STAXT; BRANCH BACK TO START
ACT/3; AND CONTINUE
ACCIU.2.2; ACCUMULATE TWO PILES

LOAD QUIU(1),#..BEGN; QUEUE OF LOADS
TWKS W=EU(2) 0 0 BEGN; QuEU OF TRUCKS
LDER QU=U(3)*...BEGN; QUEU Of LOADERS
BEGN SZLECT.ASII/SUN.... LOAD,TRKS.LDER; ASN OF LOADTRKS, AND LDER

ACT/13;
AVAXT(4) .LOADSPOT/1,.1;
ACT/4,ATRZB(4),ATRIB(11).EQ.5.FRND; LOADER1 TINE
ACT/5.ATRIB(5),ATRIB(11).EQ.6; LOADER2 TIME

*FRUIO FREELOADSPOT(1);
GOON;
ACT/12, * ,RAUL;
ACT/6.ATRIB(6); LOADER RESTING TINE
ASSIGN,ATRIB(1)n0,

ATRIB(2).0,
ATRIB(3)-O.
ATRIB(4)uO,
ATRID (6)u0.
ATR13(6).0.
ATRIB(7)wO,
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ATRIB(8) .0,

ATRIB(9)=0,
ATRIB(10)=0;

ACT/il, ...LDER;
HAUL GOON;

ACT/7,ATRIB(7) TRUCK RAULIEG TIME
AWAIT(S) ,DTJIPSPOT/l;
ACT/8,ATRIB(8); TRUCK DUNPflIG TIME
FEEMDURPSPOT(l);
ACT/9,ATRIB(9); TRUCK RETURN TINE
ASSIGNATRIBMl-a0,

ATRIB (2)-0,
ATRIB(3)u,
ATRIB(4)=0,

ATRIB(S)=0,
ATRIB (8)n0,
ATRIB(7) -,
ATRIB(S)nO,
ATRIB (9) -0,
ATAR (11) .0;

ACT/1, .. ,TRKS;
END;

KONTR, TRACE, 0,480;
FIN;
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Modified model used for ST scenario. Attributes 7, 8, and 9 (truck hauling, dumping, and
return times) were multiplied by 2 for all trucks.

GUNCARPENTERTRUCK HAULING,9/30/92.1 ... Y/N ...72;
LINITS,5.14,50;
1NTRYI2.0.0.00O,,O.OOO0.O.,;
9 TR Y/2.0.0O.O.OO,O.0.##O2#0;
UXTIY/2 .0O.0.0.0.0.00.0.0.3,0;
ZV1EY/2,O,0.,OO.O,00,0,O,4.0;
XXTRT/3. 0.0.0O.0.0.0 O, 0,0,,5;
UITRY/3,0.0,0.0,0.0.0.0.0.0.6;
NETWORK;

RESOURCE/LOADSPOT(1) .4;
RESOURCE/DUMPSPOT(1) .5;

START CREATE; CREATE LOAD TRANSACTIONS

ASSIGN.ATRIB(1 w 11,
ATRIB(2) - ERLNG(4..2.).
ATRIB(4 a EXPON(14.).
ATRID(S - E.XPON(12.),
ATRIB(6 a 6,
ATRrB(7) - RNORN(22.,3.) 0 2.,
ATRIB(S) - UNFRtN(2..11.) *2..
ATRIB(9 - RNORN(18..3.) * 2.;

ACT/1..TNOW.LE.480; STOP IF AFTER 8 HOURS

C001; ELSE

ACT/2,ATRIB(2). ,START; BRANCH BACK TO START

ACT/3; AND CONTINUE
ACCUN 2.2*2; ACCUMULATE TWO PILES

LOAD QUEUE(1)....BEGY; QUEUE OF LOADS
TRES QUEUS(2)....3EGN; QUEUE OF TRUCKS
LDER QUEUE().,...BEGN; QUEUE OF LOADERS
3301 SELECT.ASM/SUX ...LOAD,TRKS,LDER; ASH OF LOADITRIS. AND LOER

ACT/IS;
AVA!T(4) .LOADSPOT/I..1;
ACT/4,ATRIB(4).ATRID(1I).EQ.5. FRI D; LOADERI TIME
ACT/5,ATRIB(6),ATRIB(II).EQ.6; LOADER2 TIME

F RND F REZ LCADSPOT(l);

ACT/12,9, L
ACT/6.ATRIB(6); LOADER RESTING TIME

ASSIGN.ATRID(IMw,
ATRIB(2)w0,
ATRIB(3)u.
ATRID(4).0
ATRIB(5)w0,
ATRIB(6).0



ATRIB(7M0.
ATRIB(8)u0,
ATRIB(9).0.
ATRIB(10)s0;

ACT/li,.,.LDER;
HAUL COON;

ACT/7 ,ATRIB (7); TRUCK HAULING TIME
AWAIT(S) ,DUMPSPOT/i;
ACT/O.ATFLIB(S); TRUCK DUMPING TINE

/ VFREE.DUMPSPOT(l);
ACT/9,ATRIDC9); TRUCK RETURN TIME
ASSIGN.ATRIB(i)n0.

ATR2IB(2)=.0
ATRID(3)0,
ATRIB(4)u0,

ATRIB(5)wO.
ATRIB(6)uO.
ATRIB(7)u,
ATRID(8)w0.
ATRIB (9) -0,
ATRIB(ii)u0;

ACT/1, .. ,TWX;

NOUTR.TRACE.0,480;
FIy;
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Fortran Code

This section contains the Fortran Code used In this experiment. These five sets of
* code were used with the SLAM network code to create the unsorted Proof trace files for the

LDER scenario. The Fortran code for the other scenarios Is the same except for different
trace file names. The final set of code is the program used to sort the trace files.
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C Capt Mike Carpenter, GOR-93M, 6 Oct 92
C This program generates the unsorted trace file for the color only
C animation of the Truck Hauling simulation. The program PRFSRTC muit
C be run to generate the sorted trace file (LDERC.ATF)
C

MEGAM Kill
DIMENSION ISET(10000)
INCLUDE 'SLAN*DIR:PARAM. INC1
CO1OION/SCOMl/ATRIB(l00), DD(l00). DDL(100). DTNOV, 11, NFA.

+N4STOP,NCLIR, NCRDR, IPRNT, KNiWN. UNSET, XTAPE, S5(100).
4SSL(100),TIEXIT. TIOW, XW(10)

COMMNON QSET(1O000)
EQUIALENCE (ISET(1) .QSET(1))
INSET. 10000
NCRDRn5

* NPRNT*e
UTAPE&7
NPLOTa2
OPEN(10,FILEU'LDERC.TR'ISTATrXSU'UNKNOWN')
CALL SLAM
STOP

"A ~END

*C Subroutine INTLC generates the loaders and the trucks and places
C them on the screen.

SUBROUTINE INTLC
COMMON/SCOM1/ATRIB(100) ,DD(100) ,DDL(100) ,DTNOV,II,MFAMSTP,ICLUR

£ .ICEDRiNPRNT.NUEUNo-,NNSET,NTAPE,SS(100) .SSL(1oo) ,filui,TNOW.IX(100)
COMMON/UCOKNX/NYARRAY(S)
11(1) a 1000.
VRUTE (10,909)XI(l) *0.0

DO 10 1 a 1,4

IF (I .EQ. 1) TE
YRITE(10,901)144

901 7ORMAT(IX.'CREATE Loader ',12)
VRMT(I0.902)I+4

902 FORIIAT(1X,'PLACE 1,12,' ON Loaderi')

If (I AQ.2) THEY
VRITE(10 .906)1.4

905 FORNAT(11.'CREATE Loader '.12)
VR TE (10.906)I.4

*908 FORNAT(11,'PLACE 1,12,1 ON Loader2')
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VRMT(10,907)I
907 FORR(AT(1,I'CPEATE Truck ',12)

VR M (10,908)1,1
908 FORKAT(11I.PLACE 1,12,1 01 Truck' .11)

IM( .NE. 4) TURN
VRUTZ(10,909)1 * 1.5

909 FORRAT(1Z.'TIE 1,F9.4)

SUBROUTINE OTPUT
URMT(10.10)

10 FOJUIAT(1Z.'EI')
CLOSEZlO)

MN

C Subroutine UNONT is the usear written SLAM trace that writes the
-. C unsorted trace file after INTLC writes the statements to Initialize

C the animation.

SUBROUTINE UKONT(IT)
CONROl/SCOK1/ATRIB(100) ,DD(100) ,DDL(10) .DTNOVII1,MFANS7OP.ICLNR
1, ICRDR, NPRNT, WIRUN, INSET, NTAPE, SS (100), SSL(100) .TNEXT.TNOV.IZ (100)
COMOHN/UCONRINYAIMMM (5)
CRARACTER*4 LABLIIIULB
INTEER NNUNN ,ACTNUM LOADIUN M
NEAL LOADTINE
IF(TNOV .E9. 0.*0) GO To 999
LABLUINLBL(IDUM)

C Returns current node label
ACTMaNUMUUN(IDUK)

C Returns current activity number
IF (IT .Eq. 0) GO To 100

C Go to 100it anode label ishit. .-

ZF(IT sq. -6)GO0To 999
- -C UfllT code thatIs not needed -

C The following statements skip over activities that are not
C i~ortant for the animation.

IF(ACTUN .EQ. -1) GO TO 999
* -IF(ACTiIU.Q. 1) 00 TO9



ISA N EQ )00T-9

IF(ACT=U .EQ. 2) GO TO 999
IF(ACTNUN .EQ. 7)0GO TO 999
IF(ACTNUX .EQ. 70)00O TO 999

IF(ACTUMH .EQ. 10) GO TO 999
IF(ACT=U .EQ. 12) GO TO.999
IF(ACTNUK .EQ. 12) 00 TO .999
IF(ACTE t .EQ. 13)T 00TO99

C Uite(out urretNtim
C0 WORitut curenttime ,94

900FORACT(1,'XEQ '.4)AR ATME.))M
C F(CTU Loadin 4).O. ACNTN EQ 5) E

*~FACO CQ 4)ai acMv3e
C FATU Loade 4)T1

CODTN aLoaderi6
C Diideloadigtiie b 6 Al to llwBo(sat)cages iti

C tihie ladiaiong ieb oalwfruaecagwti
C~LAO th6nmto

LOIF~a
UIFUCNýE.6 I

C (CTU Loade 5)2
CODTN Loader26

LOADINE - 6TX()6
MiDNr
ATID!?)- OA
ARTRX(11) * )LOADONtN..

C ravln mty(080)ODU
C0 Traveling , 'SETy 11, OO IE I

60 FRRTE(10,'SETO +.2, CLOR CIt1EN
80 FRNAV(1O,85T1O.TINE1,94
SO FRMTZ(1I.'TILOANE R94
C rvl~finglaed1.1)OD

Ct Traveling 1SE loadedLO RDI
61 FRNTE(10,'S)TN + (3.' CLOR RI1E')
C RT(O8)NW (3.crementTtine
CR Increment time
C rveig mty(O80LODU ~
C rvlingEmptyO)TRB~O
C.TZ 10uc patal lo0aded(O).

CO TruckA(, paStall loadedLO PN
63 FRKATE(10,'SE)TN'D30, CLOR PINK')

VRT(080)IV (4.rement tINE)
CR InTeet timeS)OA
C ravelig1oadedOANU

C Mraeinglaer
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IF (ACTIW .Q 6) THEN
C Hauling activ'l-ty

LOADMWI - ATRIBC1l)
URITE(10.800)LOADNUH *

C Traveling empty
VRIT(10.855)ATRIB(10)

C Truck tra~teling loaded
6ON FORIIAT(1X,1SET '.73.0.' COLOR RED')

URITE(10.805)TNOW 4 ATRIE(6
C Incramlent time

VR M (10,880)LOADNUH
C Loader idle
880 FORKAT(1X19 SET 1,12.' COLOR MU TE'

ENDIF
IF(ACTNN .EQ. 8) THEN

C Damping Activity
VRITK(1O.866)ATRIB(10) .

C Truck dumping
86S FORRAT(1IX,'SE 1,73.0,' COLOR YELLOW')

ZEDIF
I?(ACI1TN .EQ. 9) THEN

C Truck return activity
VRMT(10.876)ATRIB(I0)

CTruck traveling empty
M ORNAT(1I.'SET ',F3.0,' COLOR OR=')

END!?

I'C The following statements skip over nodes that are not
CImportant for the animation.

100 IF(LABL.EQ. ' )00 T0999
IF(LABL.EQ. 'LOAD') 100 T0999
IF(LABL.EQ. 'LDER') GOT0999
I7(LABL .EQ. 'BMWE') 0O TO 999
IF(LADL .EQ. 'HAUL') 0O To 999
IF(LABL .EQ. 'VEND' GO TO 999
X7(LABL .EQ. *STAR') GO TO M9
WRXTZ(10.9O0)TEOW

C Write out current time
IF(LAAL .EQ. 'TRES') TREE

VRITE(10 .915)ATRIB(I0)
C Truck idle
916 FOIUIAT(11.'SET ',F3.0,9 COLOR WHITE')
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RETURNI
END
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C Capt Hike Carpenter, GORf-93N, 6 Oct 92.
C This program generates the unsorted trace file for the color and icon
C animation of the Truck Hauling simulation. The program PRPSRTCI must
C be run to generate the sorted trace file (LDKRCI .ATF)
C

7 hIN~D 'SLAN$DIR:PAIIAN.INC'
CONN ON/SCON1/ATRIB(100). DD(100), DDL(100), DTNOV, UI, NFA,
*NSTOP.NCLNR. NCRDR, NPRNT. 3IEUN. NNSET. ITAPE, SS(100).
*SSL(100),TIEZT1, TKOV, 11(10)
CONNON QSET(10000)
QUV=ALENCE (ISET(1) ,QSET(1))
INSETW10000
NCRDR-S
NPRNT-6
ITAPEw?
NPLOTu2
.OPU(10,FILE.'LDERCI.TR',STATUS'IUNKNOWN')
CAML SLAN
STOP

C Subroutine IITC generate. the loaders and the trucks and places
C them on the screen.

SUDROUTIUR INTLC
CONNON/SCON1/ATRIB(100) ,DD(100) ,DDL(100) .DTCIOVI!NFA.NSTOPICLURt
1. NCRDR. NPRNT, MUNNIIMET,NITAPE, SS (100) . SSL (100).TIIET, TNOV. II(100)
CONNON/UCONN1/NYARRAY(5)
11(l) a 1000.
VRfITS(10,909)11(1) * 0.0
DO 10! 1 1,4
IF UI SQ. 1) THEN
VRITK(10,901)1+4

901 FORMAT(IZ.'CREATE Loader '.12)
-- VRITR(10.902)I.4

902 FORNAT(11, PLACE 1,12.1 ON Loaderi').

IF (I .10. 2) THEN

906 FORKAT(1X.'#CREATE Loader ',12)
VRIT1960.906)I+4

906 FOMKAT(1X.'PLACZ 1.12.0' 01 Loader2')
ENID!
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VRITE(10,907)I
907 FORMAT(1X.'CREATE Truck '1,2)

-RITE(10,908)I,I
"908 FORIAT(1X,'PLACE ',12.' 01 Truck' ,11)

IF(1 NE-. 4) THEN
VR ITE (10,909)I * 1.6

909 FOONAT(lX,'TINE '.,F9.4)

10 CONTINUE
RETURN
END

SUBROUTINE OTPTT
URrIE(10. 10)

10 FORKAT(1I EE'tD' )
CLOSE( 10)
REtTURN

C Subroutine UKbNT is the user written SLAM trace that writes the
C unsorted trace file after INTLC writes the statements to initiali.,*
C the animation.

SUBROUTINE UWONT(IT)
COC WO /SCOMt/ATRIB(100),DD(100),DDL(100).DTXiOW.II,NUA,N STOPNCLER
1,NCRDRNPRNT.NNUN,NNSET.NTAPE.SS(100) .SSL(100) .TNEITNV.XZ(100)
CONNON/UC0NM1/NTARR.AY(5)
CH&RACr *4 LABL,NIILBL
ZITEGER NXUMB,ACT1MLOADVUX
REAL LOADTIME
IF(TNOV .EQ. 0.0) GO TO 999
LABL-MUL(IDUM)

C Returns current node labal
ACTINNUND- B CIDUM)

C Returns current activity number
MI(IT .-S. 0) GO TO .00

C Go to 100 if at a node
IFIT .EQ. -G) G0 TO 999

C UWNON code not needed for animation

-C The following statements skip over activities that are not
C important for the animation.

I1(ACTIU• .EQ. -1) GO TO 999
IF(ACTUNM .EQ. 1) GO TO 999
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----.--.---- __ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ____X

IF(ACTNUN .EQ. 2) GO TO 999
IF(ACTKN .EQ. 3) GO TO 999
ZYCACTNUN .EQ. 7) 00 TO 999
IF(ACTNUN .EQ. 10) GO TO 999
IF(ACTNMT .EQ. 11) 00 TO 999
rF(ACTNN .EQ. 12) GO TO 999
IF(ACTIUM .EQ. 13) GO TO 999
Ufl'(10.900)TNOV

C Vrite out current time
900 FORRAT(11'1TIN 1^794)

IF((ACTIIU .EQ. 4) .OR. (ACTIUN .EQ. W) THEN
C ZYACTIUN .EQ. 4) THEN

CLoader 1
LOADTZNE ATRIB(4)6.
LOADNUN 6

IF (ACTNN .EQ. S) TMEN
C Loader 2

LOADTINE a ATRIB(5/6.
LOADNUN a 8

ATRItB(11) *LOADNUN
VR M (10,800)LOADNUU

CTraveling mpty
60 ORMAT(1I.'SET ',12,1 COLOR GREEN$)

VIIXT(10,805)TNOV. LOADTNE
C Increment time
605 FOJIKAT(1Z.TIME 1,F9.4)

VRXT(10,814)LOADIUN
C Chang* Icon to Loaded
814 YORRAT(11,'SET ',12,1 CLASS Loaded')

VRI1'(10.816)LOADrNM
C Traveling loaded

05 FOLUAT1,1'SET ',12,' COLOR RED')
VRIT(10,805)TNOV. (3. *LQADTINE)

C Incremhent time
VRITS (130,26)LOADNUN

C Change icon to Unloaded
VRITE(10,800)LOADNUN

C Traveling emoty
262 FOLMAT(1lI SET 1,12.1 CLASS Loader')

VRrs7E(10.829)ATRIN(1O)
C Chang*etrack icon tolIload
m2 FORKAT(11.'SET ',F3.0,1 CLASS floa,11'9

VRMl(10,830)ATRIB(10)



C Traveling partially loaded
830 FORMAT(1Z1.SET ',F3.0,1 COLOR PINK')

VRrr(10,806)TNOW + (4..* LOADTIhE)
C Increment time

VRrITS(1O,814)LOADIUN
C Change icon to Loaded

VRMT(10,816)LOADNUH
C Traveling loaded

IF(ACTNMJ SQg. 6) THEN
LOAD=U - AV7RIB(11)
VRIT(1O,32E)LOADNUX

C Change icon to Utloaded
VRMT(10,800)LOADMMU

C Traveling empty
VRITE(1O,854)A-rRID(1O)

C Change truck icon loaded
854 FORIIAT(11,1SET ',F3.0,' CLASS Tload,2')

VRITE(1O,865)ATRIB(10)
C Truck traveling loaded
ass FORMAT(11,'SET 'PF3.0,' COLOR RED')

VRfl'E(10,60)TNOW + ATRID(6)
CIncremet time

VRITE(10.688)LOADMW
C Loader idle
880 FORKAT(IXD 'SET 'J,12. COLOR WHITE')

IF(ACTrUX .EQ. 8) TEEN
WHZT(1O .829)ATRIB(1O)

C Truck partially loaded
WRITECIO ,866)ATRIB(10)

C Truck dumiping
us5 FORAAT(11,#SET ',F3.O,' COLOR YELLOW')

WRITS(10,806)TIOW + (ATRID(8/2.)
C Increment time

WRfl'E(1O,864)ATRIN(1O)
C Change truck icon unloaded
864 FORXAT(11I.'SET ',13.0.' CLASS Truck')

VR ITE(1O,866)ATRIB(10)
C leep truck yellow

IF(ACTWMf .EQ. 9) THEN
VR ITE (1O876)ATRIB(1O)

C Track traveling empty
075 FOWRT(11.'SET I.F3.0.' COLOR GREEN'
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MNIF
IT a
RETURN

C The following statements skip over nodes that are not
C Important for the animation.

100 IF(LABL -EQ. ' )Go To 999
IF(LABL .EQ. 'LOAD', GO TO 999
I?(LABL .EQ. 'LDER') GO TO 999
IF(LABL .EQ. 'DEGI') GO TO 999
IF(LABL .EQ. RHAUL') GO TO 999
IF(LABL .EQ. 'FRND') GO TO 999
IF(LABL EKQ. 'STAR') GO TO 999
WRIT(i0,900)TNoW

C Write out current time

IF(LADL EKQ. 'ThiS') THEN

96 FORKAT(1X'ISET ',F3.O,' COLOR WHITE')

UNDIF

RETURN
END
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C Cap% Mike Carpenter, GOR-93M, 6 Oct 92
C This program generates the unsorted trace file for the icon only
C animation of the Truck Hauling sizalation. The program PRFSRTI must
C be run to generate the sorted trace file (LDERX .ATF)
C

PROGRAM MAIN
DIMENSION XSET(1000)
INCLUDE 'SLAN$DIR:PARAII.INCI
COMMON/SCON1/ATRIB(100), DD(100), DDL(100). DTNOV, II, VFA,
+NSTOP,ICLNR, NCRDR, NPRIT, ANRUN, NNSET, UTAPE, SS(100).
*SSL(100).TNEXT. TROW, 11(100)
COMMON QSET(lOOOO)
EQUIVAL.ENCE (NSET(1) ,QSET(1)')
INSET. 10000
NCRDR*6
IPRNT*O
NTAPEw7
NPLOTs2
OPEN(i0 ,FILEu 'LDERI *TR DSTATU e'UNKNOWN')
CALL SLAM
STOP
END

C Subroutine INTC generates the loader. and the trucks and places
C thm on the screen.

SUBROUTINE IITLC
CONMON/SCOX1/ATRIB(100) .00(100) ,DDL(l00) ,DTNOWII.MFAI.MSTOP.ICLIR

1,N.CRDR.NPRN,NNUN,.NNSET,NTAPE,-.S(100) ,SSL(100) ,TNEXT,TNOVJIX(100)
CONMON/UCONM1/MYARRAY(5)
11(1 a 1000.
WRMT(10,909)II(l) * 0.0
DO 10 I a 1,4
IF (I .EQ. 1) THEN
VRrYE(10,901)1.4

901 FORMAT(1111 CREATE Loader 1,12)
VR ITE (10 ,902) 1+4

902 FORMAT(11,'PLACE 1,12,1 ON Loaderi')
ENDIF
IF (I .EQ. 2) THEN

WRITE(10,905)1+4
905 FORnAT(1I,'C,''EATE Loader- ',12)

WRITE(10,906).44
906 FORRAT(1X,'PUACE 1.12.' ON Loader2')

ENDIF
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VRITE(10,907)1
907 FORMAT(IZ,'CREATE Truck ',12)

V.ITE(10908)II
908 FORMAT(ZII'PLACE ',12.' 01 Truck'.11)

IF(1 .NE. 4) THEN
VRITE(10,909)I a 1.6

909 FORMAT(IX,'TIME ',F9.4)
ENDIF

10 CONTINUE

RETURN

SUBROtJTINE OTPUT
VRITZ(10,10)

10 FORRAT(1X,'END')
CLOSE(10)

END

C Subroutine IMONT is the user written SLAM trace that writes the
C unsorted trace file after INTLC writes the statements to initialize
C the animation.

SUBROUTINE UNOIT(IT)
COMMON/SCONI/ATRIB(100) ,DD(100) ,DDL(100) ,DTNOW,II,NFA,MSToP,NCLNRt

1,NCRDJR, NPRT.,, UN, NNSET, NTAPESS(100) .SSL(100) .TNEIT,TNOV. I(100)
CONNOI/UCONNI/MYARAY (5)
/ C•flCTER*4 LABLNNILBL
INTEGER IIMS.,ACTNNLOADNUM
REAL LOADTIPE
I7(TIOV .Eq. 0.0) 00 TO 999
UBLAMUN LL(IDUM)

C Returns current node label
ACTNUM-NNUM (IDUN)

"C Returns current activity number
17(1? .sq. 0) 00 TO 999

C It at nods retutin
I(1T .Ae. -5) 00 TO 999

C UONr code not needed

C The tollowing statements skip over activities that are not
C important for the animation.

\7(ACtNUN .EQ. -1) 00 TO 999
IF(ACTNUN .EQ. 1) G0 TO 999
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IF(ACTWJII .EQ. 2) GO TO 999
IF(ACTUNM .EQ. 3) GO TO 999
IF(ACTNU .EQ. 7) GO TO 999
IF(ACTNU .EQ. 9) GO TO 999
IF(ACTMM .EQ. 10) GO TO 999
IF(ACTUUN .EQ. 11) GO TO 999
IF(ACTU1, .EQ. 12) GO TO 999
IF(ACTNUM .EQ. 13) GO TO 999
VR ITE (10,900)TNOW

C Vrite out current time
900 FORFRAT(1I,'TIKE '.F9.4)

IF((ACTNU' .EQ. 4) .OR. (ACTIUN .EQ. 6)) THEN
C It loader activity

IF(ACTUn .EQ. 4) THEN
C Loader 1

LOADTINE a ATRIB(4)/6.
LOADNUM w 5

NDDIF
IF(ACT .EQ. 6) THEN

C Loader 2
LOADTIME w ATRIB(M)/6.
LOADUM a 6

END IF
ATRIB(11) - LOADNUM
VRITE(10,8O5)TrOW + LOADTINE

C Increment time
805 FORKAT(IX,'TIME ',F9.4)

WR .TE(10.816)LOAU)UM
C Change loader icon to Loaded
816 FORPAT(lX,'SET ',12,' CLASS Loaded')

VRITE(10,806)TNOV + (3. * LOADTlME)
C Increment time

WRITE(10.825)LOADNfM
C Change loader icon to Unloaded
825 FORMAT(1X,'SET ',12,' CLASS Loader')

,RITE(10,830)ATRIB(10)
C Change truck icon partially loaded
830 FORAAT(1I,'SET ',F3.0,1 Class Tloadl)

VRITE(10.80)TNOV.+ (4. * LOADTINE)
C Increment time

VRITE(10,816)LOADFNU
C Change loader icon to Loaded

KDIF
IF(ACTNU .EQ. 6) THEN

C Hauling activity
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LOADNUX - ATRIB(11)
VRI1E(10,855)AT1IB3(1O)

C Change truck icon Loaded
855 FORNAT(IX0'SET ',F3.0,' CLASS Tload2')

VRITE(10,825)LOADNuIM
C Change loader icon to Unloaded

ENDIF

Jr IF(ACTNJX .EQ. 8) THEN
C Dumping activity

r rTE(10,830)ATRIB(IO)
C Change truck partially loaded

VRITE(10,80O)TNOW + (ATRIB(8)/2.)
C Increment time

WRITE(10, 865)ATRIB( 10)
C Change truck to empty
865 FORIAT(IX,'SET '.F3.0,' CLASS Truck')

ENDIF
"999 IT a 1

• P.RETURN +

END
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C Capt Mike Carpenter, GOR-93M, 6 Oct 92
C This program generates the unsorte~d trace file for the movement and
C color and the movement, icon, and color
C animations of the Truck Hauling simulation. The program PRFSRTMC
C must be rum to generate the sorted trace files
C (LDERMC .AT? and LDERMCI.AT?)
C

PROGRAM MAIN
DIMENSION NSET(10000)
INCLUDE 'SLAM$DIR:PARAM.INC'
COMMON/SCOM1/ATRIB(100), DD(100), DDL(100), DTNOW, 11, MYA,

*MSTOP.NCLNiR, ICRDR, NPRNT, INRUN, NNSET, NTAPE, SS(100),
*SSL(100),TEX"T, TNaW, 11(100)
COMMON QSE`T(1OoOO)
EQUIVALENCE (NSET(1) .QSET(1))
NNSETS10000
NCRDR-61
NPRNTw6
NTAPE&7
NPLOTw2
OPEN(1OFILEu'LDERMC.TR' ,STATUS='UNKNOWN')
CALL SLAM
STOP
END

C SubroutinelINTLC generates the loaders and the trucks and places
C them on the screen.

SUBROUTINE INTLC
COMMON/SCOM1/ATRIB(iDO) ,DD(1600) .DDL(100) ,DTNOW,II,MFAMSTOP.NCLNR
1.NCRDR.NPRJIT,NNRUN,NNSET,NTAPE.SS(100) ,SSL(100),l .TETTNOW,1X(100)
COMMON/UCONM1/MYARRAY (5)
II a 6
11(1) a 1000.
WRITE(10,909)XX(1) * 0.0
DO 10 I a 1,4
IF (I .EQ. 1) THEN
II *I
VRITE(10,901)I+4

901 FORMAT(1111'CREATE Loader ',12)
VRITE(10,902)1+4

902 FORMAT(IX.'PLACE ',12.' ON Gotloadl')
VRITE(10,903)II

903 FORMAT(11,'CREATE Load ',13)
VRITE(10,904)11
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904 FORKAT(IL'PLACE 1,13,' ON Loadpath')
MII

IF (I .EQ. 2) THEN
VRrTE(10,906)1+4

905 FORKAT(ICrtEATE Loader '.12)
VR TE(10,906)1+4'

906 FORKAT(1X1,PLACE i.12,' 0N Getload2')
MNIF
VRZTE(1O,907)1

907 FORRAT(1Z. 'CREATE Truck 1,12)
wxRz(10,908)I

908 FORIIAT(11.'PLACE 1,12.' O1 Truckload')
IF(I JR. 4) THEN
VRMT(10,909)I 1.5

909 FORMAT(1K,PTIME 'F9. 4)
ENDIF

10 CONTINUE
RETURN
END

SUBROUT NE OTPUT
VRITE(10,10)

10 FORMAT(11,'UED 1)
CLOSE(1O)
RETURN
END

C Subroutine UXONT is the user written SLAM trace that writes the
C unsorted trace file efter INTC writes the statements to initialize
C the animation.

SUBROUTINE UKONT(IT)
CONNN/SCON1/ATRIB(100) .DD(100) .DDL(100) .DTNOWII,NFA.NSTOP.NCLNR

1.NCRDR.NPRNT,NINM,NNSET.NTAPE.SS(100) .SSL(100) .TNET,TNOII.U(100)
CONXON/UCONX1/RYARAY (5)
CRARACTMR *4 LABL,NNLBL
INTEGER, NNUUN,ACTNUN ,LOADNUK
REAL LOADTIME
IF(TKOV .EQ. 0.0) 00 TO 999
LABMULNLL(IDUX)
ACTWUXnNNUMD(IDUN)
IF(IT .EQ. 0) 00 TO 100
IF(IT .G.O5)0 TO 999

c The followinzg statements skip over activities that are not
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C important for the animation.

WF(CTNUM .EQ. -1) GO TO 999
IF(ACTUU .EQ. 1) GO TO 999
IF(ACTNUN .EQ. 2) GO TO 999
IF(ACTIUN .EQ. 3) GO TO 999
IF(ACTNUN .EQ. 7) GO TO 999
MFACTIIUI .EQ. 10) GO TO 999
IF(ACTNUN -EQ. 11) GO TO 999
IF(ACTINM -EQ. 12) GO TO 999
IF(ACTNUN .EQ. 13) GO TO 999
VRITE(10,900)TNOW

C Write out current time
900 FORXAT(11.'TIME 1,F9.4)

IF((ACTNUM .EQ. 4) .OR. (ACTIUM .EQ. ))THEN
C Loading activity

IF(ACTNUM .EQ. 4) THEEN
C Loader 1

LOADTIME w ATRIB(4/6.
LOADNUJ4 a 5
VRITE(1O .790)LOADNUM

C Send Loader to get load
790 FORIIAT(11.'PLACE 1,12,P ON Getloadi')

ENDIF
IF(ACTNUM .EQ. 5) THEN

C Loader 2
LOADTINE a ATRIB(5/6.
LOADNUM .6
VRITE(10,795)LOADNOM

C Send Loader to get load
795 FORNAT(1Z.'PLACE ',12,' ON Getload2')

ENDIF
ATRIE(11) w LOADNUN
VRITE(10,799)LOADNUM

C Traveling empty
799 FOMIAT(1XI'SET '.12,1 COLOR GREEN')

VRITE(10.800)LOADNM, LOADTINE
-. C Set travel time

600 FORMAT(1IX.SET ',12,1 TRAVEL 1,F9.4)
VRITE(10.605)TNOW.+ LOADTINE

C Increment time
806 PORMAT(IX,'TIME I.F9.4)

VRITE(10,810)ATRIB(1) - 1
C Loader picks up load
810 FORNAT(11,'DESTROY '.F3.O)
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T-- ------ V

VRITE(10.816)LOADNUN
C Change loader to Loaded
615 FORNAT(IX,'SET ',12,' CLASS Loaded')

D.ITE(10,816)LOADUUN
C Traveling loaded
816 FORMAT(1I.'SET 1.12,0 COLOR RED')

VR ITS (10,820)LOADNUU

C Place load in truck
820 FORIIAT(11,'PLACE ',12,1 O1 Dumpload')

VRXT( 10 ,60)LOADNUM ,LOADTIME
C Set travel time

VRXIE(10.806)TROV + (3. *LOADTIKE)
C Increment time

VRM~( 10 ,265)LOADNUN
C Change loader icon to unloaded

825 FORh(AT(1K,'SET ',12,' CLASS Loader')

VRITE(10.799)LOADNUN

C Traveling empty
VRrrs(10,830)ATRIB(IO)

C Change truck icon to partially loaded

630 FOBIIAT(IX,'SET ',F3.0,1 CLASS Tloadl')
VRITE(1O,831)ATRIB(10)I

C Truck partially loaded
831 FOMKAT(11,'SET ',F3.0,' COLOR PINK')A

VMRT(10,2 45)LOADNTJN
C Send loader to get new load
835 FOMNAT(1X.'PLACE '.12,1 ON Getnewload')

VIIT(1O. 60) LOADNUN ,LOADTINI
C Set loader travel time

MRITE(10,806)TNOW. (4. *LOADTINE)

C Increment time
VRITE(10,810)ATRIB(l)

C Loader picks up second load
VRrTE (10,815)LOADIUU

C Change loader to loaded
VRUE(10,816)LOADUUX

C Traveling loadee5
VR ITE (10,820)LOADNUN

C Place load in truck
UZITE(10 ,800)LOADNUN ,LOADTINK

CSet travel time

IF(ACTNN .EQ. 6) THEN
C MHauling activity

LOADIUN *ATRXB(11)



( WVRITE(10,826)LOADWUH
.Change loader icon to unloaded

WRITE(10,799)LOADWMl
C Traveling empty

IF(LOADUUM -EQ. 5) THEN
WRITE(i0 ,840)LOADNUM

C Rstrrn loader 1
840 FORKAT(11.PLACE ',12,' 0N Returni')

ENDIF
IF(LOADNU1 .EQ. 6) THEN
VRITE(i0,846)LOADNUM

C Return loader 2
845 FORMAT(1X.'PLACE ',12, 1 ONRoturn2')

ENDIF
WRITE(10,860)LOADUUM.ATRIB(G)

C Set travel time

850 FORKAT(11,1SET 0.12,' TRAVEL '.F3.0)

WRITE(10,855)ATRIB(iO)
C Change truck to loaded
855 FORI4AT(1X1.SET ',F3.0,1 CLASS Tload2')

WRITE(i0 ,856)ATRIB(10)
C Truck traveling loaded
856 FORNAT(1X,'SET '.73.0,' COLOR RED')

VRITE( 10 .860)ATRYB( 10)

C Start truck hauling
860 FORNAT(1X 3'PLACE ',F3.0,' ON Truckdump'

VRITE(1O.875)ATRIB(10) ,ATPIE(7)

C Set truck travel time
VRITE(10,805)TNOW + ATRIB(6

C Increment time
WRITE (10,880) LOADNUN

C Loader idle
880 FORNAt(1X,ISET 1.12.' COLOR VHITE')

ENDIF
IF(ACTUM .EQ. 8) THEN

C Dumping activity
XX(1 a XX(1 + I
M rrE(10,86i)ATRIB(I0)

C Start truck dumping
861 FORMAT(1X,'PLACE '.F3.0.' ON Dumping')~

VRITE(10,862)ATRIB(10) ,ATRIB(8)/2.

C Set travel time
862 FORMAT(11.'SET ',F3.0,1 TRAVEL 1,F9.4)

VRITE(10,806)TNOW + (ATRIB(8)/2.)
C Increment time
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VRITE(1O .865)ATRIB(IO)
C Change truck to empty
865 FORKAT(1X1.SET '.73.0,1 CLAWS Truck')

VRXT(10,863)ATRJB(10)
C Truck dumping
863 FOIUIAT(1X,'SET '1,3.0,1 COLOR YELLOW')

VRMT(10 .866)XX(1)
C Place two loads in truck
ON6 FOR&T(1IX.'CREATR Twoloads '.16.0)

VRXT(10,867)IX(1)
C Start two loads dumping
867 FORIIAT(lXI.PLACE ',F5.0.1 ON Loaddump')

~ 7 IF(ACTWJR .EQ. 9) THEN
C Truck return activity

VRITE(10.869)ATRID(10)
C Truck traveling empty
869 FORNAT(11,'SET '1,3.0.1 COLOR GREEN')

VRrrE(10.870)ATRIB(10)
C Start truck returning
870 FORKAT(11.'PLACE '.73.0.' O1 Truckret')

WUTE(10,875)ATRIB(10) .ATRIB(9)
C Set truck travel time
875 FORRAT(11,-SET '.F3.0,' TRAVEL 1,19.4)

ITm

C Ths following statements skip over niodes that are not
C important for the animation.

100 IF(LABL EQ. Go )0TO999
hI(LABL S3Q. 'LOAD') G0 TO 99'9

-IF(LABL.EQ. 'LDER')G00 TO999
IF1(LABL .3g. 'BEGI') GO To 999
IFCLABL EQg. 'RAUL') GO TO 9M
IF(LABL EQg. 'FRED') GO TO 9r9
VR ITS(10,900)TNOV

C Write out current time
IF(LABL .EQ. 'STAR') THUN

VRITE(10,90S)II
C Create now load
906 FORKAT(1X. ICREATZ Load 1,13)

VRIT(1O.910)II



C Send load for pickup
910 FORAT(lX,'PLACE 1,13,, ON Loadpath')

ENPIF

IF(LAEL .EQ. 'TRKS') THEN
WRITE(10,911)ATRIB(O)

C Truck idle
911 FORMAT(1X,'SET ',F3.0,' COLGR WHITE')

VRITE(10,915)ATRIB(!0)
C Place truck in loading queue
915 FORMAT(1X,'PLACE ',F3.0,' ON Truckload')

"WRITE(O0,920)ATRIB(1O)
C Set trucl travel time

920 FORMAT(IX,'SET ',F3.0,' TRAVEL 2')
ENDIF

999 IT a I
RETURN
END
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C Capt Mike Carpenter, GOR-93N. 6 Oct 92
C This program generates the~ unsorted trace file for the movoment only
C and the movement and icon animations of the Truck Hau~ling simulation.
C The program PRPSRTNI must be rum to generate the sorted trace files
C (LDERN.kTF and LDERWI.ATY)
C

PROGRAM MAIN
DIMENSION ISET(1000O)
INCLUDE 'SLAM$DIR:PAR.AN. IC'
CONKOI/SCONI/ATRIB(100), DD(100), DDL(100). DTNOV. II, NFA,
*HSTOP.NCLNR, NCRDR. UPIW?. INRUN. IINSET. ETAPE, SS(100).
*SSL(1OO),T1EXT, TNON, XX(100)

COMMON QSET(10000)
EQUVALENCE (ISET(1) ,QSET(1))
INSET. 10000
NCRDRw5
NPRMTWG
ITAPE*7
NPLOTn2
OPE(10,FILEu'LDERNI.TR' .STATUS='UNKNOWN')
CALL SLAM
STOP

C Subroutine INTC generates the loadors and the trucks and places
C the on the screen.

SUBROUTINE INTLC
COMMON/SCON1/ATRIB(100) .DD(100) .DDL(100) .DTNOU.II.MFA.MSTOPNCLNR

1,NCRDR.NPRNTINNRUNNUSET.NTAPE.SS(100) .SSL(100).TNEITTNOVIII(100)
COMMONIUCONNI/NYARRAY (5)

11(1) u1000.

VRITE(10,909)XI(l) *0..0

DO 10 1 a 1,4
* IF (I .EQ. 1) THEN

VRMl(10,901)I.4
901 FORMAT(11. 'CREATE Lowler 1,12)

VRITE( 10.902)1.4
902 FORMAT(11,'PLACE 1,12,1 ON Getloadi')

VTIIT(10,903)IZ
903 FORMAT(11.'CREATE Load 1,13)

VRIT(10 .904)11
90. FORMAT(11, 'PLACE 1,13,1 ON Loadpath')
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ENDIF
IF (I .EQ. 2) THEN
WRITE(10,906)1+4

905 FORMAT(1IX.CRZATE Loader 1,12)
VRITE( 10,906)1+4

906 FORMAT(1Z.'PLACE -.12.1 ON Getload2')
ENDIF
VRITE(1O,907)I

907 FORIIAT(11,'CREATE Truck 1.12)
WRITE(10,908)I

908 FORNAT(1X,'PLACE ',12,' ON Truckload')
IM( .NE. 4) THEN

VRITE(10,909)I *1.5

909 FORMAT(1X,'TIME 1,F9.4)
ENDXF

10 CONTINUE
RETURN
END

SUBROUTINE OTPUT
WRITE(lO. 10)

10 FORR(AT(1Z.'END')
* I CLOSE(10)

RETURN
END

C Subroutine UI4ONT in the user written SLAM trace that writes the
C unsorted trace file after INTLC writes the statements to initiali~e
C the animation.

SUBROUTINE UNONT(IT)
COMMON/SCOM 1/ATRIB (100) , DO(100) , DDL (100) , DTNOW I I, MFL,NKSTOP, NCL1NR

1, 1.CRDR, NPRKT, NURUN, NNSET, NTAPE, SS (100) ,SSL (100) , TIEXT, TNOW, XX(100)
C0N1401/UCONM1/J'YARRAY(S)
CEARACTER*4 LADL, INLBL
INTEGER 1113MB, ACTNUM .LOADNUN
REAL LOADTIME
IF(TIOW .EQ. 0.0) GO TO 999
LABLuMILBL (IDUM)

C Returns currsnt node label
ACTIUXuNNUMB(IDUM)

C Returns current activity number'
IF(IT .EQ. 0) GO TO 100

C Go to100it at nods
IF(IT .EQ. -5) GO TO 999



C UNONT code that in not needed

C The following statements skip over activities that are not
C important for the animation.

IF(ACTNU'.EQ. -1) GO TO 999
IF(ACTNUM .EQ. 1) GO TO 999

. r IF(ACTNUM .EQ. 2) GO TO 999

IF(ACTNU. EQ. 3) G TO 999
SIFe(ACTNTM .EQ. 7) GO TO 999

IF(ACTNM .EQ. 10) GO TO 999
IF(ACTNUM .EQ. 11) GO TO 999
IF(ACTNUN .EQ. 12) GO TO 999
IF(ACTNU .EQ. 13) GO TO 999
VRXrE(10,900)TNOW

C Write out current time
900 FORAT(lX,I'TIME '.F9.4)

IF((ACTUN .EQ. 4) .OR. (ACTNU .EQ. 6)) THEN
C Loader activity

IM(ACTNUN .EQ. 4) THEN
C Loader 1

LOADTIK3 a ATRIB(4)/6.
LOADNUK -
VRI TE(10790)LOADNUM

C Send loader to get load
/ -- 790 FORNAT(IDI'PLACE ',12,' 0N Getloadl')

IF(ACTUN .EQ. 5) THEN
C Loader 2

LOAVT2IE - ATR.h(5)/6.
LOADNUM 6 8
VRITE(10,79S)LOADNIU

C Send loader to got :Load
795 FORNAT(lX,'PLACE ',12' ON Gstload2')

MDIF

ATRINB(l) - LOADNUN
VRrE(10, 800) LOADIN•, LOADTIME

"C Set travel time
800 FORNAT(X,'SET ',I2,' TRAVEL '1,F9.4)

VRXTE(10,805)TNOWV LOADTINE
C Increment time
806 FORNAT(lX,'TINE ',F9.4)

Uns'o(10,O)ATR.B(1) - 1
C Place load on loader
810 FOXAT(lX,'DESTAOY '1,F3.0)
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WRITE(10.815)LOADNUM
C Change loader t.o loaded
815 FORKAT(1X,'SET ',12.1 CLASS Loaded')

WRITE(lO ,820)LOADNUI4
C Place load in truck
820 FOR1MAT(1X 1'PLACE ',12,' ON Dumpload')

WRITE (10,*800) LOADNUN,LOADTIME
C Set travel time

VRITE(10,805)TNOW + (3. * LOADTIME)
C Increment time

WRITE(I0,825)LOADNUN
C Change loader to unloaded
825 FORIIAT(1X,'SET ',12,' CLASS Loader')

WRITE(10 ,830)ATRIB(10)
C Change truck to partially loaded
830 FORliAT(1X,'SET ',F3.0.' CLASS Tload~l)

WRITE(1O.83S)LOADNM
C Send loader to get new load
835 FORMAT(11.'PLACE ',12,1 ON Getnewload')

WRITE(lO ,800)LOADNUM,LOADTIMIE
C Set travel time

WRITECIO.805)TNOW + (4. *LOADTINE)

C Increment tine
VRITE(10,810)ATRIB(i)

C Place load on loader
"WRITE( 10. 815)LOADNUM

C Change loader to loaded
WRITE(I10820)LOADNUM

C Place load in truck
WRITE (10,800) LOADNUM,*LOADTIME

C Set travel tine
END IF
IF(ACTNUN .EQ. 6) THEN

C Hauling activity
LOADNUM n ATRIB(11)
WRITE(10,825)LOADNUN

C Change loader to unloaded
IF(LOADNUN .EQ. 6) THEN
VRITE(10 ,840)LOADNUM

C Send loader 1 to rest spot
840 FORMAT(1X,'PLACE ',12,,' 01 Retuxn~l)

ENDIF
IF(LOADNUM .EQ. 6) THEN
WRITE( 10, 845)LOADNUM

C Send loader 2 to rest spot
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645 7ORKAIIAT1'PLACE 1,12,1 01 Return2l)

VRITE(1O8650)LOADNUM .ATRIB(6)
C Set travel time
860 FORKAT(1X.'SET 1.12.1 TRAVEL '.73.0)

MUITE (10,1865) ATRIB(10)
C Chang* truck to loaded
6on FORMAT(1Z.'SET '.73.0.' CLASS Tload2')

VRITS( 10 860)ATRIDI( 1)
C Stant truck hauling
660 FORNAT(1,I'PLACE ',F3.0,1 01 Truckdump')

VRIUT(10,8T6)ATRIB(10) .ATRID (7)
C Set travel tine

INDIF
I?(ACTMU .EQ. 6) TUEN

C Dumping activity
11(1 a 11(1) * 1
VRITE(10.861)ATRtIB(10)

C Start truck dumping
"I4 FORNAT(1Z,'PLACE '.73.0,' 01 Dumping')

VRITE(10,862)ATRID(10) ,ATRID(8)/2.
C Sot truck travel time
"02 FORNAT(1X,'SET '.73.0.' TRAVEL '.79.4)

VRtITE(10,805)TIOV + (ATRIB(8)/2.)
C Incraent time

VRITI( 10,8665)ATRIB(I0)
C Change truck to unloaded
6a" FORNAT(1Z.'SET ',Y3.0,' CLASS Truck')

VAIl! (10,666)11(1)
C P1 ce two loads in truck
S"6 FORNAT(1I'CREATE Twoloads '.75.0)

C Start two loads dumping
F4 ORKAT(1t,'PLACE '.76.0.' 01 Loaddump')

M7ACTMU .EQ. 9) THEN
C Return activity

VRITE( 10.670)ATRIDI( 1)
C Start truck returning
670 VORIIAT(IX,'PLACE 1^730,' 01 Truckret')

VAITK(10,867)ATtIB(10) .ATR!3(9)
C Bet truck travel time
676 ?ORIAT(11.'SET ',73.0.0 TRAVEL '.^94)

ITo I
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RETURN

C The following statements skip over nodes that are not
C important for the animation.

100 IF(LABL .EQ. 1 ') GO TO 999
IF(LABL .EQ. 'LOAD') GO TO 999
IF(LABL .EQ. WLER') GO TO 999
IF(LABL .EQ. 'BEGN') GO TO 999
IF(LABL .EQ. 'HAUL') GO TO 999
IF(LABL .EQ. 'FluD') GO TO 999
WRITE(10,900)TNOW
IF(LABL .EQ. 'STAR') THEN

II a 1 + 1
WRITE(l0,905)II

C Create new load
905 FOPMAT(IX,'CREATE Load '.13)

WRITE(10,910)II
C Send load to load luau*
910 FORMAT(1X,'PLACE ',13,' ON Loadpath')

ENDIF
IF(LABL .EQ. 'TRKS') THEN

VRITE(10,91S)ATRIB(IO)
C Place truck in loading queue
915 FORMAT(IX,'PLACE ',F3.0,' ON Truckload')

VRITE(10,920)ATRIB(10)
C Set truck travel time

920 FORNAT(1X,'SET ',F3.0,' TRAVEL 2')
ENDIF

999 IT a I
RETURN
END
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This is a sample of the programs used to created sorted Proof trace files. Only one is
listed since the only differences in the programs are the input and output file names. This
particular program took one unsorted trace file and created two sorted Proof trace files,
one for M and one for MI. Thus, the trace files for M and MI were exactly the same. Also,
the trace files for MC and MCI were the same. Differences in the animations were made by
changing the animation layout files. All of the object classes for M and MC were changed
to simple icons. For example, when the trace file changed the object class to loaded, no
change was seed on the screen for M and MC because all the object classes were the simple
icons. (See Figure 2 on page 17). Therefore, each scenario had to be run only five times

*i instead of seven to created the seven Proof trace files.

PROGRAM SORT
INTEGER I, J, K, NUMLINES, LINE, FLAG, SORTING, READLINE
CHARACTER*5 TIME
CHARACTER*80 LINES(3500)
REAL TIMES,TIMEARRY(3500,3)ITEMP1,TEMP2.TEMP3
OPEN(UNIT=IO,FILE='ldermi..tr',STATUS='UNKNOWN')
OPEN(UNIT=11 ,FILE='ldermi. atf',STATUS 'UNKNOWN')
OPEN(UNITm12,FILE='lderu, atf' ,STATUS='UNKNOWN )

NUNLINES=O
LINE=O
FLAGWO

10 READ(10,FMT-100,END-200)TIME
100 FORMAT(A5)

LINE a LINE 4 1
NUMLINES a NUMLINES + 1
IF(TIME .EQ. ' TIME') THEN

IF(FLAG .EQ. 0) THEN
FLAG w 1
NUMLINES a 0
G0 TO 10

MDIF

TIMEARRY(I,1) a TIMES
TINEARRY(I,2) a NUMLINES - 1
TIMEARIIY(I.3) a LINE - NUMLINES
BACKSPACE 10
RZAD(10,FMTIO1 .ERRm195)TIMES

101 FORMAT(61,F9.4)
INULINESmO

INDIF
GO TO 10

195 VRITE(11.110)
110 ORKAT(IX,'BACKSPACE ERROR')
200 I1 I11
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TIMEARRY(I.1) a TIMES
TIMEARIRY(1,2) - NUIILINES I

TIMEARRY(I,3) - LINE - NUMLINES,

C
REWIND 10
READLINE n 1

15 READ(10 ,FMT115 ,END-300)LINES(READLINE)
115 FORNAT(A60)

DEADLINE - READLINE + 1
00 TO 15

300 CONTINUE

C
DO 25 RUNTHRU a 1,1

DO 20 SORTING a 1,I-1

IF(TINEARRY(SORTING, 1) .GT. TIMEARRY(SORTING+1,1)) THEN

TEMPI a TIMEARRY(SORTING4I,1)

TIMEARRYCSORTING+1, 1) n TIMEARRY(SORTING, 1)

TIMEARRY(SORTING,1) a TEMPI
TENP2 a TIMEARRY(SORTING41,2)
TIMEARRY(SORTING41 .2) a TIMEARRY(SORTINGD2)
TINEARRY(SORTING,2) a TEMIP2
TEMP3 w TIMEARAY(SORTING1.13)
TIHEARRY(SORTING41 ,3) a TIMEARRY(SORTING,3)

TIMEARRY(SORTING,3) -TEI4P3

ENDIF
20 CONTINUE
25 CONTINUE
C

DO 35 3 a 1.1
LINE a TIKEARRY(J,3)
NUMLIN'SS a TIKEARRY(J,2)
DO 30 K a LINEILINE + NUNLINES

WRITE(11.115)LINES(K)
WRITE(12,115)LINES(K)

30 CONTINUE
35 CONTINUE

WRITE(li .125)
WRITE(12, 125)

125 FORKAT(1XIEND')
C

CLOSE( 10)

CLOSE (11)
CLOSE( 12)
END
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