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ABSTRACT

This report covers in detail the research work of the Solid State Division at Lincoln Laboratory for the period 1 May through 31 July 1992. The topics covered are Electrooptical Devices, Quantum Electronics, Materials Research, Submicrometer Technology, High Speed Electronics, Microelectronics, and Analog Device Technology. Funding is provided primarily by the Air Force, with additional support provided by the Army, DARPA, Navy, SDIO, and NASA.

DTIC QUALITY IMPROVED 1
TABLE OF CONTENTS

Abstract iii
List of Illustrations vii
List of Tables x
Introduction xi
Reports on Solid State Research xiii
Organization xxvii

1. ELECTROOPTICAL DEVICES 1
   1.1 Analysis of Phosphorus Vapor Concentration in an Annealing Furnace with PH3 Flow
   1.2 Measurements of Optical Damage in LiNbO3 Waveguides at 1320 nm 5
   1.3 Linear Arrays of Strained-Layer InGaAs/AlGaAs Diode Lasers

2. QUANTUM ELECTRONICS 15
   2.1 Diode-Pumped, Q-Switched Yb:YAG Laser

3. MATERIALS RESEARCH 19
   3.1 Critical Layer Thickness of Strained-Layer InGaAs/GaAs Multiple Quantum Wells Determined by Double-Crystal X-Ray Diffraction 19
   3.2 Normal-Incidence Intersubband Absorption in n-Type Ellipsoidal-Valley Quantum Wells 24

4. SUBMICROMETER TECHNOLOGY 29
   4.1 Wet-Developed Bilayer Resists for 193-nm Excimer Laser Lithography 29
   4.2 Modeling of Positive-Tone Silylation Processes for 193-nm Lithography 33

5. HIGH SPEED ELECTRONICS 39
   5.1 Scanning Tunneling Microscopy of Field-Emission Cathodes 39

6. MICROELECTRONICS 45
   6.1 1024 x 1024 Frame-Transfer CCD Imager 45
   6.2 Variation of Charge-Transfer Inefficiency with Charge Packet Size in Proton-Irradiated CCDs 48

7. ANALOG DEVICE TECHNOLOGY 51
   7.1 Measurements and Modeling of Nonlinear Effects in Striplines 51
## LIST OF ILLUSTRATIONS

<table>
<thead>
<tr>
<th>Figure No.</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>(a) Generation, drift, diffusion, and condensation of phosphorus vapor in a furnace system, (b) the phosphorus vapor concentration profile for a point source at ( x' ), and (c) total phosphorus concentrations for different drift and diffusion parameters.</td>
<td>2</td>
</tr>
<tr>
<td>1-2</td>
<td>Reactor design for maximum phosphorus vapor concentration.</td>
<td>4</td>
</tr>
<tr>
<td>1-3</td>
<td>Diagram of interferometric modulator.</td>
<td>5</td>
</tr>
<tr>
<td>1-4</td>
<td>Bias point drift in interferometric modulators made using Ti-indiffused waveguides. Illumination was continuous; the gaps are recording failures.</td>
<td>7</td>
</tr>
<tr>
<td>1-5</td>
<td>Plots of (a) average pulsed threshold current and (b) average differential quantum efficiency, both as a function of the upper cladding thickness ( t ) (see inset) for 2-( \mu )m-wide, 500-( \mu )m-long uncoated ridge waveguide laser arrays.</td>
<td>9</td>
</tr>
<tr>
<td>1-6</td>
<td>Plots of (a) average pulsed threshold current and (b) average differential quantum efficiency, both as a function of cavity length, for 2-( \mu )m-wide uncoated ridge waveguide laser arrays having ( t ) values of 160, 170, and 240 nm.</td>
<td>11</td>
</tr>
<tr>
<td>1-7</td>
<td>Histograms showing the distribution of the number of lasers as a function of (a) pulsed threshold current and (b) differential quantum efficiency for a 30-element linear array of 2-( \mu )m-wide, 200-( \mu )m-long uncoated ridge waveguide lasers.</td>
<td>12</td>
</tr>
<tr>
<td>2-1</td>
<td>Schematic of the ( Q )-switched Yb:YAG laser. The diode junction is perpendicular to the plane of the page. The cylindrical lens acts on the plane of the junction.</td>
<td>15</td>
</tr>
<tr>
<td>2-2</td>
<td>Output energy per pulse at 1.03 ( \mu )m as a function of the period between pulses for 720-mW incident power on the gain element at 0.94 ( \mu )m.</td>
<td>16</td>
</tr>
<tr>
<td>3-1</td>
<td>Double-crystal x-ray diffraction rocking curves of InGaAs/GaAs MQW structure: (a) simulation and (b) experiment.</td>
<td>21</td>
</tr>
<tr>
<td>3-2</td>
<td>Rocking curves of Figure 3-1 between ( n = 6 ) and 7 satellite peaks for (a) 6 periods and (b) 7 periods, obtained by simulation (lower) and experiment (upper).</td>
<td>22</td>
</tr>
<tr>
<td>3-3</td>
<td>Number of periods ( q ) as a function of GaAs barrier thickness ( t_B ) with ( x = 0.16 ) and ( t_w = 10 ) nm. A plus (+) indicates a smooth surface morphology, while a minus (−) indicates a crosshatched morphology.</td>
<td>23</td>
</tr>
</tbody>
</table>
# LIST OF ILLUSTRATIONS (Continued)

<table>
<thead>
<tr>
<th>Figure No.</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-4</td>
<td>Critical layer thickness $h_c$ for InGaAs/GaAs MQWs as a function of InAs mole fraction $x$ for different ratios of $t_w$ to $t_B$ calculated from the Matthews and Blakeslee model for the single-kink mechanism.</td>
<td>23</td>
</tr>
<tr>
<td>3-5</td>
<td>Brewster's-angle and normal-incidence transmission spectra of an indirect-bandgap Al$<em>{0.09}$Ga$</em>{0.91}$Sb quantum-well sample measured at room temperature.</td>
<td>25</td>
</tr>
<tr>
<td>3-6</td>
<td>Normalized transmission spectra showing persistent photoabsorption at 77 K in the Al$<em>{0.09}$Ga$</em>{0.91}$Sb quantum-well sample of Figure 3-4.</td>
<td>26</td>
</tr>
<tr>
<td>3-7</td>
<td>Brewster's-angle transmission spectra of indirect-bandgap AlGaSb and direct-bandgap GaSb quantum-well samples measured at 77 K.</td>
<td>26</td>
</tr>
<tr>
<td>4-1</td>
<td>Resist sensitivity vs molecular weight for three resist formulations based on a majority of $n$-butyl silyne monomer.</td>
<td>29</td>
</tr>
<tr>
<td>4-2</td>
<td>Scanning electron micrographs of grating patterns printed using various resist formulations: (a) poly[(methyl silyne)-co-(isobutyl silyne)] (60/40), (b) poly[(n-propyl silyne)-co-(cyclohexyl silyne)] (70/30), (c) poly[(n-butyl silyne)-co-(isobutyl silyne)] (80/20), and (d) poly[(n-propyl silyne)-co-trimethylsilyl] (90/10).</td>
<td>31</td>
</tr>
<tr>
<td>4-3</td>
<td>Pattern with 0.2-μm lines and spaces printed in 30-nm-thick poly($n$-butyl silyne) on 1-μm-thick hard-baked polymer resin, using an exposure dose of 50 mJ/cm$^2$. Oxygen reactive ion etching was used to transfer the pattern into this planarizing layer.</td>
<td>32</td>
</tr>
<tr>
<td>4-4</td>
<td>Comparison of theoretical and experimental silylation profiles for a 0.5-μm line-and-space grating pattern. The aerial image is also shown, corresponding to $k_1 = 0.57$ and a modulation transfer function of 0.89.</td>
<td>34</td>
</tr>
<tr>
<td>4-5</td>
<td>Scanning electron micrographs of plasma-stained silylation profiles of line-and-space patterns for features (a) 0.8, (b) 0.6, (c) 0.5, and (d) 0.3 μm.</td>
<td>35</td>
</tr>
<tr>
<td>4-6</td>
<td>Comparison of theoretical and experimental silylation profiles for a 0.5-μm line-and-space grating pattern. The dotted curve includes the effects of Case II diffusion and the solid curve neglects these effects. The dashed curve illustrates the profile measured with a scanning electron microscope.</td>
<td>36</td>
</tr>
<tr>
<td>5-1</td>
<td>Schematic cross section of a scanning tunneling microscope (STM).</td>
<td>40</td>
</tr>
<tr>
<td>5-2</td>
<td>STM image of a graphite surface. Each bright hillock represents one carbon atom.</td>
<td>41</td>
</tr>
<tr>
<td>Figure No.</td>
<td>Illustration Description</td>
<td>Page</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>5-3</td>
<td>(a) Scanning electron micrograph and (b) STM image of a field-emission cathode comprising an array of molybdenum knife edges fabricated on a silicon substrate. The periodicity of the array is 0.32 μm.</td>
<td>42</td>
</tr>
<tr>
<td>5-4</td>
<td>Schematic of the ultrahigh-vacuum evaporator with STM installed.</td>
<td>43</td>
</tr>
<tr>
<td>6-1</td>
<td>Schematic representation of the 1024 × 1024-pixel frame-transfer CCD imager. The imaging and frame store areas each have two additional rows of pixels to allow for misalignment of a light shield and other design-related factors.</td>
<td>46</td>
</tr>
<tr>
<td>6-2</td>
<td>Photograph of the new 1024 × 1024-pixel imager in a 72-pin package (right) and the older 420 × 420-pixel device in a 44-pin package (left). Additional chip components inside the packages include buffer amplifiers and temperature sensors.</td>
<td>47</td>
</tr>
<tr>
<td>6-3</td>
<td>Schematic representation of procedure for measuring charge-transfer inefficiency (CTI) of a CCD containing proton-bombardment-induced traps: (a) flat field illumination of imaging array and frame store, (b) clocking out of charge in frame store, (c) clocking of filled pixels from imaging array through frame store, and (d) charge distribution in rows after readout and summation.</td>
<td>49</td>
</tr>
<tr>
<td>6-4</td>
<td>Dependence of CTI on electrons/packet in a proton-bombarded CCD. Data were acquired at -75 and -115°C. The two square data points indicate the CTI of the device as measured previously using an Fe\textsuperscript{55} x-ray source that produces packets of 1620 electrons.</td>
<td>50</td>
</tr>
<tr>
<td>7-1</td>
<td>Shift of resonance frequency vs RF current. The solid line was calculated numerically using the exact Ginzburg-Landau solution for the stripline geometry with $H_c = 250$ Oe. The dotted line used $H_c = 300$ Oe and illustrates the sensitivity of the calculation to $H_c$.</td>
<td>52</td>
</tr>
<tr>
<td>7-2</td>
<td>Typical $R_s$ vs $H_{rf}$ curve, here for $T = 77$ K and $f = 1.5$ GHz. The graph is divided into three regions of $H_{rf}$ that we used to model the results: low-field weak links, intermediate-field Meissner region, and high-field Bean model. The solid line is a fit of $R_s^M = a + b(f,T)H_{rf}^2$ to the results in the Meissner region, and the dot-dashed line is a fit that takes into account flux penetration.</td>
<td>52</td>
</tr>
<tr>
<td>7-3</td>
<td>Selected $R_s$ vs $H_{rf}$ results for $f = 1.5$ GHz with temperature as a parameter. The fits are the same as in Figure 7-2.</td>
<td>53</td>
</tr>
<tr>
<td>7-4</td>
<td>Selected $R_s$ vs $H_{rf}$ results for $T = 67.3$ K with frequency as a parameter. The fits are the same as in Figure 7-2.</td>
<td>53</td>
</tr>
</tbody>
</table>
LIST OF ILLUSTRATIONS (Continued)

Figure No.                            Page
7-5  $Q$ vs RF current for the first two modes of the resonator at $T = 77$ K. The curves merge at high current, showing that the frequency dependences of $Q$ and therefore $R$, change at high power. 55

LIST OF TABLES

Table No.                            Page
1-1  Effect of Annealing on a Ti-Indiffused LiNbO$_3$ Waveguide Sample 8
3-1  Summary of Strained-Layer InGaAs/GaAs MQW Structures 20
4-1  Optimized Formulations for Several Base Silyne Polymers 30
INTRODUCTION

1. ELECTROOPTICAL DEVICES

Effective phosphorus vapor concentration in an annealing furnace with PH\textsubscript{3} flow has been modeled analytically, and its definitive relationship with gas-flow velocity and furnace length has been derived. A simple system design guide is presented for achieving a reproducible maximum concentration.

Optical damage (photorefractive) effects have been evaluated in both Ti-indiffused and proton-exchanged waveguides in lithium niobate using power levels up to 400 mW and times up to 200 h. Low-temperature anneals in dry nitrogen were found to substantially increase damage effects.

Linear arrays of InGaAs/AlGaAs ridge waveguide lasers have been fabricated using ion-beam-assisted etching. A 30-element array of uncoated 2-\textmu m-wide, 200-\textmu m-long ridge waveguide lasers exhibited good uniformity, with threshold currents and differential quantum efficiencies that averaged 4.2 mA and 46% per facet, respectively.

2. QUANTUM ELECTRONICS

A CW-pumped, repetitively Q-switched, InGaAs-diode-pumped Yb:YAG laser has been demonstrated at room temperature. An output energy up to 72 \mu J/pulse at 1.03 \mu m, with a pulse length as short as 11 ns (full width at half-maximum), was attained.

3. MATERIALS RESEARCH

Double-crystal x-ray diffraction has been shown to reveal the onset of relaxation in strained-layer InGaAs/GaAs multiple quantum well (MQW) structures. Critical layer thicknesses for thick-barrier InGaAs/GaAs MQW structures were found consistent with the Matthews and Blakeslee force-balance model with dislocation formation by the single-kink mechanism.

Normal-incidence intersubband infrared absorption in n-type quantum wells made from III \{} \textit{V} \} materials has been observed for the first time. Consistent with previous theoretical calculations, the absorption occurs in indirect-bandgap (100) Al\textsubscript{0.09}Ga\textsubscript{0.91}Sb quantum wells and peaks at wavelengths of 9.5 and 11.5 \mu m for 6.4- and 7.0-\mu m-thick quantum wells, respectively.

4. SUBMICROMETER TECHNOLOGY

A high-contrast resist process using polysilynes has been developed for 193-nm excimer laser lithography. Optimal formulations yield sensitivities of 35 to 60 mJ/cm\textsuperscript{2}, which can be further improved by the addition of sensitizers, and line-edge roughness of 20 nm.

A model has been developed for positive-tone silylation processing for 193-nm lithography. The silylation profile is predicted from the aerial image, the relationship between silylation depth and exposure dose, and the effect of swelling stress in the polymer film.
5. **HIGH SPEED ELECTRONICS**

The emission properties of candidate materials for new field-emission cathodes have been evaluated using a scanning tunneling microscope. The realization of RF power tubes having significantly improved efficiency demands that traditional heated thermionic cathodes be replaced by such novel cathode structures that emit electrons at room temperature via field emission.

6. **MICROELECTRONICS**

A new 1024 × 1024-pixel frame-transfer charge-coupled device (CCD) imager has been designed and fabricated. Initial yields of this large device have been better than anticipated, and the first test results indicate that the device performs as expected.

The charge-transfer inefficiency (CTI) of CCDs irradiated with high-energy protons has been measured at reduced temperatures as a function of charge packet size. The CTI initially decreases until the channel trough is filled, after which there is an increase in CTI to a local maximum.

7. **ANALOG DEVICE TECHNOLOGY**

The nonlinear surface impedance $Z_s(H_{rf})$, where $H_{rf}$ is the RF magnetic field, has been measured as a function of temperature and frequency in YBa$_2$Cu$_3$O$_{7-\delta}$ thin films, using a stripline resonator. The behavior of $Z_s(H_{rf})$ is characterized by a low-field region that may be due to weak links, an intermediate field region where $Z_s \propto H_{rf}^2$, and a high-field region where flux penetration probably determines the losses.
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1. ELECTROOPTICAL DEVICES

1.1 ANALYSIS OF PHOSPHORUS VAPOR CONCENTRATION IN AN ANNEALING FURNACE WITH PH$_3$ FLOW

Phosphorus vapor concentration is a key parameter that unfortunately is not precisely known and controlled in most annealing, processing, and crystal growth of phosphorus-containing III-V compound semiconductors [1]-[5]. In this work, a simple one-dimensional analytical model has been developed for an open-tube furnace system with a known PH$_3$ concentration $C_0$ (usually a few percent) in the gas inflow. We show that the phosphorus vapor concentration in the system can be significantly lowered by diffusion and condensation to cooler regions. Techniques are then proposed for the prevention of this "cold trap" effect, so that a reproducible, known phosphorus vapor concentration can be achieved.

The model is illustrated in Figure 1-1(a). At steady state, the phosphorus vapor concentration $C(x)$ is described by the continuity equation

$$D \frac{d^2 C}{dx^2} - v \frac{dC}{dx} + g(x) = 0,$$  \hspace{1cm} (1.1)

where $D$ is the vapor diffusivity, $v$ is the gas-flow velocity, and $g(x)$ is the phosphorus-vapor generation due to the PH$_3$ thermal decomposition. The rate of PH$_3$ decomposition depends on the furnace temperature, flow velocity, and perhaps also materials used in the furnace tube [3],[4]. With a constant decomposition rate in a given system, PH$_3$ concentration in the furnace can be expected to follow an exponential decay with a characteristic length $\ell$. When $\ell$ is much smaller than the furnace length $L$, the in-flow PH$_3$ is fully decomposed in the furnace. We then have $\int_0^\infty g(x)dx = C_0v$, which in turn yields

$$g(x) = \frac{C_0v}{\ell} e^{-x/\ell}.$$  \hspace{1cm} (1.2)

Note that we make no distinction between different vapor species, P$_2$ and P$_4$, and that $C(x)$ represents the total atomic concentration.

Equation (1.1) is a linear differential equation, for which standard methods can readily be applied for homogeneous and particular solutions. The resulting general solution is

$$C(x) = B_1 + B_2 e^{vx/L} - \frac{C_0} {\ell + \frac{\ell}{v}} e^{-x/\ell}.$$  \hspace{1cm} (1.3)

The coefficients $B_1$ and $B_2$ are then determined by the boundary conditions $C(0) = C(L) = 0$. (Vapor pressure of condensed phosphorus is negligibly small [6] and forms a constant background throughout the entire system.) Hence,

$$C(x) = \frac{C_0} {\ell + \frac{\ell}{v}} \left[ 1 - e^{-x/\ell} - \left( 1 - e^{-L/\ell} \right) \left( e^{vx/L} - 1 \right) \left( e^{vL/D} - 1 \right)^{-1} \right].$$  \hspace{1cm} (1.4)
Figure 1-1. (a) Generation, drift, diffusion, and condensation of phosphorus vapor in a furnace system, (b) the phosphorus vapor concentration profile for a point source at x', and (c) total phosphorus concentrations for different drift and diffusion parameters.
Alternatively, Equation (1.1) can also be solved by using the Green's function method, which can provide more physical insight and is potentially more applicable to other possible forms of \( g(x) \). In this method, the vapor concentration produced by a point source is first considered, i.e.,

\[
D \frac{d^2 G(x, x')}{dx^2} - \nu \frac{dG(x, x')}{dx} + \delta(x - x') = 0 .
\]  

(1.5)

The solution to Equation (1.1) is then given by

\[
C(x) = \int_0^L G(x, x') g(x') dx'.
\]  

(1.6)

Equation (1.5) easily yields

\[
G(x, x') = \begin{cases} 
 C_1 + C_2 e^{vx/D} & \text{for } x \leq x' \\
 C_3 + C_4 e^{vx/D} & \text{for } x \geq x' .
\end{cases}
\]  

(1.7)

The coefficients \( C_1 \) through \( C_4 \) are then determined by the boundary conditions:

(i) \( G = 0 \) at both \( x = 0 \) and \( x = L , \)

(ii) \( G \) continuous at \( x = x' , \) and

(iii) \( \int_0^L G(x, x') \frac{dG}{dx} \bigg|_{x=L} = 1 \) (conservation of total flux),

which can readily be solved to yield

\[
C_1 = -C_2 = -\frac{1}{\nu} \left( e^{-vx'/D} - e^{-vL/D} \right) / \left( 1 - e^{-vL/D} \right)
\]  

(1.8a)

\[
C_3 = \left( -e^{vL/D} \right) C_4 = \frac{1}{\nu} \left( 1 - e^{-vx'/D} \right) / \left( 1 - e^{-vL/D} \right) .
\]  

(1.8b)

The function \( G(x, x') \) thus obtained is illustrated in Figure 1-1(b), which indeed reflects the drift, diffusion, and condensation of vapor generated at the point \( x' . \)

The total concentration \( C(x) \) is then obtained by evaluating Equation (1.6), in which the integration can be carried out analytically to obtain a solution identical to Equation (1.4). Two examples of calculated \( C(x) \) are shown in the solid curves in Figure 1-1(c). It can be seen that the maximum concentrations are substantially lower than \( C_0 \), which is the concentration expected for a complete \( \text{PH}_3 \) pyrolysis but without phosphorus diffusion and condensation. The lower concentration is especially true for larger \( D/\nu \), as expected.

In the case of a long furnace, where \( L \to \infty \), Equation (1.4) becomes

\[
C(x) = \frac{C_0}{\frac{D}{\nu}} \left( 1 - e^{-x/\ell} \right) ,
\]  

(1.9)
as illustrated in the dashed curve in Figure 1-1(c). Note that $C(x)$ climbs to a saturation value of

$$C_{\text{max}} = \frac{C_0 \ell}{\ell + \frac{D}{v}}.
$$

Equation (1.10) shows that the concentration $C_0$ can be approached by increasing $\ell$ or $v$; note that increased $\ell$ means generation of phosphorus vapor farther away from the cold front end, and the increased $v$ makes for more difficult outdiffusion. Experimentally, both conditions can be achieved simultaneously by extending the enlarged thermocouple tube, as illustrated by the dashed drawing in Figure 1-2. This enlarged tube decreases the cross-sectional area of the gas flow and hence increases $v$, which in turn increases $\ell$ for the same $PH_3$ decomposition lifetime. The elimination of phosphorus condensation in the front end is also highly desirable for maintaining a clean system.

In conclusion, an analytical model has been developed for a quantitative evaluation of the phosphorus vapor concentration in an annealing furnace. Depending strongly on the gas flow velocity and furnace length, the phosphorus vapor concentration can be far lower than the input $PH_3$ concentration, because of diffusion and condensation. The present model offers a design guide for achieving maximum, reproducible phosphorus vapor concentration.

Z. L. Liau
1.2 MEASUREMENTS OF OPTICAL DAMAGE IN LiNbO$_3$ WAVEGUIDES AT 1320 nm

Optical damage is known to be a problem at short (≤ 830 nm) wavelengths in lithium niobate (LiNbO$_3$) waveguides, but there have been few reports of damage at ~1300 nm [7] because of the higher damage threshold. Possible optical damage to LiNbO$_3$ waveguides at high power at 1300 nm has now become a practical issue, owing to the use of the devices in analog optical links [8]. We report here the results of long-term, high-power tests of LiNbO$_3$ devices made using both Ti-indiffused and proton-exchanged waveguides.

The basic optical damage mechanism is the photorefractive effect, in which illuminated regions experience a refractive index change [9]. This can manifest itself in several ways in an optical waveguide: (1) the optical path length (the total phase shift of the light passing through a given length of waveguide) can change, (2) the waveguide loss can change because the photorefractive index change reduces the waveguide/substrate index difference, (3) TE-polarized light can be converted to TM by an induced index grating [10], and (4) the mode shape can change because of changes in the waveguide index profile. We have observed the first three of these effects in LiNbO$_3$ devices operated at high power at 1320 nm, and there may have been small mode shape or position changes as well.

In an interferometric modulator, illustrated in Figure 1-3, these waveguide changes affect the modulation performance. Different changes in total phase shift in the two arms (due to any slight imbalance in power or damage sensitivity) cause a change in the modulator bias point, which is the relative phase difference between arms. The bias point change is usually the most sensitive measure of damage, but it is a practical problem only in applications that do not actively control the modulator bias point. The on-to-off, or extinction, ratio can be degraded by unbalanced losses in the two arms or unbalanced splitting at the Y-branches due to a photorefractive index change.

![Figure 1-3. Diagram of interferometric modulator.](image)
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We have evaluated both straight waveguides and interferometric modulators. The majority of devices tested had 6-μm-wide Ti-indiffused waveguides (70-nm Ti; diffusion for 6 h at 1050°C in wet O₂) on optical waveguide substrates. The devices with proton-exchanged (PE) waveguides were exchanged in pure benzoic acid at 215°C, then annealed in wet O₂ at 360°C for various process times. All devices were X-cut and Y-propagating and used the TE polarization. The waveguide losses were < 0.1 dB/cm, for all but one PE sample that had poor guides. The modulators all had a 250-nm-thick SiO₂ buffer layer under the electrodes. The Y-branches in the interferometers had a power balance of 52:48 or better and a loss < 0.2 dB.

For most of our measurements, we used a diode-pumped Nd:YLF laser operating at 1321 nm, which was lens coupled to the test devices. (Fiber coupling does not seem to change the damage characteristics, but so far we have tested fiber-coupled devices only up to 95 mW.) Measurements were made at various optical power levels in the waveguide just after input coupling. Since the losses in the Y-branch, the propagation, and the output lens are approximately known and are all small (< 0.3 dB each), and the Fresnel loss at the waveguide/air interface is known, the input guide power can be calculated accurately from the measured output power. The interferometric modulator bias point was accurately determined by applying a 1-kHz sine wave to the electrodes and measuring the first- and second-harmonic outputs [11]. No dc bias was applied during these tests, so the optical damage measured was purely photovoltaic.

Devices with Ti-indiffused waveguides showed very good resistance to optical damage (with the exception detailed below). Figure 1-4 shows the bias point of two interferometric modulators as a function of illumination time. There was no bias point drift after 168 h with 100 mW in the input waveguide, and 21° drift after 200 h with 250 mW. The transmitted optical power dropped ≤ 0.3 dB during the 250-mW measurement. None of the other possible damage effects mentioned above were observed. One sample, though, which was tested at 430 mW for 30 h, had an optical transmission decrease of 0.6 dB and a drop in extinction from > 25 to 14 dB. The TE:TM ratio remained > 30 dB. The waveguides had elliptical modes with 1/e²-intensity dimensions of ~ 7.5 x 5.0 μm along Z and X, respectively, which gave a maximum intensity of about 0.75 MW/cm² in the 430-mW measurement. The size and shape of the mode did not seem to change significantly during the damage runs, but our measurement repeatability was limited to about ±1 μm and changes of that order or smaller could have occurred.

The PE waveguides showed susceptibility to optical damage, although by some measures they may be less sensitive than the Ti-indiffused waveguides. The phase bias drift of an interferometer was 18° after 200 h at 205 mW, which was comparable to the devices made with Ti-indiffused waveguides; this was accompanied by an optical transmission drop of ≤ 1 dB. In our measurements so far, the PE devices have shown no degradation of modulator extinction and have maintained their excellent polarization properties (TE:TM ratio > 41 dB). The maximum power at which these devices have been tested is 250 mW. We have not yet tested enough devices at high enough power levels to draw a conclusion about whether PE waveguides in LiNbO₃ offer better damage performance than Ti-indiffused waveguides in the 1320-nm wavelength range.
One surprising result was that the damage susceptibility of Ti-indiffused waveguides was strongly dependent upon the final annealing process. An anneal in dry N\textsubscript{2} at temperatures as low as 120°C can significantly increase sensitivity to damage. This is of practical concern, since various post-diffusion processes may use dry N\textsubscript{2} anneals at elevated temperatures (our own problems occurred during a polyimide curing step), and also since devices in hermetically sealed packages are often backfilled with dry N\textsubscript{2} and may reach temperatures ≥120°C during their lifetime. With optical power levels on the order of 100 mW applied for a few hours, we have seen bias point drifts > 1000°, optical transmission drops as large as 3.6 dB, TE:TM ratio degradation to 22 dB, and extinction occasionally becoming as poor as 2 dB (the extinction often oscillates during damage). These damage effects are still mild compared to those at shorter wavelengths, but they are much worse than without the anneal. The increase in damage sensitivity can be reversed by an anneal in dry O\textsubscript{2}; Table 1-1 summarizes the annealing effects on a test sample. A SiO\textsubscript{2} buffer layer can lessen the effects of a dry N\textsubscript{2} anneal. The test sample in Table 1-1 had no oxide layer over the Y-branches or input/output waveguides. A sample with a SiO\textsubscript{2} layer covering the entire device did not show an increase in damage susceptibility due to dry N\textsubscript{2} annealing at temperatures below 200°C. We have not yet tested PE guides for annealing effects.

In conclusion, we have found that the optical damage resistance of Ti-indiffused waveguides is good enough for most practical applications, but can be significantly degraded by a final anneal in dry N\textsubscript{2}.

G. E. Betts
F. J. O'Donnell
K. G. Ray
TABLE 1-1
Effect of Annealing on a Ti-Indiffused LiNbO$_3$ Waveguide Sample

<table>
<thead>
<tr>
<th>Anneal Prior to Test*</th>
<th>Operation</th>
<th>Power (mW)</th>
<th>Time (h)</th>
<th>Bias Drift (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(As fabricated)</td>
<td></td>
<td>120</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>70 h, 40°C, dry N$_2$</td>
<td></td>
<td>123</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>16.5 h, 120°C, dry N$_2$</td>
<td></td>
<td>75</td>
<td>4</td>
<td>1240</td>
</tr>
<tr>
<td>3 h, 360°C, wet O$_2$</td>
<td></td>
<td>154</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>4 h, 500°C, dry O$_2$</td>
<td></td>
<td>131</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td>1 h, 200°C, dry N$_2$</td>
<td></td>
<td>123</td>
<td>2.7</td>
<td>&gt;600</td>
</tr>
<tr>
<td>4 h, 500°C, dry O$_2$</td>
<td></td>
<td>126</td>
<td>6</td>
<td>15</td>
</tr>
</tbody>
</table>

*In chronological order.

1.3 LINEAR ARRAYS OF STRAINED-LAYER InGaAs/AlGaAs DIODE LASERS

The fabrication and performance of individual InGaAs/AlGaAs quantum-well ridge waveguide diode lasers with applications as sources for free-space optical interconnections have been described previously [12]. Linear arrays of these low-threshold devices have now been developed, and the array performance and uniformity are reported here.

The linear arrays were fabricated in InGaAs/AlGaAs graded-index separate-confinement heterostructure (SCH) double-quantum-well (DQW) laser structures grown on $n^+$-GaAs substrates by organometallic vapor phase epitaxy [13]. The detailed cross section of the ridge waveguide structure is given in [12]. Two InGaAs quantum wells in the active region are sandwiched between upper $p$-type and lower $n$-type AlGaAs cladding layers, as illustrated in the inset of Figure 1-5. The ion-beam-assisted etching of the ridges and the thin-film deposition procedures used in the laser fabrication have also been described previously [12]. The total ridge depth (etch depth) for these lasers is on the order of 1 $\mu$m. Laser arrays containing thirty 2-$\mu$m-wide ridge lasers and several 3-$\mu$m-wide ridge lasers on one end were cleaved into bars that had cavity lengths in the range 160–500 $\mu$m. The center-to-center laser spacing is 150 $\mu$m. Several pieces of the same wafer were etched to different depths to determine the effect of cladding thickness outside the ridge. The laser array performance was characterized using light output vs pulsed current measurements (300-ns pulses at 1 kHz).
Figure 1-5. Plots of (a) average pulsed threshold current and (b) average differential quantum efficiency, both as a function of the upper cladding thickness $t$ (see inset) for 2-$\mu$m-wide, 500-$\mu$m-long uncoated ridge waveguide laser arrays.
Figure 1-5 shows the average threshold current $I_{th}$ and differential quantum efficiency $\eta_d$ vs the average upper cladding thickness outside the ridge, $t$, for 500-μm-long uncoated laser bars. Each bar was cleaved from a separately fabricated sample of the same wafer. The parameter $t$ was varied from 40 to 310 nm (±20 nm over a 1-cm² sample) by controlling the depth of the ion-beam-assisted etch. The error bars indicate the extrema of the measured data across a single laser bar. The data of Figure 1-5(a) show that minimum threshold currents of 6-7 mA are achieved for $t$ values between 160 and 240 nm. The $I_{th}$ increases to 8-10 mA for $t \geq 310$ nm and 15-18 mA for $t \leq 40$ nm. The $\eta_d$ was measured to be ≥ 40% for all thicknesses ≥ 160 nm. These data indicate that low-threshold and high-efficiency lasers can be made for $t = 200 \pm 40$ nm. This represents a tolerance in the etch depth of approximately ±4%.

The effect of device length on threshold and efficiency for the three best wafers with $t = 160, 170, \text{and } 240$ nm are plotted in Figure 1-6, where each point represents an average value of $I_{th}$ or $\eta_d$ for the 2-μm-wide lasers. The shorter devices generally tend to have the lowest threshold currents and highest efficiencies. Devices with cavity lengths between 160 and 300 μm routinely exhibited thresholds < 5 mA and efficiencies > 42% per facet. The best lasers on the 160- and 200-μm-long bars exhibited threshold currents and efficiencies of 3.8 mA and ≥ 46% per facet, respectively.

A histogram showing the distribution of $I_{th}$ and $\eta_d$ of a 200-μm-long, uncoated bar having thirty 2-μm-wide lasers is shown in Figure 1-7. Greater than 90% of all the elements and 17 consecutive lasers exhibited threshold currents of 4.2 ± 0.4 mA with efficiencies of 46 ± 2% per facet. Only two out of the 30 lasers had threshold currents > 5 mA. A ten-element array of 3-μm-wide ridge lasers from the same 200-μm-long bar had only a slightly higher $I_{th}$ (4.7 ± 0.5 mA) and essentially the same $\eta_d$. A 30-element array of 2-μm-wide lasers with a 500-μm-long cavity was also extremely uniform and had $I_{th}$ and $\eta_d$ of 6.0 ± 0.5 mA and 42 ± 1.5% per facet, respectively. The small spread of these distributions demonstrates the feasibility of fabricating linear arrays of ridge waveguide diode lasers that exhibit uniform performance characteristics and that will be important for low-skew optical interconnections.

J. D. Woodhouse R. J. Bailey
J. P. Donnelly D. Z. Tsang
C. A. Wang
Figure 1-6. Plots of (a) average pulsed threshold current and (b) average differential quantum efficiency, both as a function of cavity length, for 2-\( \mu \)m-wide uncoated ridge waveguide laser arrays having \( t \) values of 160, 170, and 240 nm.
Figure 1-7. Histograms showing the distribution of the number of lasers as a function of (a) pulsed threshold current and (b) differential quantum efficiency for a 30-element linear array of 2-μm-wide, 200-μm-long uncoated ridge waveguide lasers.
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2. QUANTUM ELECTRONICS

2.1 DIODE-PUMPED, Q-SWITCHED Yb:YAG LASER

As a gain medium for diode-pumped lasers, Yb:YAG offers several advantages relative to Nd:YAG. These include larger absorption bandwidth for reduced sensitivity to diode wavelength changes, longer upper-state lifetime for higher-energy storage, and lower thermal loading for reduced thermo-optic distortion. The Yb:YAG lasers are pumped at 0.94 µm, oscillate at 1.03 µm, and exhibit efficient CW room-temperature laser operation despite being quasi-three-level at this temperature [1],[2]. In addition, models indicate that efficient operation in an energy storage mode should be possible. Here, we describe the first diode-pumped, Q-switched Yb:YAG laser.

A schematic of the experiment is shown in Figure 2-1. Two InGaAs diode lasers with a stripe width of 75 µm and up to ~ 500-mW output power are collimated using gradient-index lenses in combination with a cylindrical lens of 6-cm focal length. The beams are focused into the Yb:YAG by geometric multiplexing [3] with a lens of 2.5-cm focal length. The pump spot radius was ~ 40 µm at the focus. The Yb:YAG gain element is doped with 15-at.% Yb³⁺. The Yb:YAG gain element is 0.11 cm thick and is polished flat and parallel; this thickness is equal to ~ 1.5 unsaturated absorption lengths at the pump wavelength of 0.94 µm. It is coated on one face with a mirror with high reflectivity at 1.03 µm and high transmission (83%) at 0.94 µm and on the other face with a single-layer antireflection (AR) coating at 1.03 µm. An AR-coated, 1.1-cm-long LiNbO₃ crystal in combination with a thin-film polarizer and a quarter-wave plate is used for the electrooptic Q switch. The output coupler is a 20% transmission mirror with 10-cm radius of curvature and is placed so that the cavity is nearly hemispherical.

![Figure 2-1. Schematic of the Q-switched Yb:YAG laser. The diode junction is perpendicular to the plane of the page. The cylindrical lens acts on the plane of the junction.](image-url)
The Q-switched energy per pulse as a function of the period between pulses is shown in Figure 2-2 for an incident pump power of 720 mW on the Yb:YAG. Up to 72-μJ output energy per pulse was attained in the low-repetition-rate limit; at this output energy the output pulse width was 11 ns (full width at half-maximum). In the high-repetition-rate limit the average power of the laser was 71 mW, corresponding to a 10% optical-to-optical efficiency. The TEM₀₀ mode radius in the Yb:YAG gain element was ~ 40 μm based on measurements of the output beam divergence.

Higher-efficiency operation should be possible in this laser with more optimized design: models indicate that ~ 30% optical-to-optical efficiency may be obtained for the pump intensity used in this experiment [4]. In the laser described here, the pump radiation is passed through the gain element only once; however, double passing of the pump radiation in quasi-three-level lasers can provide a large increase (~ 50%) in efficiency relative to single-pass pumping. In addition, the efficiency can be increased by choosing the optimum gain element length. The gain element must be long enough to efficiently absorb the pump radiation, but cannot be so long that not all of the gain element is pumped sufficiently hard to achieve population inversion. Calculations indicate that the gain element needs to be 2.1 unsaturated absorption lengths (at the pump wavelength) for optimum efficiency at high repetition rates (> 2 kHz) and even longer at low repetition rates. Clearly, the gain element length used in this experiment (1.5 unsaturated absorption lengths) is too short.

One of the key issues in Q-switched Yb:YAG lasers is damage, because the saturation fluence at 1.03 μm is ~ 10 J/cm² and, for efficient short-pulse extraction, the extracting fluence must be on the order of the saturation fluence. This saturation fluence is beginning to approach the damage fluence of optics.
and coatings for pulses of a few nanoseconds. The intracavity circulating fluence at the lowest repetition rates in our Q-switched Yb:YAG laser is \( \sim 7 \, \text{J/cm}^2 \). However, despite the short pulse length of 11 ns, no damage was observed during this experiment.

T. Y. Fan
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3. MATERIALS RESEARCH

3.1 CRITICAL LAYER THICKNESS OF STRAINED-LAYER InGaAs/GaAs MULTIPLE QUANTUM WELLS DETERMINED BY DOUBLE-CRYSTAL X-RAY DIFFRACTION

Diode lasers with an active region consisting of several strained-layer InGaAs quantum wells separated by GaAs barriers are of interest for high-speed optical data transmission. In designing such multiple-quantum-well (MQW) InGaAs/GaAs devices, it is important to keep the total effective strain energy low enough to avoid lattice relaxation by the formation of misfit dislocations that reduce the efficiency and operating lifetime of the device. Numerous experimental observations of the onset of relaxation for InGaAs/GaAs single quantum wells (SQWs), which determines the critical layer thickness $h_c$, have been correlated with the Matthews and Blakeslee (MB) force-balance model \[1\] with misfit dislocations generated by the double-kink mechanism. However, strain relaxation dependent on the barrier layer thickness has been observed in strained-layer superlattices, even though the thickness of each strained quantum well is below $h_c$ \[2\]. We report $h_c$ for strained InGaAs/GaAs MQWs by using Nomarski contrast microscopy and double-crystal x-ray diffraction to detect the onset of strain relaxation. For MQWs, $h_c$ depends on the thickness of the GaAs barrier layer and can be described by the MB model, assuming misfit dislocations formed by the single-kink mechanism.

The MQW structures were grown by organometallic vapor phase epitaxy in a vertical rotating-disk reactor on $n^+$-GaAs substrates oriented $2^\circ$ off (001) toward the nearest [110]. The source materials were trimethylgallium, trimethylindium (TMI), and 100% arsine. The vapor pressure of the TMI was monitored with an ultrasonic transducer to ensure that the source was stable and that the InAs mole fraction in the strained quantum wells was controlled to within ±0.2%. The InGaAs/GaAs MQW layers were grown at 625°C and a V/Ill ratio of 300 on a 0.4-µm-thick GaAs buffer layer. The thickness of the $\text{In}_{0.16}\text{Ga}_{0.84}\text{As}$ quantum well was 10 nm, the thickness of the GaAs barrier layer $t_B$ ranged from 8 to 55 nm, and the number of periods $q$ ranged from 1 to 15. The samples were characterized by means of Nomarski contrast microscopy, low-temperature photoluminescence (PL), and double-crystal x-ray diffraction.

In the first set of experiments, $t_B$ was kept constant at 55 nm and $q$ was varied from 1 to 15. Table 3-I summarizes surface morphology observations and the PL data. The surface morphology was smooth and featureless for $q = 6$ or less but very slightly crosshatched for $q = 7$, indicating that the structure had undergone some relaxation to accommodate the increasing strain energy. With increasing $q$, the morphology became increasingly crosshatched. However, the PL spectra measured at 6 K gave little indication of lattice relaxation. The peak position, intensity, and width remained nearly constant for all structures. Even for the sample with $q = 15$, the full width at half-maximum (FWHM) was only 4 meV, compared with 2 meV for the SQW sample. The PL results are in contrast to the report of [2] that shows a decrease in PL peak intensity, increase in FWHM, and decrease in PL energy associated with strain relaxation.
### TABLE 3-1
Properties of Strained-Layer InGaAs/GaAs MQW Structures

<table>
<thead>
<tr>
<th>q</th>
<th>Surface Morphology</th>
<th>Photoluminescence Data</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Peak Energy (eV)</td>
<td></td>
<td>FWHM (meV)</td>
</tr>
<tr>
<td>1</td>
<td>Smooth</td>
<td>1.3525</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Smooth</td>
<td>1.3500</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Smooth</td>
<td>1.3510</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Smooth</td>
<td>1.3485</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Crosshatched</td>
<td>1.3520</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Crosshatched</td>
<td>1.3515</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Crosshatched</td>
<td>1.3515</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3-1 shows simulated and experimental double-crystal x-ray diffraction rocking curves for the same MQW structure with various values of q. The simulated curves were obtained using software based on the Taupin-Tagachi solution to dynamical x-ray diffraction theory. The InGaAs layers were assumed to be completely strained. In general, the curves consist of a set of satellite peaks resulting from the MQW periodicity. The MQW structure period determines the spacing of these satellite peaks. The average InGaAs composition of the structure $x_{av} = x[(t_w)/(t_w + t_B)]$, where $t_w$ is the thickness of the quantum well, determines the location of the $n = 0$ satellite, and the InGaAs composition determines the position of the broad satellite envelope. The simulation curves in Figure 3-1(a) show that as q increases, the FWHM of the satellite peaks decreases. In addition, between each adjacent satellite peak there are exactly $q-2$ interference fringes. The experimental rocking curves in Figure 3-1(b) show a decrease in FWHM of the satellite peaks with increasing periods up to 6–7, and then an increase. In Figure 3-2 the experimental and simulated rocking curves are shown in greater detail for q = 6 and 7 between $n = 6$ and 7 satellite peaks. The interference fringes are well resolved for q = 6. However, for q = 7, the nearest interference fringe on the low-angle side of the satellite peaks becomes less distinct. For q = 10, the interference fringes are no longer resolved and the satellite peaks are significantly broadened, and for q = 15, the satellite peak intensity decreases. The onset of broadening in the rocking curves is consistent with the observation of a crosshatched morphology, suggesting that double-crystal x-ray diffraction can be used to detect the onset of relaxation in strained-layer MQWs.
Figure 3-1. Double-crystal x-ray diffraction rocking curves of InGaAs/GaAs MQW structure: (a) simulation and (b) experiment.
Figure 3-2. Rocking curves of Figure 3-1 between $n = 6$ and 7 satellite peaks for (a) 6 periods and (b) 7 periods, obtained by simulation (lower) and experiment (upper).
Figure 3-3. Number of periods $q$ as a function of GaAs barrier thickness $t_B$ with $x = 0.16$ and $t_w = 10$ nm. A plus (+) indicates a smooth surface morphology, while a minus (−) indicates a crosshatched morphology.

Figure 3-4. Critical layer thickness $h_c$ for InGaAs/GaAs MQWs as a function of InAs mole fraction $x$ for different ratios of $t_w$ to $t_B$ calculated from the Matthews and Blakeslee model for the single-kink mechanism.

To determine the number of periods in an MQW structure that can be grown without strain relaxation, $h_c$, as given by the MB force-balance model is divided by $t_w$. Since it is unknown a priori if misfit dislocation generation is by the single- or double-kink mechanism, $h_c$ is calculated for $x_{av}$ for both cases. Figure 3-3 shows the calculated boundary between strained and relaxed structures for an MQW sample with $x = 0.16$ and $t_w = 10$ nm on a plot of $q$ vs $t_B$. Below each curve the layers are expected to
be completely strained, and above the curves lattice relaxation is expected. Experiments were then carried out in which MQW samples with various $t_B$ and $q$ were grown. The surface morphology observed for these samples is indicated in Figure 3-3. A plus (+) indicates a smooth surface morphology, while a minus (−) indicates a crosshatched morphology. Our data for 20- and 55-nm GaAs barriers are consistent with the $q$ values calculated according to the single-kink dislocation mechanism. A more general plot of $h_c \times x$ for different ratios of $t_w$ to $t_B$ is shown in Figure 3-4. As expected, $h_c$ increases as $t_w/t_B$ decreases. Note that the $t_D = 0$ case corresponds to a single, uncovered layer of InGaAs.
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3.2 NORMAL-INCIDENCE INTERSUBBAND ABSORPTION IN $n$-TYPE ELLIPSOIDAL-VALLEY QUANTUM WELLS

Since the first observation [3] of intersubband transitions in GaAs quantum wells, considerable interest has developed in using such transitions as the basis for 8–12-μm infrared photodetectors. Because the conduction-band electrons in $n$-type GaAs quantum wells occupy spherical constant-energy surfaces, the intersubband transitions occur only for the component of the incident photon polarization that is perpendicular to the plane of the quantum well. Since normally incident radiation is not absorbed, practical $n$-type GaAs quantum-well photodetectors must utilize complex structures such as 45° facets or sawtooth gratings. However, according to our recent calculation [4], strong intersubband absorption should be exhibited at normal incidence by electrons occupying ellipsoidal constant-energy surfaces in indirect-bandgap quantum wells. Here, we report [5] the observation of such normal-incidence absorption in $n$-type Al$_{0.09}$Ga$_{0.91}$Sb quantum wells. We also report the observation of intersubband absorption in direct-bandgap GaSb quantum wells.

The quantum-well samples were grown by molecular beam epitaxy (MBE) on (100) $n$-type GaSb substrates. The sources for MBE growth were Al, Ga, As, and Sb, with GaTe used for $n$-type doping. For the $n$-type Al$_x$Ga$_{1-x}$Sb samples, $x$ was large enough and the wells narrow enough that electrons occupied the four equivalent ellipsoids lying along the <111> axes at the $L$ points. For comparison, we also investigated $n$-type GaSb quantum wells in which electrons occupy a single spherical valley at the $Γ$ point. Two ellipsoidal-valley samples contained 100 Al$_{0.09}$Ga$_{0.91}$Sb wells, 6.4 and 7.0 nm thick, respectively, while a spherical-valley sample contained 50 GaSb wells, 11.0 nm thick. In all samples, electrons were confined by 20-nm-thick AlAs$_{0.08}$Sb$_{0.92}$ barrier layers lattice matched to GaSb. In the AlGaSb sample with 7.0-nm-thick wells and the GaSb sample, the wells and barriers were doped with Te donors to $2.5 \times 10^{17}$ cm$^{-3}$. In the AlGaSb sample with 6.4-nm-thick wells, the wells were doped to $1 \times 10^{18}$ cm$^{-3}$ and the barriers were undoped. The measured x-ray diffraction rocking curves are in good agreement with curves simulated for the intended structures. The peak energy of the 4.5-K PL measured from the sample with 7.0-nm-thick wells is 1.04 eV, compared with a calculated value of 1.02 eV.

Infrared transmission spectra were measured at Brewster’s angle and at normal incidence with a Fourier transform spectrometer. In Figure 3-5, showing the room-temperature spectra from the AlGaSb sample with 7.0-nm-thick wells, each spectrum was normalized to the corresponding spectrum from a bare GaSb substrate, and multiple-pass interference fringes arising from reflections within the epitaxial
layers were cancelled numerically. Strong room-temperature absorption is observed both at Brewster's angle and at normal incidence. The absorption peaks that are located at 870 cm\(^{-1}\) (11.5 μm) at Brewster's angle and 800 cm\(^{-1}\) (12.5 μm) at normal incidence are due to transitions between the first and second \(L\) subbands. The peak absorption strength is \(~10\%\) at both Brewster's angle and normal incidence, in good agreement with the theoretical strength. The normal-incidence absorption peak appears at lower energy because of imperfect cancellation of the large interference fringes that occur at normal incidence. The absorption peak of the AlGaSb sample with 6.4-nm-thick wells (not shown) is shifted by 180 cm\(^{-1}\) to higher energy, in close agreement with the expected shift for an intersubband transition.

In addition, we have studied the persistent photoabsorption at 77 K in the same AlGaSb sample as in Figure 3-5. Shown in Figure 3-6 are the transmission spectra obtained by normalizing the spectra measured after white-light illumination to the corresponding spectra measured before illumination. Illumination enhances the intersubband absorption, both at Brewster's angle and at normal incidence, presumably because photoionization of electron traps increases the electron density in the quantum wells. Figure 3-7 compares the 77-K transmission spectra of the AlGaSb sample with 7.0-nm-thick wells and the GaSb sample taken at Brewster's angle without white-light illumination. The absorption peak at 1060 cm\(^{-1}\) (9.4 μm) for the GaSb sample is due to transitions between the first and second \(\Gamma\) subbands. Because the electrons in the GaSb sample occupy spherical-valley quantum wells, intersubband absorption is not observed at normal incidence.
Figure 3-6. Normalized transmission spectra showing persistent photoabsorption at 77 K in the $\text{Al}_{0.09}\text{Ga}_{0.91}\text{Sb}$ quantum-well sample of Figure 3-4.

Figure 3-7. Brewster's-angle transmission spectra of indirect-bandgap AlGaSb and direct-bandgap GaSb quantum-well samples measured at 77 K.
The ability of ellipsoidal-valley quantum wells to absorb normally incident radiation should overcome the radiation-coupling difficulties of conventional spherical-valley quantum wells and permit the development of improved detectors for focal plane arrays. In addition, ellipsoidal-valley photodetectors are expected to exhibit higher detectivity than spherical-valley detectors because the ellipsoidal-valley devices are predicted to have a higher fractional absorption per quantum well and a lower dark current.
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4. SUBMICROMETER TECHNOLOGY

4.1 WET-DEVELOPED BILAYER RESISTS FOR 193-nm EXCIMER LASER LITHOGRAPHY

Silicon-polymer bilayer resists have been demonstrated for several years [1]. In particular, the polysilynes, because of their unusual combination of photosensitivity, solubility, and atomic composition, have been found promising as both wet- [2] and dry-developed [3] resists for use at 193 nm. The polysilynes contain over 30-wt% silicon and, as will be shown below, can be synthesized so that they have both good film-forming properties and high photosensitivity. Essentially, the composition and molecular weight can be adjusted so that only mild crosslinking is required to render the film insoluble, resulting in a sensitive, single-component, negative-tone resist.

The silyne homopolymers can be divided into two categories, those with linear pendant groups and those with branched pendant groups. The linear-group-substituted polymers are generally high in molecular weight and exhibit poor solubility, whereas the branched-group-substituted systems have low molecular weight and poor photosensitivity. The molecular weights of the latter group are limited by steric hindrance during polymerization. The molecular weight of a linear-group-substituted polymer can also be kept low, however, either by copolymerization or by adding chain-terminating reagents during synthesis. These reductions in molecular weight render the polymer completely soluble and result in a system that can be readily spin cast into thin, uniform films. Fortunately, the changes in molecular weight are accompanied by relatively small decreases in photosensitivity, as seen in Figure 4-1.

![Figure 4-1. Resist sensitivity vs molecular weight for three resist formulations based on a majority of n-buty1 silyne monomer.](image-url)
Optimal formulations for several base polymers were obtained using copolymerization and chain-terminating reagents, and the results are summarized in Table 4-1. In general, these systems require 35-85-mJ/cm² sensitivity at 193 nm to become insoluble. It is important to note, however, that the sensitivity is dependent not only upon molecular weight but also upon the polymer's solubility parameter, as dictated by its pendant R-group. For example, a cyclohexyl group has a solubility parameter roughly three times that of a methyl group [4]. This value means that, all other things being equal, a polysilyne having pendant methyl in place of pendant cyclohexyl will require fewer crosslinks to prohibit solvation and dissolution by the developer. This argument is an important consideration when designing a copolymer system.

### TABLE 4-1
Optimized Formulations for Several Base Silyne Polymers

<table>
<thead>
<tr>
<th>Base Polymer</th>
<th>Additive</th>
<th>Loading (%)</th>
<th>Molecular Weight (g/mol)</th>
<th>Sensitivity (mJ/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copolymers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poly(n-butyl silyne)</td>
<td>Poly(cyclohexyl silyne)</td>
<td>20</td>
<td>7 000</td>
<td>80</td>
</tr>
<tr>
<td>Poly(n-butyl silyne)</td>
<td>Poly(isobutyl silyne)</td>
<td>30</td>
<td>6 258</td>
<td>72</td>
</tr>
<tr>
<td>Poly(n-propyl silyne)</td>
<td>Poly(cyclohexyl silyne)</td>
<td>20</td>
<td>8 676</td>
<td>50</td>
</tr>
<tr>
<td>Poly(n-propyl silyne)</td>
<td>Poly(isobutyl silyne)</td>
<td>40</td>
<td>Not measured</td>
<td>34</td>
</tr>
<tr>
<td>Poly(methyl silyne)</td>
<td>Poly(isobutyl silyne)</td>
<td>40</td>
<td>12 441</td>
<td>36</td>
</tr>
<tr>
<td>Chain-terminated polymers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poly(n-propyl silyne)</td>
<td>Trimethylsilyl</td>
<td>23</td>
<td>5 827</td>
<td>75</td>
</tr>
<tr>
<td>Poly(n-butyl silyne)</td>
<td>Trimethylsilyl</td>
<td>10</td>
<td>9 047</td>
<td>90</td>
</tr>
</tbody>
</table>

Additional improvements to the sensitivities shown in Table 4-1 can be obtained by either of two methods. First, electrophilic sensitizing agents, such as 2,4,6-trichloromethyl-1,3,5-triazine, can be added. These agents act similarly to those proposed for positive-tone silicon-polymer resists [5], where pendant aryl groups must be present to allow efficient electron transfer between the polymer backbone and the sensitizer. The enhancement in sensitivity depends on the number of pendant aryl groups, with a 2 times improvement observed for 100% aliphatic-substituted systems and a 6 times improvement for 100% aromatic-substituted systems. An alternative method for improving the photosensitivity of polysilynes involves preparation of the polysilyne with an electron-withdrawing group pendant directly to the backbone. This method requires the polymer to initially contain pendant phenyl groups, which act as
substitution sites for the sensitizers [6]. Although control of the substitution reaction has not yet been optimized, sensitivities in the range 1–10 mJ/cm² have been obtained for several different substituents.

The evaluation of the lithographic properties of the polysilane films was performed with projection imaging on a 0.22-numerical-aperture (NA) catadioptric 5x reduction lens, operating at 193 nm [7]. The laser operated with an unprocessed bandwidth at a pulse repetition rate of 400 Hz, delivering roughly 0.3 mJ/cm² per pulse at the wafer plane. Following development in toluene, the patterned wafers were etched in an oxygen plasma, using either a parallel-plate RF discharge, or a helical-wave RF etcher (helicon). The linewidth metrology was performed on a modified electron microscope equipped with a commercially available automated wafer inspection system.

Once a number of optimized formulations were prepared, it became apparent that not all the resists have similar lithographic performance. Figure 4-2(a) shows a poly(methyl silyne) base polymer reduced

![Figure 4-2. Scanning electron micrographs of grating patterns printed using various resist formulations: (a) poly[(methyl silyne)-co-(isobutyl silyne)] (60/40), (b) poly[(n-propyl silyne)-co-(cyclohexyl silyne)] (70/30), (c) poly[(n-butyl silyne)-co-(isobutyl silyne)] (80/20), and (d) poly[(n-propyl silyne)-co-trimethylsilyl] (90/10).](image-url)
In molecular weight via copolymerization with 40-mol% poly(isobutyl silyne); note the large line-edge roughness (~200 nm). Likewise, other resist formulations show varying degrees of line-edge roughness, as indicated by Figures 4-2(b) through 4-2(d). Figure 4-3, which shows 0.2-μm features printed using poly(n-butyl silyne), exhibits some line-edge roughness, but it is only about 20 nm in magnitude. The source of the line-edge roughness is not shot noise, since the exposure conditions result in >10^6 photons per pixel. Atomic force imaging of the resist surfaces indicates a short-range surface roughness of only 1.4 nm (1σ), well below the magnitude of the line-edge roughness observed in Figure 4-2(a). We attribute the increased roughness in Figure 4-2(a) to the existence of microgel phases that cannot be filtered. These microgel phases are present when the solubility parameter of the polymer is low as in the case of methyl silyne copolymer systems.

The development latitude for ±10% linewidth control was also measured. A value of roughly 100% was obtained, with an optimal development time of 20 ± 10 s observed. This latitude was measured for a 0.4-μm feature (k1 = 0.46), and is limited by incomplete dissolution at short development times and relatively minor swelling at long times.
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4.2 MODELING OF POSITIVE-TONE SILYLATION PROCESSES FOR 193-nm LITHOGRAPHY

Silylation, the selective incorporation of silicon into polymer films, will render the polymer resistant to plasma etching and can be used to implement high-resolution surface-imaging resist systems. Single-component resists, with a pure novolac or polyvinylphenol resin, will crosslink when exposed at 193 nm using an argon fluoride excimer laser. This surface crosslinking forms a template that impedes the diffusion of the silylating agent into the exposed areas of the film, and a positive-tone image results after plasma development [8]. The depth and profile of silylation affect the resolution, feature size control, and process latitude of these resist systems.

We conducted a series of experiments to develop and evaluate a process model for positive-tone silylation. All the experiments used polyvinylphenol resin silylated with dimethylsilyldimethylamine. The silylation was carried out between 80 and 100°C, at 10 Torr, for times between 1 and 3 min. Resist exposures were performed using an attenuated beam directly from a laser for open-frame exposures, or using a prototype exposure tool with a 5x-reduction, 0.22-NA catadioptric lens with a partial coherence of 0.68 [7]. Fourier transform infrared spectroscopy was employed to monitor the extent of silylation. The Si-O-phenyl peak at ~ 910 wave numbers was used to follow the reaction. Cross-sectional staining of the silylated profiles was carried out by exposing the edge of cleaved samples to an oxygen reactive ion etching plasma.

Our initial silylation process model involved two steps: computing the aerial image using a commercial optics modeling program and convolving this image with the silylation characteristic function. The silylation characteristic was determined by exposing resist samples in the open-frame mode at varying doses and measuring the silylation depth and etch resistance. This procedure was performed for 1-min silylations at 80 and 100°C, which resulted in silylation depths of 75 and 180 nm, respectively, in unexposed films. Milder silylation conditions require less exposure to cause enough crosslinking to impede silylation. The doses required to print open-frame exposures for the 80 and 100°C silylations were 25 and 50 mJ/cm², respectively.

Figure 4-4 illustrates the predicted silylation profile based on the measured silylation behavior and the calculated aerial image for a 0.5-μm line-and-space grating exposed with 2.5 times the open-frame exposure dose. A large discrepancy is evident when the predicted profile is compared to a profile taken from micrographs of plasma-stained samples. The predicted profile is much wider and shows a tapered appearance, while the actual profile is much narrower, slightly shallower, and more rounded. This general trend can be observed in the series of micrographs shown in Figure 4-5. The figure shows silylation profiles for a set of gratings with feature sizes in the range 0.8–0.3 μm. While the largest features show the tapered profile predicted from the model, the smaller features show a generally rounded shape. All the micrographs are at the same magnification, so it can also be seen that the depth of silylation decreases as the feature size becomes smaller. This general trend would be predicted by the degradation of the aerial image for smaller features, but the measured silylation depth is consistently less than would be calculated based solely on the aerial image degradation.
Another factor that can influence the depth of silylation is the nature of the diffusion process for the silylating agent in the resist film. Several previous studies [91-[11], as well as work with the 193-nm positive-tone process [12], have confirmed that silylation occurs by a Case II diffusion mechanism. In contrast to Fickian diffusion, a Case II diffusion process indicates that the relative rates for diffusion and polymer relaxation are comparable [13]. This is a well-known [14] phenomenon for diffusion of organic species into polymer films, as is the case during the silylation process. In models for Case II diffusion, the rate of diffusion into the film is governed by the swelling associated with the reagent incorporation. This swelling creates a stress mismatch between the swollen silylated layer and the unsilylated resist [13]. The micrographs in Figure 4-5 clearly show that there is less swelling for the smaller feature sizes. Since the crosslinked areas of the film hinder the diffusion of silylating agent and do not swell, they impose a constraint on the swelling that occurs in the adjacent unexposed areas. As these boundary constraints move closer together for the smaller features, less swelling can occur, and thus the rate of silylation is further reduced.

A similar argument holds for the variation in silylation that occurs as a function of feature type. The amount of silylation for the isolated line is smaller than that for the lines in the grating structure. Additionally, the isolated spaces are well under their nominal sizes, since the swelling of the adjacent
areas has encroached on the exposed portion of the film. In the comparison between the isolated lines and the gratings, the aerial images are very similar, so the model does not predict any significant difference in silylation profile. However, the amount of crosslinking adjacent to the silylated region is much greater for the isolated line, and this would tend to impose a greater constraint on the amount of swelling that can occur. For the isolated space, the lack of any exposed areas adjacent to it allows those regions of the film to swell fully. This swelling causes additional stress on the exposed area so the amount of silylation tends to be greater than would be predicted from the aerial image.

Figure 4-5. Scanning electron micrographs of plasma-stained silylation profiles of line-and-space patterns for features (a) 0.8, (b) 0.6, (c) 0.5, and (d) 0.3 \( \mu \text{m} \).
One theoretical treatment of Case II diffusion relates the swelling front velocity (or in this case the silylation rate) to the extent to which the swelling stress exceeds the critical stress for crazing [15]. This approach leads to a three-parameter equation containing an Arrhenius expression with a parameter $K$, the critical swelling stress $\sigma_c$, and an activation energy $E_a$:

$$\frac{dv}{dx} = K(\sigma - \sigma_c) \exp\left(-\frac{E_a}{kT}\right).$$  \hfill (4.1)

It is apparent from Figure 4-4 that whereas our initial model predicts a small amount of swelling at the edge of the features, none occurs since the critical swelling stress has not been exceeded. The model can be improved by including the Case II diffusion effects, which will require determining $\sigma_c$ and $K$. We have assumed that the critical swelling stress is attained at the edge of the experimentally observed profile, as shown in Figure 4-6. The swelling is proportional to the silylation depth (40% of the total thickness), which is in turn proportional to the dose. Thus, the critical stress occurs at a fixed dose, and the amount of silylation in this revised model is determined by the difference between the exposure dose and this critical swelling dose. The factor $K$ is then determined by matching the thickness of the silylated region in the center of the feature. With these two parameters the depth of silylation is then recalculated, based on the aerial image and the critical stress model, and is in much better agreement with the experimental data, as indicated in Figure 4-6.
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5. HIGH SPEED ELECTRONICS

5.1 SCANNING TUNNELING MICROSCOPY OF FIELD-EMISSION CATHODES

The realization of RF power tubes having significantly improved efficiency demands that traditional heated thermionic cathodes be replaced by novel cathode structures that emit electrons at room temperature via field emission. The use of such field-emission cathodes in traveling-wave tubes is projected to improve the power-added efficiency by 10–20%. In addition, semiconductor microfabrication technology now enables extremely small vacuum microtriodes to be built, in which the cathode-anode and cathode-grid spacings are < 1 μm. The use of thermionic cathodes in these devices is impractical, both because the heat from the cathodes can degrade the nearby electrodes and because the emission current density from thermionic cathodes is too low to enable useful operation of these devices in the microwave range.

We are now using a scanning tunneling microscope (STM) to evaluate the emission properties of candidate materials for field-emission cathodes. A schematic cross section of our STM is shown in Figure 5-1. In one measurement mode, the tip in this instrument can be precisely scanned over a sample within a few angstroms of the surface to detect and image the emission from individual atoms. Figure 5-2 shows an STM image of a graphite surface that was taken in this mode as part of a qualification test for our STM. This figure clearly demonstrates the atomic-resolution capability of the instrument. In an alternative measurement mode, the instrument tip can be scanned over the sample at a larger tip-sample distance of tens or hundreds of angstroms to characterize the average emission over the cathode surface. It is this mode that we are using for our cathode studies.

Figure 5-3(a) shows a scanning electron micrograph of a field-emission cathode comprising an array of molybdenum knife edges fabricated on a silicon substrate, and Figure 5-3(b) presents an STM image of the emission from the same array. The emission is quite uniform along each knife edge in this sample. The slight differences in shape between the knife edges and their emission profiles are due to roughness of the STM scanning tip as well as its finite radius of ~ 10 nm.

To enable rapid evaluation of the emission from a variety of cathode materials, we have recently installed the STM in an ultrahigh-vacuum evaporator as shown in Figure 5-4. In this arrangement the sample faces two electron-beam guns that are used to evaporate fresh coatings of different materials onto the knife edges. The degree of emission, the emission uniformity, and the work function of each material are assessed using the STM as shown in the inset. The gas inlet in the evaporator enables gases such as oxygen to be introduced onto the cathode surfaces to determine the effects of contamination on the emission.

C. O. Bozler
S. Rabe
Figure 5-1. Schematic cross section of a scanning tunneling microscope (STM).
Figure 5-2. STM image of a graphite surface. Each bright hillock represents one carbon atom.
Figure 5-3. (a) Scanning electron micrograph and (b) STM image of a field-emission cathode comprising an array of molybdenum knife edges fabricated on a silicon substrate. The periodicity of the array is 0.32 μm.
Figure 5-4. Schematic of the ultrahigh-vacuum evaporator with STM installed.
6. MICROELECTRONICS

6.1 1024 × 1024 FRAME-TRANSFER CCD IMAGER

In previous reports we have described a 420 × 420-pixel frame-transfer charge-coupled device (CCD) imager [1]. This device has been used in multichip arrays for low-light-level visible-band imaging and for soft x-ray spectroscopic imaging [2], and it also has provided a vehicle for much of our work on back illumination [3] and radiation hardening [4],[5]. However, a larger version of the device is desirable for the above applications where a broad field of view demands large focal-plane coverage but with a minimum number of chips. The high yields on recent lots of the 420 × 420 device indicate that our processing technology can readily support a much larger chip. Here, we describe a new 1024 × 1024-pixel device and some initial test results.

The new imager is depicted schematically in Figure 6-1 and resembles in many respects the smaller imager. As was the case with the 420 × 420-pixel device, this imager is fabricated with the three-phase, triple-polysilicon n-buried-channel process and is designed to allow close abutting to other imagers on three sides of the imaging array. However, the pixel sizes are somewhat smaller than previously, being 24 × 24 μm in the imaging section, and 13.5 × 21 μm along the vertical and horizontal dimensions, respectively, in the nontapered portions of the frame store. Also, for this device the minimum gap between adjacent chips on the left and right sides is ~ 30 μm larger because clock lines run along both sides of the imaging array, as opposed to a single side in the smaller chip. Driving the imaging array gates from both ends reduces the rise time for charging the polysilicon gates by 4 times compared to single-ended excitation. This rise time limits the transfer rate from imaging array to frame store, and with a single set of clock lines the transfer time would have been unacceptably long.

Another requirement for this device was that it have noise performance comparable to that of the smaller chip at a 5-Hz frame rate. Since the new device has almost 6 times more pixels, the output data rate would likewise be 6 times greater for the same frame rate. This higher rate would degrade the noise performance as well as necessitate a redesign of the output circuit to increase its bandwidth. The solution to this problem that avoided a redesign was to use four output ports. This was done by separating the frame store into two halves, each containing 512 columns. The output register for each frame store has an output circuit at both ends, for a total of four ports. Each output register can be clocked entirely to either the left or right (for two-port operation) or with each half of the register clocked toward the respective outputs (for four-port operation).

This device is currently being fabricated on 100-mm wafers, in contrast to the 3-in.-diam wafers used for the smaller imager. In spite of the larger area, only four chips can fit on the wafer because of the very large die size (25 × 40 mm). For a device of this size, yield is of great concern. For the first lot, ~ 80% of the devices were free of basic defects such as gate gate and gate-substrate shorts. This is somewhat better than the yields projected from the smaller device and indicates that much larger devices, perhaps as large as an entire 100-mm wafer, are feasible. Figure 6-2 shows a photograph of the new device in a 72-pin package (right) and, for comparison, the 420 × 420 device in a 44-pin package (left).
Figure 6-1. Schematic representation of the 1024 x 1024-pixel frame-transfer CCD imager. The imaging and frame store areas each have two additional rows of pixels to allow for misalignment of a light shield and other design-related factors.
Preliminary testing of this device has confirmed the basic operating modes and revealed no design flaws.
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6.2 VARIATION OF CHARGE-TRANSFER INEFFICIENCY WITH CHARGE PACKET SIZE IN PROTON-IRRADIATED CCDs

In space-based applications of CCD imagers, bulk traps can be created in the buried channel by naturally occurring high-energy proton bombardment. These traps lead to an increase in the charge-transfer inefficiency (CTI) of the device, which can be improved by a modified buried-channel profile [5]. This special profile consists of an additional buried-channel implant in the form of a narrow potential trough that confines charge packets to a smaller volume and thereby reduces contact between the packets and the electron traps.

This report describes measurements of CTI on proton-irradiated CCD devices for charge packets of varying sizes. The measurements were performed on a 420 x 420 CCD, containing a trough, that had been subjected to $5.5 \times 10^{10}$ protons/cm$^2$ with an energy of 40 MeV. The procedure for measuring the CTI consisted of clearing all pixels at the temperature of interest (either -75 or -115°C) and then uniformly illuminating the device so that it appeared as shown schematically in Figure 6-3(a), where a darker tone represents more electrons in a pixel. The frame store region was then cleared of charge, and several seconds were allowed to pass so that traps in the frame store region could empty, as shown in Figure 6-3(b). The charge in the imaging array was clocked through the frame store region, as shown in Figure 6-3(c), and all 420 pixels in each row were then read out and summed off chip. During clocking through the frame store region, the first one or two rows lose some electrons to the empty traps in the frame store. The amount of charge per row is illustrated in Figure 6-3(d), where the upper rows still contain the original $Q_0$ charges per pixel, while the charge for the first row is diminished by the quantity $Q_{\text{loss}}$. The procedure was then repeated using a different time of illumination to obtain different values for $Q_0$.

$Q_{\text{loss}}$ measurements are converted to CTI of a parallel transfer in the frame store, and the CTI is plotted against the size of the charge packet in Figure 6-4. The upper and lower curves represent measurements made at -75 and -115°C, respectively. (The two square data points indicate the CTI of this device as measured previously using an Fe$^{55}$ x-ray source that produces packets of 1620 electrons.) It is apparent, at either temperature, that the CTI is worst for packets less than $100$ electrons. It is preferable to operate devices at -115°C, which was previously shown to be the optimum temperature for operation of irradiated CCDs made of similar material using 1620-electron packets [6]. The curves go through minima around $3 \times 10^4$ electrons and local maxima near $7 \times 10^4$ electrons. Two-dimensional solutions of Poisson's equation, using the CANDE program, support the hypothesis that the increase in CTI beyond $3 \times 10^4$ electrons is due to charge overfilling the trough and spilling over into the full width of the channel, exposing the electrons in the packet to more traps. With further increases in charge packet size, the CTI reaches a maximum and then decreases again.
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Figure 6-3. Schematic representation of procedure for measuring charge-transfer inefficiency (CTI) of a CCD containing proton-bombardment-induced traps: (a) flat field illumination of imaging array and frame store, (b) clocking out of charge in frame store, (c) clocking of filled pixels from imaging array through frame store, and (d) charge distribution in rows after readout and summation.
Figure 6.4. Dependence of CTI on electrons/packet in a proton-bombarded CCD. Data were acquired at -75 and -115°C. The two square data points indicate the CTI of the device as measured previously using an Fe⁵⁵ x-ray source that produces packets of 1620 electrons.
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7. ANALOG DEVICE TECHNOLOGY

7.1 MEASUREMENT AND MODELING OF NONLINEAR EFFECTS IN STRIPINES

Our measurements and analysis showing that the surface impedance $Z_s$ in YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) is a function of the RF magnetic field $H_{rf}$ have been reported previously [1],[2]. Here, we report a complete characterization of the nonlinear effects in high-quality thin films of YBCO by determining $Z_s = R_s + iX_s$ as a function of frequency $f$, temperature $T$, and RF magnetic field, where $R_s$ is the surface resistance, $X_s = \mu_0\omega\lambda$, $\mu_0$ is the permeability of free space, $\omega$ is the angular frequency $2\pi f$, and $\lambda$ is the penetration depth.

Nonlinear effects are of interest as a means of understanding the loss mechanisms in the high-$T_c$ materials. These materials have been marked by a large residual surface resistance, which has not yet been satisfactorily explained. It is hoped that better understanding of the nonlinear effects will also lead to better understanding of both the residual values and other sources of loss, such as from flux penetration in the mixed state.

In addition, the nonlinear effects can be used as a diagnostic tool for the material. A potential source of nonlinearities is Josephson-junction weak links that result from large-angle grain boundaries or possibly from inclusions of other phases or nonstoichiometric material. Changes in the growth conditions, e.g., a higher deposition temperature, can sometimes eliminate such nonidealities. It may be that determination of the nonlinear RF surface impedance is one of the most sensitive methods to detect these and other defects in the films.

The basic measurement method, which is based on a stripline resonator, has been described in detail previously [3],[4]. The films used are grown epitaxially on LaAlO$_3$ by off-axis in-situ sputtering [5]. These very high quality films have a low-field surface resistance comparable to that of other high-quality films grown by alternative methods [6],[7].

We divide the evaluation of nonlinear effects into two parts, $X_s$ vs $H_{rf}$ and $R_s$ vs $H_{rf}$. To determine $X_s = \mu_0\omega\lambda$, we measure the shift in resonant frequency $\Delta f$ as the input power is increased. Using $\Delta f$ and the calculation of the inductance per unit length of the stripline as a function of $\lambda$, we can calculate the change in $\lambda$ as a function of $H_{rf}$ [2]. To determine $R_s(H_{rf})$ we measure the resonator $Q$ vs input power. Then $R_s$ is calculated from the $Q$.

Typical curves for $\Delta f/f$ vs RF current and $R_s$ vs $H_{rf}$ are shown in Figures 7-1 and 7-2, respectively. The results were obtained at 77 K for a resonator made of material with $T_c = 86.4$ K and operating at its fundamental resonance of 1.5 GHz. Figure 7-1 also illustrates a fit to the data derived from an exact calculation of $\Delta f/f$ using Ginzburg-Landau theory as discussed in [8]. Compared to changes in $R_s$, the changes in $\lambda$ ($\Delta\lambda/\lambda < 10^{-3}$) and therefore in the inductance of the stripline were small. Because of the small changes in $\lambda$, we have used the low-power current distribution in the analysis of the nonlinear $R_s$ results that follow.
Figure 7-1. Shift in resonant frequency vs RF current. The solid line was calculated numerically using the exact Ginzburg-Landau solution for the stripline geometry with $H_c = 250$ Oe. The dotted line used $H_c(T) = 300$ Oe and illustrates the sensitivity of the calculation to $H_c$.

Figure 7-2. Typical $R_s$ vs $H_{rf}$ curve, here for $T = 77 K$ and $f = 1.5$ GHz. The graph is divided into three regions of $H_{rf}$ that we used to model the results: low-field weak links, intermediate-field Meissner region, and high-field Bean model. The solid line is a fit of $R_s = a + b (f, T) H_{rf}^2$ to the results in the Meissner region, and the dot-dashed line is a fit that takes into account flux penetration.
Figures 7-3 and 7-4 show the temperature and frequency dependences of $R_s$ vs $H_{rf}$, respectively, for the same resonator as in Figures 7-1 and 7-2. Two other resonators from films of very similar quality have shown behavior qualitatively the same as in these figures. The conclusions that we draw about the loss mechanisms are the same for all of the resonators we have examined. Figure 7-2 illustrates the model used to fit our results for $R_s(H_{rf})$.
At low field \((H_{\text{rf}} < 10 \text{ Oe})\), \(R_s \) vs \(H_{\text{rf}}\) shows very small scale structure, which is not visible in Figure 7-2. This structure probably results from weak links [9]. We focus here on the technologically interesting behavior at higher fields. Our results can best be explained by dividing them into (1) the Meissner (intermediate-field) region and (2) the mixed-state (high-field) region, which are separated at a field that we define as \(H_{\text{c1,rf}} \) (~ 50 Oe in Figure 7-2), where the onset of flux penetration becomes observable. In the Meissner region the surface resistance follows the functional form \(R_s^M = a + b(f,T)H_{\text{rf}}^2\), where \(a\) and \(b\) are fitting parameters. The solid line in Figure 7-2 is a fit of this form to the data in the Meissner region. The fit is consistent with that estimated from time-independent Ginzburg-Landau theory [10].

Figure 7-2 shows a significant deviation from the \(H_{\text{rf}}^2\) dependence (solid line) for \(H_{\text{rf}} > 50 \text{ Oe}\), which leads us to propose flux penetration as the explanation. When the maximum field at the edge of a current-carrying line exceeds \(H_{\text{c1}}\), vortices begin to appear. This means the current distribution is determined by the London penetration depth in the Meissner state and by the Bean critical state model [11] in the mixed state. In the Bean critical state model the extra losses due to flux penetration result from hysteresis. Using this model, Norris [12] calculates the hysteresis loss per cycle per unit length, \(L_c\), for an isolated thin strip carrying a dc current and obtains

\[
L_c (F) = I_c^2 \frac{H_{\text{rf}}^2}{\pi} \left[ (1-F) \ln(1-F) + (1+F) \ln(1+F) - F^2 \right],
\]

where \(F = I_{\text{rf}}/I_c\) and \(I_c = I_{\text{rf}} A\), with \(I_{\text{rf}}\) being the RF current, \(J_c\) the dc critical current density, and \(A\) the cross-sectional area of the strip.

Using the Norris result [12] to generate an approximate expression for the effective surface resistance for hysteresis losses resulting from flux penetration, we obtain

\[
R_s^B = \frac{f G(T) L_c}{I_{\text{rf}}},
\]

where \(G(T)\) is a geometric factor. In the region where \(H_{\text{rf}} > H_{\text{c1,rf}}\), the total effective surface resistance is given by the sum of the Meissner expression and the hysteresis expression, \(R_s = R_s^M + R_s^B\). At sufficiently large \(H_{\text{rf}}\), \(R_s^B\) dominates over \(R_s^M\). In Figure 7-2 the dot-dashed line, obtained by adjusting \(G\) and \(J_c\), is a fit that takes into account flux penetration.

With this model of the \(R_s(f,T,H_{\text{rf}})\), we can discuss the curves of Figures 7-3 and 7-4. Figure 7-3 shows \(R_s \) vs \(H_{\text{rf}}\) at 1.5 GHz with temperature as a parameter, and Figure 7-4 shows \(R_s \) vs \(H_{\text{rf}}\) at a fixed temperature, \(T = 67.3 \text{ K}\), with frequency as a parameter. In principle, data could be obtained at higher frequencies, but only those modes shown had sufficient signal-to-noise ratio to be measured. In order to obtain better data at higher frequencies, resonators with stronger coupling must be used. This option is being investigated. The fitting procedures for the curves of Figures 7-3 and 7-4 were identical to those used for Figure 7-2.

In the high-field region, the frequency dependence of the surface resistance changes from \(R_s \propto f^2\), which holds for the intermediate-field region, over to \(R_s \propto f\). This is most clearly indicated in the curves of \(Q\) vs RF current for the first two modes of the resonator, shown in Figure 7-5. At low field the \(Q\) is approximately proportional to \(1/f\), as one would expect for \(R_s \propto f^2\) because \(Q \propto \beta R_s\). As the power is increased the \(Q\) curves merge, and at high power the \(Q\) is independent of frequency, which is a strong indication that \(R_s\) is now proportional to \(f\). Since losses proportional to frequency are typical of hysteresis, we propose that the losses found at high power are dominated by hysteresis.
Figure 7.5. $Q$ vs RF current for the first two modes of the resonator at $T = 77$ K. The curves merge at high current, showing that the frequency dependences of $Q$ and therefore $R_s$ change at high power.

It remains unknown whether the power dependences deduced from our measurements are an intrinsic property of the material. This question is very important for applications of these materials in microwave-frequency passive devices, such as resonators and filters, in which lower nonlinearities would be desirable. If the power dependences are not intrinsic to the material, then efforts undertaken by the material fabricators should improve them. We have previously observed [3] larger dependences than those reported here, so we know that variations are possible.
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