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Abstract
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JSEP ANNUAL REPORT

January 11, 1992 - January 10, 1993

Introduction
The JSEP contract supports a program of unclassified basic

research in electronics conducted by faculty members of the
Electrical Engineering Department of Stanford University as a
component of the research program of the Stanford Electronics
Laboratories. The Stanford Electronics Lab JSEP Director and
Principal Investigator is Professor James Harris. He is responsible
for the selection of the best individual proposals, coordination
between Stanford and the JSEP TCC and coordination between the
selected areas of the JSEP Program. In planning the JSEP Program at
SEL, a general objective is to develop new projects with 3-4 years
of JSEP sponsorship, leading to a transition to more conventional
DoD or other agency program funding. Since this type of funding
often requires 12-18 months in the proposal, evaluation and
budgeting stages, the flexibility in JSEP funding allows us to seize
new opportunities and initiate programs which might otherwise be
delayed for a significant period. An outstanding example of this
funding initiation was the Molecular Beam Epitaxial growth of high
temperature superconductors four years ago, which was supported
by JSEP for two years while the DoD high Tc programs were being
organized, proposals evaluated and finally funded. This project was
the nucleation for the DARPA supported collaborative program with
Varian Associates. similarly, the observation of strong visible light
emission for porous Si stimulated a change in the Ultra-Small
Structures work unit which has produced very impressive results in
a short time that would have been Impossible to achieve without the
flexibility afforded by JSEP funding.

The technical knowledge developed under the JSEP contract is
widely disseminated through sponsor reviews, presentations of
papers at technical meetings, publications in the open literature,
discussions with visitors to the laboratories, and publication of
laboratory technical reports (Ph.D. dissertations). Highlights of four
projects are described below. Following these highlights, the
specific objectives and progress in each work unit are reported.

The recent observations of room temperature visible

photoluminescence and electroluminescence from electrochemically

2



etched porous silicon has rekindled interest in the potential of using
silicon as an optical material. We have successfully fabricated high
aspect ratio Si nano-wires using a combination of high resolution
electron beam lithography and anisotropic reactive ion etching. We
demonstrated that it is possible to engineer the profile of the Si
nano-wires by intentional introduction of Chromium (Cr) into the
Chlorine (C12) reactive ion etching chamber. With thermal oxidation,
the Si core diameter can be further reduced to below 10 nm. A
transmission electron microscopy (TEM) technique was developed to
obtain the precise structural information of the Si nano-wires and
lattice images of the Si cores surrounded by oxide skins were
obtained with this technique. Photoluminescence was also observed
from these Si nano-wires. 0

Low temperature processing is increasingly important, especially
for large area liquid crystal displays which are on glass substrates.
Si films become amorphous when deposited below 6000C, thus
limiting the quality of low temperature films for thin film
transistors (TFT) and poly gates for the MOSFETs required for the
active matrix switches in these displays. Poly-SiGe films with Ge
mole fractions up to 0.6 are completely compatible with standard
VLSI fabrication processes. We demonstrated deposition in
commercially available LPCVD equipment using silane (SiH4) and
germane (GeH4) as the gaseous deposition sources at a temperature
of 400 0C. these films can also be crystallized at lower temperature
(550 0C), and annealed for dopant activation at lower temperature
(5000C) than pure poly-Si films. We also demonstrated that grain 0
boundaries in such films can be passivated by hydrogen implantation.

Nd2-xCexCuO4+d (NCCO) and its relatives are particularly
interesting because they are the only n-type HTSCs that have been
discovered so far. All of the n-types have a relatively low Tc 0
(-250K max) and rather conventional physical properties, in contrast
to the abnormal properties seen in YBCO and Bi2212. With only one
CuO2 layer per unit cell, they are also much simpler. We have
recently succeeded in revealing the Fermi surfaces of NCCO with
x-0.15 and and x-0.2. The observed Fermi surface of NCCO is a
rounded corner square with strong nesting along the (100) direction
and it can not be reproduced theoretically with only nearest neighbor
interactions. This suggests that the next nearest neighbor
interactions must be considered. We have also observed a change of
the Fermi surface that is consistent with a band filling scenario.
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This is the first time a Fermi surface change with doping has been
observed in a HTSC and this is important to understand the doping
behavior of cuprate superconductors.

Packet-based transmission of digitally coded images and video
over channels exhibiting loss presents a reconstruction problem at
the decoder. Compensation for information lost in transmission is
required, via retransmission, redundant transmission, or
reconstruction techniques using only the received information. We
have developed a frequency-based reconstruction technique for lost
transform coefficients of known locations, applicable to both
luminance and chrominance components, requiring no redundant
transmission of information, and using all received information.
This technique performs well under both partial and complete loss
of coefficients in a block and can also satisfactorily reconstruct
multiple adjacent affected blocks. The video reconstruction
technique was evaluated using three types of real-time video
sequences. Compared with other reconstruction methods, our
technique reconstructs both spatial information and low movement
sequences at very low hardware cost, and the reconstructed image
quality is excellent, with minimal errors occurring in fast
movement and detailed sequences.
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Unit: 1

TITLE: Investigation of Transport
In Quantum Dots

Principal Investigator: J. S. Harris, Jr.

Graduate Students: C. Durufz and M. Youssefmir

1. Scientific Objectives
With recent developments in e-beam lithography techniques, it

has become possible to fabricate devices with minimum feature
sizes on the order of 100nm. Two dimensional electron gas (2-DEG)
structure implemented with GaAs technology is an exceptionally
convenient system for studying these nanoscale devices. Because of 0
the future promise that these devices show, we shifted our focus
towards them after finishing our Investigation of High Speed
Devices.

2. Summary of Research
A particularly interesting nanoscale device is called "Quantum

Dot", a submicron region of a semiconductor which confines some
number of electrons. In such small quantum dots, one may see
significant electron-electron interaction effects, a particular one
being called Coulomb Blockade. In the famous experiment done at •
MIT [Meirav], the tunable density electrons in a single dot were
coupled to two semi-infinite leads by tunnel barriers. Then the
linear response conductance of the sample was measured as a
function of the electron density in the dot. The amazing result was
that, the conductance was periodic, the period being proportional to
the charging energy required to add a single electron to the dot. This
occurs because the tunneling of an electron is "Blocked" due to the
"Coulomb" repulsion with the charge already existing in the dot
depending on its amount.

Later, the detailed study of the peaks showed that, the amplitude
and width of the peaks depend on the quantum levels of the dot
[Meir]. Another experiment allowed the study of these levels, in the
presence of a magnetic field [McEuen]. Today, the single dots are •
quite well understood.
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Although the temperature to observe Coulomb Blockade is low
presently, the scaling of the device by 10 would increase the
charging energy by 100 since it depends on the area of the device.
This would make it possible to go to temperatures higher than liquid
Nitrogen in the very near future, therefore possibility of device
applications. Moreover, it is very important to study this
fundamental limit of correlated transport of electrons (i.e., one at a
time).

2.1 Quantum Dot Arrays
Another system which shows Coulomb Blockade oscillations is

the series combination of two AI-A120 3 tunnel junctions. For this
material system, one and two dimensional arrays have been
fabricated, and very interesting physical effects such as charge
soliton transport [Amman] and KTB phase transition [Mooij] were
observed. Since the metal islands have very high carrier
concentration, the states at the fermi level are very close to, each
other, therefore the quantum levels do not have any significant
effect in the experiments in contrast to semiconductor quantum
dots.

By being motivated with the experiments in Al tunnel junctions,
and single dots, we decided to investigate the transport in one and
two dimensional arrays of dots in GaAs material system, which is
likely to be more prolific because of the possibility of adjusting the
electron concentration and quantum levels.

2.2 Physics of Quantum Dot Arrays
2.2.1 One Dimensional Arrays and Charge Solitons

One dimensional arrays show interesting physical effects. In
particular, in the intermediate coupling limit which occurs when Co
is not much smaller than C where C is the capacitance between two
dots and Co is the capacitance to ground, an excess charge in a dot
affects nearby nodes causing some nonuniform charge distribution.
This distribution has a width related to the ratio of the above
capacitances and behaves like a particle, hence usually called a
"Charge soliton" [Amman]. The importance of solitons is due to the
fact that they are quite insensitive to the background potential
fluctuations, regarding transport (Fig. 1).
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2.1.2 Two Dimensional Arrays
If the array is very regular, and the interactions of the electrons

located at second nearest neighboring dots are neglected, the
electrons interact with a logarithmic potential [Mooij], therefore it
is likely to show KTB (Kosterlitz-Thouless-Berzintskii) phase
transition at a critical temperature. One can think of this transition
as the unbinding transition of soliton-antisoliton pairs, which are in
a bound state for temperatures lower than the critical one. But
since the off diagonal interactions are not negligible in
semiconductors, the nature of this phase transition is expected to be
different or even smeared out.

In the irregular array limit, which is a more realistic
consideration, one might expect to see percolating behavior: the
number of electrons in each dot will be randomly distributed around
some value due to imperfections of e-beam lithography and randomly
distributed ionized donor impurities. Moreover the dots will have
different energy levels than each other. For a single quantum dot the
width and height of a conductance peak depend on the energy levels
as well as the temperature (Fig. 2). As the temperature is
increased, the conductance between individual dots will increase.
There will be different threshold temperatures for each pair of dots.
So some region of the sample will be conducting at a lower
temperature than the other regions. If there is not a connecting path
though, the whole array is still insulating. At a critical temperature,
the growing clusters will connect and the sample will be conducting.
Computer simulations with temperature dependent 2-D resistor
arrays demonstrate the same behavior.

2.3 Implementation of Quantum Dot Arrays
2.3.1 Two Dimensional Electron Gas (2-DEG)

To implement the arrays, high quality two dimensional electron
gas (2-DEG) structures were grown by Molecular Beam Epitaxy (MBE),
at Stanford Solid State Laboratories. Two different designs were
chosen to study different limits: the first design aimed to get
highest possible electron mobility with the MBE machine at
Stanford. The second design aimed to get low carrier concentrations
such as 9x10 10cm- 2. The first design had a 300A spacer layer and
170A doped AI0.34Ga 0.6As layer. The second one had a spacer of more
than 900A. To decrease the effect of impurities in the samples,
several tricks were used: a superlattice buffer which traps the
unwanted atoms and makes the 2-DEG grown after few hours cleaner.
Outgasing the sources before the growth, that is to heat to sources
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to a higher temperature than the growth temperature to get rid of
the impurities in the source. Opening the Al shutter just before the
growth, so that it reacts with foreign atoms, and cleans the
machine. After around ten runs, we could get several first design
wafers with mobilities close to 1,000,000cm2/Vs, and several low
concentration wafers with mobilities around 400,OOOcm 2 /Vs which
is quite a good result for a 9x10 10cm- 2 density 2-DEG (Fig. 3). These
mobility results were confirmed by several Quantum Hall Effect
measurements, in Ginzton Laboratories at Stanford.

2.2.2 Processing and Electron-beam Lithography
The next step has been the fabrication of the arrays. For making

the devices, first we used a standard optical lithography procedure 0
to define the mesas for devices, and put the ohmic contacts which
consisted of 250A Ni, 150A AuGe alloy and 2200A Au, annealed at
440C for 2 mins. This makes the devices ready for the e-beam
lithography procedure. Another interconnect layer was evaporated
also, to define the coarse gates, and to have e-beam alignment
marks (4x4mm 2 squares at some specific locations) on the wafer
which are essential for alignment of the e-beam pattern to a
partially processed sample.

For e-beam lithography, first we used a standard pattern making 0

software called DW-2000 , to make a GDSII file which is the input
file format for the e-beam machine which will draw the patterns.
The patterns consist of plus sign like features repeated with a
spacial frequency of 0.8mm (Fig. 4). These regions will be exposed by
the e-beam and then will be etched to confine the electrons in the
space between them. Since the coupling between the dots depends
exponentially on the tunnel barrier thickness, we put arrays with
different dimensions, in particular different openings (0.3-0.5mm)
to be sure that we get few of the devices with the correct amount of
tunneling resistance. In the GDSII file there are fifteen 100x100,
four 20x20, four 5x100, five 20x2, three 100xl, two 20x10 arrays.
Moreover there are two e-beam patterned hall bars as test
structures. Each array has two control devices very close to it, one
double barrier, one single barrier. They will be controlled by the 0
same gate, and therefore we will be able to know the transparency
of each barrier in the array by looking at the nearby single barrier.

3. Future Work
The project is at the electron beam lithography step. Three pieces 0

from different wafers were optically processed, and are ready for
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electron beam lithography. We are expecting to get the exposure
done within the next two months. Meanwhile, we are collaborating
with the U.C. Berkeley Physics department regarding the usage of
their dilution refrigerator for the measurements. A standard AC
lock-in technique will be used for the measurements.

Meanwhile we are planning to get more 2-DEG wafers to make
more devices, and later study the transition regime between 1--D and
2-D.
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Unit: 2

TITLE: Physics and Applications of Ultra-small
Materials Structures

SENIOR INVESTIGATOR: R. F. W. Pease

RESEARCH STUDENT: H. Liu

Introduction
The recent observations of room temperature visible S

photoluminescence [Canham] and electroluminescence [Koshida] from
electrochemically etched porous silicon has rekindled interest in the
potential of using silicon as an optical material. In addition, it
raises many fundamental questions regarding the possibility of the
luminescence originating from the sub-5 nm silicon crystallites in
porous silicon. Theoretical studies of idealized Si quantum wires
based on tight-binding calculations [Sanders] and first principles
local density calculations [Hybertsen] also indicate that the
confinement induced transition from an indirect to a direct material
is a valid concept. However, to begin to understand this process
quantitatively, parameters relating to the intrinsic properties of Si
quantum wires are required. These properties can best be obtained
from well controlled and ordered nanostructures, which are the
subject of this study.

Scientific Objective
The main scientific objective of this study is to obtain precise

structural, electrical, and optical information from well behaved Si
nanostructures so that one can begin to understand their intrinsic
electronic structures.

Potential Applications
"• The ultimate technological goal is to explore the potential of Si 0

optoelectronic devices.

"* The processing and characterization technologies developed in this
study will be useful in the future implementation of ultra large
scale integration (ULSI). S
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* The nanostructures developed in this study can be used to
facilitate the study of the Si oxidation mechanisms [Liu(1)] and
the nucleation mechanisms of diamond growth on Si [Dennig].

Work Accomplished
* We have successfully fabricated high aspect ratio Si nano-wires

using a combination of high resolution electron beam lithography
and anisotropic reactive ion etching. It was also found possible to
engineer the profile of the Si nano-wires by intentional
introduction of Chromium (Cr) into the Chlorine (C12) reactive ion
etching chamber.

Fig. 1 SEM micrograph showing the high aspect ratio (35 nm in diameter
and 400 nm in height) of Si nano-pillars.

* With thermal oxidation, the Si core diameter can be further
reduced to below 10 nm. A transmission electron microscopy
(TEM) technique was developed to obtain the precise structural
information of the Si nano-wires. Lattice images of the Si cores
surrounded by oxide skins can be easily obtained with this
technique.
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Fig. 2 TEM micrograph showing a portion of a 8 nm crystalline Si core
surrounded by amorphous oxide skin.

" Because of the nondestructive nature of the TEM technique, we

were able to tract the evolution of an individual identical Si nano-
wire through a series of oxidation steps and to characterize the
oxidation process of these nano-wires.

"* Photoluminescence signal was obtained from these Si nano-wires
[Liu(1)].

"• Device structures based on making contacts to polyimide
planarized p-i-n Si nano-wires were fabricated. Preliminary
current-voltage characteristics indicate that reliable contacts
can be made to these nanostructures [Liu(2)].
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Fig. 3 A series of TEM
micrographs showing
an identical Si pillar
going through a series
of thermal oxidation
steps at 850 C.
(A: 3 hours; B: 4 hours;

C: 5 hours)

Fig. 4 SEM micrograph showing the tops of Si pillars protruding out of

the polyimide planarizing medium.
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Work In Progress

Techniques are being developed to fabricate and to align to a small
number of isolated Si nano-wires so that one can obtain the 0
intrinsic electrical properties of these structures without the
statistical variations.

Fig. 5 SEM micrograph showing the ability to construct and locate a

small number of isolated Si nano-pillars.

"* Once the contacting techniques are perfected, transparent
conductor will be used to make the electrical contacts to these
nanostructures. The optical properties of the light emitting
device structures will be characterized.

"* More elaborate TEM sample preparation techniques are being
developed to obtain even higher resolution images of the
crystalline Si core in the nano-wires. This allows one to detect
defects due to the processing and to begin uncover the oxidation 0
mechanisms in these nanostructures.

"* The necessity of making fine scratches on clean Si prior to
chemical vapor deposition (CVD) growth of diamond film on Si has
raised the issue regarding the effect of surface topography on the 0

19
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nucleations of diamond growth [Dennig]. The ability of fabricating
Si pillars of various sizes allows one to create controlled surface
topography and the diamond nucleations in a systematic fashion.
Moreover, the ability to grow high quality diamond on the Si nano-
wires also has device implication. Since diamond is a high band
gap material, it may be an efficient emitter for injecting carriers
into the high energy quantized states in the nano-wires. Efforts
are now being made to perform CVD diamond growth on the
fabricated nanostructures.
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Unit: 3

TITLE: Reactive Ion Profiling ef Heterostructures

PRINCIPAL INVESTIGATOR: C. R. Helms

GRADUATE STUDENTS: T. Beerling and R. Keller

Scientific Objectives
The initial objective of this work was to determine the surface

chemistry associated with the interaction of reactive ions with
GaAs and other semiconductor surfaces. The objective of this work
is to determine how oxygen ion irradiation effects the quality of 0
diamond surfaces. In-situ Electron Energy Loss Spectroscopy (EELS)
and Auger Electron Spectroscopy (AES) are being employed in this
investigation. In addition, we are continuing work begun on the
previous program on metal-GaAs interfaces [Kniffin, '90, Kniffin,
'91, Weiss, '90]. Here we are developing an oxidation process for the
selective removal of Ga from the near surface region of GaAs and
use this process t'o study stoichiometric effects on dopant diffusion
and activation.

Key results include determination of the mechanisms of oxygen
ion etching of diamond surfaces, observation of an "ideal" oxygen
terminated diamond surface and the use of GaAs selective oxidation
for dopant incorporation and activation.

The Effects of Oxygen Ion Bombardment to Damaged and
Undamaged Diamond Surfaces

We have found that 200 eV oxygen ions will remove damaged
(non-diamond) layers of diamond, leaving a sp2 free surface. The
oxygen bombardment provides surface atomic oxygen with the 0
dissociation of oxygen ion molecules, or by direct impingement of
atomic oxygen ions, which etch carbon. Any damage created by the
200 eV oxygen ion bombardment is quite small in relation to the
etching rate, and also contained to a very shallow region, due to the
small ion range. Therefore, "good" diamond surfaces are obtained. 0
Higher energy oxygen ions (500 eV or higher) do not leave such ideal
surfaces. Etching still occurs for these higher energy irradiations.
However, these physical sputtering/knock-on processes also creates
a higher rate of damage, apparently faster than the oxygen ions can
chemically etch or physically sputter.
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Figure 1 shows the EELS spectra for (100) natural diamond, taken
in the reflection mode at a primary energy of 500 eV. The spectra is
indicative of "good" diamond, with bulk and surface plasmons at 35
eV and 22.5 eV, respectively. Peaks are also seen at 9 eV and 14.5
eV, attributed to electronic transitions [Lurie]. EELS spectra for
synthetic diamond was seen to be essentially identical to the
spectra taken for (100) natural diamond. Figure 1 also presents
EELS spectra for a surface with lkeV Xe+ ions. damaged For
comparison, the EELS spectra of highly ordered pyrolitic graphite
(HOPG) is included. The bulk diamond plasmon is barely
distinguishable.

The EELS spectra for a damaged synthetic diamond exposed to 200
eV oxygen ions is shown in Fig. 2. During oxygen ion exposure, the X-
plasmon shifts from 4.5 eV to 5.5 eV. This can be explained as
oxygen ions etching the most damaged regions, which should also be
the least dense due to displacement of carbon atoms. With continued
oxygen ion exposure, the 7r-plasmon is seen to completely disappear,
as all the damaged diamond has been removed. The final spectra
(1.2x10 1 7 cm- 2 dose of oxygen ions) shown is similar to a "good"
diamond surface.

I I

Y (a

z (b

• (cC)

C (C
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Figure 1 EELS spectra of a): Natural (100) diamond, b): H2SO4 cleaned synthetic
diamond, c): Xe damaged synthetic diamond, 1 keV, 5x1 015 cm-2 fluence, d): HOPG.
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Figure 2 EELS spectra of initially Xe damaged (with 5x1 015 cm-2 Xe+ ions) synthetic
diamond exposed to 200 eV and lkeV oxygen Ions. For the 200 eV oxygen ion irradiation:
a): Xe damaged, b): 4.8xl015 cm"2 exposure, c): lx10 16 cm"2 , d): 2x10 16 cm-2 , e):
4x10 16 cm-2 , f): 8x10 16 cm-2 , g): 1.2x10 17 cmn2 . For the lkeV oxygen ion
Irradiation: h): Xe damaged, i): 1.1x10 17 cm"2 exposure.

As oxygen ion energy increases, the degree of recovery of "good"
diamond spectra decreases. At some point, no improvement is seen
in the EELS spectra after oxygen irradiation. This can be seen in Fig.
3; for 1000 eV oxygen ion exposure, essentially no improvement is
seen whatsoever after an appreciable fluence of oxygen ions.

We are also continuing studies on 2b natural diamond (naturally
conducting), where we find qualitative agreement with the results
obtained for synthetic diamond. Work is being continued on synthetic
diamond primarily to determine how ion irradiation of diamond
surfaces with oxygen and inert ions effect I-V characteristics of
metal diamond interfaces, as it has been shown that inert ion 0
irradiation will change I-V characteristics [Tachibana].
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To determine the surface structure of oxygen ion irradiated
diamond surfaces, Low Energy Electron Diffraction (LEED) will be
performed on (100) natural 2b diamond surfaces. Surface
reconstructions, crystalline integrity as a function of incident
oxygen ion energy, as well as recovery of crystallinity from damaged
surfaces will be investigated.

Selective Oxidation of Gallium Arsenide
We have developed a selective oxidation process for the removal

of Ga from the near surface region of GaAs. We have applied this
process to the study of diffusion of Ge and Si from deposited surface
layers. Our results show how the removal of gallium from the GaAs
substrate can be controlled with the selective oxidation process,
thereby controlling the diffusion of Ge from a deposited layer via Ga
vacancy formation. Initial results for diffusion of Si from a
deposited layer using our selective oxidation process show promise
for the creation of n+ doped GaAs wi`L electron concentrations

* greater than 1019 cm-3 .

In the selective oxidation process, a material is annealed in a
H20/H 2 ambient, where the partial pressure ratio of water to
Hydrogen, P(H 2 0)/P(H2), can be varied. The adjustment of the partial

* pressure ratio allows for the oxidation of elements whose oxides
have large free energies of formation while preventing oxidation of
other elements. This technique was first successfully used for the
selective oxidation of Si in the presence tungsten [Kobyashi]. The
selective oxidation of Ga in an GaAs system was previously

* demonstrated in this lab [Weiss] for the formation of metal-arsenide
contacts to GaAs free of gallium containing compounds (i.e. metal-
gallides).

We have investigated the use of selective oxidation to control the
* stoichiometry of the near surface region by removal of Ga from the

substrate in the form of gallium oxide. To create an arsenic rich
region at the surface, the GaAs was capped with a thin Si02 layer
(250A), allowing diffusion of gallium to the surface and H20 and H2
to the substrate while preventing liberation of arsenic. These
structures were then oxidized using either water vapor in an Ar
carrier or a mixture of that and hydrogen. The water vapor pressure
in the Ar was regulated between 20 and 250 Torr by controlling the
water bubbler temperature.

0
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We have characterized the oxidation process using Auger sputter
profiling. Fig. 3 shows three Auger sputter profiles which clearly
show the effect of varying the partial pressure ratio on the
oxidation of GaAs with a thin SiO2 encapsulant. In all cases, the
250A SiO 2 samples were annealed for 30 min. at 700°C. In Fig. 3(a),
the partial pressure ratio of P(H20)/P(H 2 ) = 0.7. In this case, a large
amount of gallium has formed a layer of gallium oxide between the
SiO 2 and GaAs. A large excess of arsenic is clearly seen under the
gallium oxide. For temperatures < 7000C, oxidation of the 250A SiO 2

samples produced a gallium oxide below the SiO 2 , indicating that
the indiffusion of water and hydrogen was dominant. For
temperatures above 900 0C, the gallium oxide forms on top of the
SiO2, indicating that outdiffusion of the gallium was the dominant
kinetic process. In Fig. 3(b), P(H20)/P(H 2 ) = 0.35, and the amount of
oxide formed has been reduced. In Fig. 3(c) P(H2 0)/P(H2) = 0.19. No
oxide is found between the SiO 2 and the GaAs substrate.

We have applied the selective oxidation process to study the
effect of different stoichiometric conditions on diffusion and
activation of column IV dopants. Under conditions which do not
produce Ga vacancies in the underlying substrates, diffusion of Si
and Ge from a deposited surface layer is very slow [Chang]. However,
the diffusivity increases orders of magnitude under conditions
which produce an arsenic rich interface, such as exposure to As
overpressures [Antell], annealing with Ga permeable encapsulants
such as SiO 2 [Greiner], or As doping of the deposited Si [Kavanagh].
However, even though atomic concentrations of nearly 1020 cm-3
can be achieved these methods, electrically active dopant
concentration have not exceeded -5x1018 cm-3 for any of the above
methods. This is consistent with results for ion implantation as
well as MBE and MOCVD, where electrically active n-type dopant
concentrations are always < 1019 cm- 3 .

The first structure we investigated to look at dopant effects
consisted of a thin (35A) Ge layer capped by 250A of sputter
deposited SiO 2 . Figure 4 shows an Auger sputter profile of the
Si02/Ge/GaAs structure annealed for 30 min. at 6500 C under with
P(H 20)/P(H2) - 0.75. A gallium oxide layer has formed beneath the S

SiO2, with the excess As lying below, in the same region as the Ge.
The As and Ge have probably reacted to form GeAs.
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Figure 3 Auger Sputter profiles showing the effect of water/hydrogen partial pressures on the

oxidation of GaAs with a 250A S102 encapsulant at 7000C for 30 min.
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Figure 4 Auger sputter profile of oxidized SiO2/Ge/GaAs

In order to determine the effect of excess As on diffusion of Ge,
samples oxidized at 650°C for 30 minutes under various•
water/hydrogen partial pressures were annealed at 900°C for 2.5
min. in N2. The second higher temperature anneal was needed to drive
in the Ge dopants, as no diffusion was observed for T < 7500C.
Figure 5 shows the total electrically active dopants diffused into
the substrate as measured by a Van deer Pauw technique vs
P(H20)/P(H2) during the 6500C oxidation step. For P(H20)/P(H2)<:
0.025, no diffusion of dopants was detected. For P(H20)/P(H2) > 0.16,
the diffused electron concentration increases until it saturates at
P(H20)/P(H2) - 0.4.
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Figure 5 Diffused electron concentration vs partial pressure ratio for SiO2/Ge/GaAs
structure oxidized at 6500C with 9000C anneal.

* Further investigations of the diffusion and activation processes
from surface layers of Si and Ge will be performed. Specifically,
experiments similar to the above work are currently being done for
Si layers in order to explain the mechanisms involved in the
diffusion and high activation of the rapid thermal oxidation process
used by [Sadana]. Initial results indicate doping concentrations in
excess of 1019 cm- 3 can be obtained under certain ambient
conditions, higher than that previously obtained by Sadana for
oxidation without a subsequent rapid thermal anneal. Also, the
effect of stoichiometry on the activation of ion implanted GaAs will
be studied using the selective oxidation process.
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Unit: 4

TITLE: The Electronic Structure and Interfacial
Properties of High Temperature

Superconductors

PRINCIPAL INVESTIGATOR: W. E. Spicer

JUNIOR FACULTY: Z.-X. Shen

GRADUATE STUDENTS: D. S. Dessau

Scientific Objective:
The objective of this project is two fold: (1) to gain a sound

scientific understanding of the bulk electronic structure of the
recently discovered high temperature superconductors (HTSCs), and
(2) to apply this knowledge to the study of interfaces of the HTSCs
with other technologically important materials.

Summary of Research:
(1) Normal state Fermi surface of HTSCs

The normal state of cuprate superconductors exhibits many
unusual physical properties, in contrast to the conventional wisdom
of the Fermi liquid. This together with (a) the high Tc itself, (b) the
proximity to the antiferromagnetic Mott insulator, raise the
question whether HTSC in its normal state is a Fermi liquid.
Investigation of the experimental Fermi surface is crucial to
address this important issue.

a) 812212 Fermi Surface. Due to its superior surface
quality, Bi2212 is so far the only cuprate compound whose surface
structure has been proven to be consistent with the bulk by
structural tools such as STM and LEED. We have carried out
experiments to measure the Fermi surface over the entire 2D
Brillouin zone of this compound [1]. Figure 1 presents selected angle
resolved PES spectra from the whole valence band and the near EF.
On the basis of data such as those in Fig. 1, we obtained the
experimental Fermi surface as shown in Fig. 2. The various circles
represent the k-space locations sampled. The black circles
represent the locations where a band is observed to cross EF, with
the solid lines through the black dots representing the experimental
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Figure 1 Angle-resolved photoemission data from Bi2212. Cut 1 gives whole valence
band data while the other cuts give the high-resolution scans. The numbers marked
beside each spectra are angles 0 and s, as marked In the grid of Fig. 2

Fermi surface. This experimental Fermi surface can be well
described by LIDA or tight-binding calculations considering only the
udtwo CU02 planes per unit cell. The gray circles represent the k-
space location (near M)where a flat band very close to EF has been
observed (see for example the top portions of cut 2 and the bottom
portions of cut 5). These flat bands arrive from a saddle-point in
atthe band structure which happens to lie very near EF for Bi2212, and
will lead to a strongly anisotropic N(EF) which will be strongly
weighted near M. This may have important implications for
understanding many of the anomalous normal state [e.g. Hall effect,
susceptibility, thermopower] as well as superconducting state
properties [e.g. gap anisotropy (see below), magnitude of the Tc]
exhibited by most of the HTSCs. This saddle point is observed at EF
at the corresponding k-space location of YBCO, though is found to be
a few hundred meV below EF in the n-type superconductor NCCO [2].

S b) Nd2.xCexCUO4+d (NCCO). NCCO and its relatives are
particularly interesting because they are the only n-type HTSCs that
have been discovered so far. All of the n-types have a relatively low
Tc ('-25K max) and rather conventional physical properties, in
contrast to the abnormal properties seen in YBCO and Bi221 2. With
only one Cu02 layer per unit cell, they are also much simpler, in
contrast to the more complicated structures of YBCO and Bi221 2,
which have two CuO2 planes as well as the chain or BiO plane layers
which may be electrically active. These properties of NCCO reveal
the urgent need to study its electronic structure and Fermi surface.
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Figure 2 Experimentally measured Fermi surface with the E field of photon being 0
horizontal, as Illustrated. More Fermi surface crossings were observed with the E field
being vertical. The lines are results from a LDA calculation without considering the
mixing of Bi-O state and Cu-O states near EF.

Technically, NCCO is a very difficult system to study so that 0
earlier studies have failed to reveal structures near EF. As shown
in Figs. 3 and 4, we have recently succeeded in revealing the Fermi
surfaces of NCCO with x-0.15 and x-0.2 [2]. The observed Fermi
surface data points (shaded in gray) agree very well with the results
of a LDA calculation (solid line). The Fermi surface of NCCO is a S
rounded corner square with strong nesting along the (100) direction.
The observed Fermi surface can not be reproduced theoretically with
only the nearest neighbor interactions included. This suggests that
the next nearest neighbor interactions should be considered. As
shown in Fig. 5, we have also observed a change of the Fermi surface 0
that is consistent with a band filling scenario. This is the first
time a Fermi surface change with doping has been observed in HTSC
and this is important to understand the doping behavior of cuprate
superconductors. Finally, as mentioned in (a) above, the saddle
point which gives rise to the flat bands at EF in Bi2212 and YBCO is 5
observed to be -300 meV below EF In NCCO. The relatively simple
Fermi surface as well as the absence of the saddle point at EF may
be important for understanding why many of the "abnormal"
properties of Bi2212 and YBCO are more normal in NCCO. 0
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(2) a-b plane superconducting gap anisotropy in Bi2212
Figure 6 presents photoemission spectra above and below Tc of

Bi2212 at two different locations in k-space [3]. The spectra taken
at k-space location B hardly change above and below Tc, suggesting
that the gap is undetectable within our experimental uncertainty (±
2 meV). On the other hand, the spectra taken at A clearly show the
effects of the gap opening: the leading edge is shifted to higher
binding energy, and a high binding energy dip structure is observed.
The shift of the leading edge at A gives an order of magnitude
estimate of the magnitude of the gap, and is found to range from
approximately 12 to 20 meV depending upon the sample Tc. We have
done such measurements throughout much of the Brillouin zone, and
have found that the gap is always maximum near M and minimum
along the G-Y line, with a gap anisotropy of at least a factor 2. This
anisotropy is at least an order of magnitude larger than that in any
conventional superconductors (except for perhaps the heavy fermion
compounds). We have compared our results with various theoretical
models, and have found that all aspects of the data (the anomalously
large gap anisotropy, the detailed k-space variation of the gap, and
the possible existence of a node in the gap (e.g. the data at B
suggests a zero gap) can be easily understood if we assume the
superconducting order parameter of Bi2212 has dx2-y2 symmetry.
This is a very significant finding and it addresses the central issue
regarding the mechanism of superconductivity in cuprates.

(3) Metal-Superconductor Interfaces and the proximity
effect

We were the first to apply photoemission to the study of the
proximity effect [4], and we have continued these studies during the
past year. In our earlier studies we chose Au and Ag as normal
metal overlayers because we found these to be particularly
unreactive with the cuprates. These experiments yielded a null
result. A possible explanation for us not being able to detect the
proximity effect induced gap is that Au has a carrier density that is
two orders of magnitude higher than YBCO and Bi2212. In simple
terms, this means that a very small number of superconducting
quasiparticles will have to make a great number of carriers go
superconducting - a very unlikely process. We are in the process of
studying overlayers which should have both a low carrier density and
be non-reactive with the HTSC substrate.
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Unit: 5

TITLE: Semiconductor Laser Structures
for Optical Interconnects

PRINCIPAL INVESTIGATOR: S. S. Wong

GRADUATE STUDENT: S. Blellak

Scientific Objectives
The objective of this work is to study the interplay between

geometry and physics in a semiconductor laser in order to achieve high
efficiency optical emitter structures for applications in optical data
communication.

Summary of Research
Typically, the width of a laser diode is constrained to be on the order

of tens of microns if it is to operate with a single lateral mode (i.e.,
diffraction limited), as beyond this width internal self-focusing, or
"filamentation', effects force multimoded operation. Consequently,
single stripe AIGaAs/GaAs lasers are only capable of roughly one
hundred milliwatts continuous-wave (CW) output power in a
diffraction-limited spot. Commercially available multi-watt CW diode
laser systems suffer from poor, multi-moded output beam quality due to
the large numbers of individual lasing elements employed.

The concept of "unstable optical resonator" was developed a number
of years ago and is now widely used in conventional laser devices of
many different types. By using divergent rather than convergent
mirrors in the laser cavity, optical rays bouncing back and forth in such
a cavity will exhibit an exponential divergence outward from the axis.
Rather than executing stable periodic oscillations back and forth about
the cavity axis on repeated bounces as in a stable periodic focusing
system, rays in an unstable cavity diverge exponentially outward from
the cavity axis on repeated bounces. Despite this geometrically
unstable behavior for optical rays, when the diffractive properties of
optical waves are taken into account, an unstable cavity of this sort
still exhibits a perfectly stable set of resonant modes or lateral cavity
modes which can be used as the basis of laser oscillation. These modes
extend in general across the full width of the unstable cavity, and tend
to have somewhat larger output coupling than the modes in high-
reflectivity stable laser resonators. There is also typically a sizable
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Figure 1 Process flow for unstable resonator diode laser.

discrimination between the losses of the lowest-order and the next
higher-order lateral modes in an unstable resonator. As a result of this,
a laser device using an unstable resonator tends to oscillate only in the
single lowest-order lateral mode of the cavity. This in turn leads to a
single-mode or diffraction-limited output beam. Unstable cavity modes
are thus very well suited to extracting high power from the full width
of a wide-stripe diode laser.

Our work investigates means of fabricating unstable optical cavities
in AIGaAs/GaAs single-quantum-well heterostructures. The simplest
method is to etch a curved, concave mirror facet at one end of the
optical cavity, effecting beam divergence upon internal reflection of the

0 circulating field. In the past year, we have developed a three-level
process for producing unstable resonator diode lasers with such curved
mirrors (Fig. 1). PECVD SiO2 is used as the etch mask for a reactive ion
etch (RIE) of the laser mirrors. Currently, both the curved and the flat
cavity mirrors are etched. The RIE etch is performed using SiCI4 gas at

* 20 mTorr pressure, 0.60 W/cm 2 RF power density, 200V D.C. bias, and
fixed electrode temperature, producing laser facets of nearly 900 (Fig.
2). The GaAs and AIxGai-xAs layers etch at identical rates of
800A/min. This low energy process helps to reduce ion damage to the
facets while achieving anisotropy; the etch selectivity over the oxide
mask is greater than 10:1. We have not performed detailed studies of
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Figure 2 Cross-sectional SEM photograph of etched facet.

mirror surface roughness, though we have estimated it as X/5 from
high-magnification SEMs over a wide range of mirror curvatures; the
facets are thus of nearly the same quality as those produced by the
more complicated CAIBE and RIBE systems [Vettiger].

After the RIE etch, the AuGeNi/Au n-contact is evaporated onto the 0

backside and annealed. The substrate is not lapped, as all devices are
currently tested pulsed, and mechanical strength is required for
additional processing steps. Subsequently, p-contacts are defined by an
RIE etch of the remaining oxide, and liftoff and anneal of Cr/Au
metallization. The p-contacts are placed 5 g~m back from the mirrors to
avoid pumping the mirror regions too heavily, and to minimize proximity
RIE or hydrofluoric acid damage to the facets. Finally, a H2 forming gas
anneal is used to passivate the facets and increase COD levels [Ou];
however, the facets remain uncoated.
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Figure 3 SEM photograph showing unstable resonator diodes with various geometries.

Recently, encouraging results have been reported for unstable
9 resonator diode lasers fabricated using alternative processes

[Srinivasan] [Tilton]. However, our approach does not require
cumbersome MOCVD regrowth, nor the low-throughput focused ion-beam
etching that these other groups have used. Additionally, rather than
using the higher wavelength InGaAs/GaAs system, we are working at the

* more common 830 nm. We have successfully fabricated hundreds of
unstable resonators with a variety of parameters (i.e., length, width,
and geometric round-trip magnification) using our process on one 0.8 cm
x 0.8 cm chip (Fig. 3). The width of the unstable cavities is defined by
the current stripe; beyond this region any strongly diverging cavity rays

0 encounter saturable loss and are attenuated.

We have tested these devices pulsed, in junction-side up
configuration. As both facets are etched, our measurements do not
account for the lower portion of the emitted laser beam, which is
absorbed or reflected askew by the substrate resting between the laser
cavity and the focusing optics. A typical diode L-1 curve is shown in
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Figure 4 Typical characteristic of unstable resonator laser diode. Cavity length is 200gmand width Is 100lim. The mirror radius of curvature is 200;gm which corresponds to a
magnification of 5.8.

Fig. 4. The threshold current for this devices is somewhat higher thanthat of a stable cavity resonator of the same dimensions, as expected0
for an unstable resonator. The external slope efficiency is 0.18 W/A.
The measured astigmatism is close to the value derived from geometric
optics theory.

Of 1ýmost interest are the values for the virtual source width and M2.
The virtual source width is an estimate of how tightly the laser beam
may be focused in the lateral dimension [Tilton]. M2 is a measure of
beam quality, normalized to that of a Gaussian; it is defined as the
second moment width at the beam waist multiplied by the far-fielddivergence angle [Siegman]. As M2 is invariant through lens
transformations, and insensitive to near- and far-field distinctions, it
is easily more measured than the usual *Times Diffraction Limited"
(TDL). The diode in Fig. 4 has a virtual source width of 1 g~m and a
lateral M2 of 6.0 at a current of 2x threshold. As this M2 is 0
considerably greater than 1, multiple lateral modes are operating in
this diode. Further evidence of multimode operation has been noted in
minor variations in emission intensity across the diode facet; ideally,
the facet should have constant illumination. In addition, we have
observed this lateral emission pattern as a function of frequency by
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rotating the output beam 900 and then coupling it into a spectrometer;
this allows an estimation of the number of lateral modes operating, as
they have slightly different frequencies and may be visually counted if
the resolution is sufficient. Finally, we are currently performing a
dual-slit experiment to measure the spatial coherence across the beam
width.

We are exploring means of improving the beam quality of our devices.
The non-uniform near-field output patterns in our devices, though not as
dramatic as typical wfilamentation" observed in a wide stripe stable
diode, suggest imperfections or inhomogeneities in the material, or
insufficient mirror magnification (current devices have magnifications
ranging from 2.5 to 7). We are now working with higher quality MOCVD
material, and are actively studying the effects of increasing
magnification on the devices in hopes of obtaining more diffraction-
limited power. We are also considering using strained quantum well
materials, instead of our current GaAs/AIGaAs structure; such systems
have been shown to have much lower defect levels and may allow for
higher power unstable devices [Wang].

In the future we hope to gain additional understanding of the
* capabilities and limitations of unstable resonator diodes; considerable

improvements upon recent analyses in the literature can be made. We
plan to utilize simulation code being developed at Stanford to model
these devices and make additional improvements on our cavity designs.
We would also like to test devices CW; it has recently been suggested

0 local heating effects may significantly diminish the unstable operation
of these devices [Yao].

References
[Ou] S. S. Ou et al., Appl. Phys. Lett., 57 (18), p. 1861, 1990.

* [Siegman] A. E. Siegman, private communication.
[Srinivasan] S. T. Srinivasan et al, Appl. Phys. Left., 61 (11), p. 1, 1992.
[Tilton] M. L. Tilton, et al., IEEE J. Quantum Electron., 27, p. 2098,

1991.
[Vettiger] P. Vettiger et al, IEEE J. Quantum Electron., 27, p. 1319,

1991.
[Wang] C. A. Wang et al, IEEE J. Quantum Electron., 28, p. 942,

1992.
[Yao] G. Yao et al, Optics Letters, 17, p 1207, 1992.

44

0



Unit: 6

TITLE: Quantum Computing

PRINCIPAL INVESTIGATOR: J. D. Plummer

GRADUATE STUDENT: B. Biegel

Scientific Objectives:
The goal of quantum computing is to use quantum effect

controlled electronic devices to accomplish digital and analog
computing much more efficiently, in terms of power, speed, and
physical size, than in conventional electronic systems. The objective
of this research project is to work towards this goal in three ways.
First, our conceptual/theoretical investigations will contribute to
the basic understanding of quantum computing phenomena, device
operation, and computing systems. Second, and central to this
research, we are developing a numerical simulation package for the
accurate simulation of quantum electronic devices. Finally, we will
test the simulator's predictions, and provide direction to
experimental efforts, by comparing the simulated results with
experimental measurements of quantum effect device operation.

Summary of Research:
During the current reporting period, our efforts were almost 0

entirely concentrated on the main goal of this project - the
development of an accurate quantum device simulation tool. In
previous reports, we have described our simulation effort as a two
method approach. In addition to using the two independent
simulation methods to cross-check results, the methods have 0
different strengths, which allow them to fill distinct roles in our
simulation effort as summarized below:

* Transfer Matrix Method (TMM) (the traditional method) [Tsu]
* fast, efficient simulation of a wide range of structures to S

determine which merit more detailed study
• fine energy resolution possible
* more quickly implement, test, and perfect new simulation

capabilities 0

45



0

• future: to model the 2nd and 3rd dimensions in multi-D
simulations

• Wigner Function Method (WFM) (quantum analog of the
9 Boltzmann transport equation) [Frensley][Jensen][Kluksdahl]

• always stable: S-C simulations always converge
* transient simulations (future: dynamic boundary conditions)

are efficiently handled in a physically meaningful way
* allows additional physical effects (future: scattering) to be

efficiently included in a physically meaningful way

We have made significant enhancements in the features and
capabilities of both simulation tools in several areas during the
current reporting period. The most important of these are the
implementation of full self-consistency in both methods, the
implementation of a piece-wise linear (as opposed to piece-wise
constant) energy band profile for more accurate TMM simulations,
and the incorporation of more accurate SiGe energy bands in both

* methods. These enhancements are described below.

A. Self-Consistency
Our main goal during this period was to implement self-

consistency (S-C). This feature requires one to iteratively solve the
* quantum transport equations, which use the energy band profile

(EBP) as input and give the charge distribution (CD) as output, and
Poisson's equation, which does the opposite, until both agree on the
EBP and CD. We have completed the implementation of S-C for our
single-bias and I-V curve TMM and WFM simulators, but not yet for
our WFM transient simulator (the TMM has no transient simulation
capability). In general, we have found that the TMM and WFM agree
substantially on S-C EBPs and CDs that they predict.

Figure 1 gives an example of both an approximate and a fully S-C
EBP for a typical simulation test device, a resonant tunneling diode
(RTD) [Capasso][Luryi]. The SiGe RTD used in examples for this
report is based on the experimental device of [Gennser]. Note the
intrinsic layer (used in most experimental RTDs), which extends
well beyond both sides of the central double barrier structure. This
layer produces a barrier to current flow on the emitter side that is
very hard to model without full S-C. The proper treatment of such
EBP features, and by implication, the implementation of full S-C, is
therefore critical to getting accurate current predictions.
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Figure 1: Unear and self-consistent RTD energy band profiles.

The iteration required to implement full S-C is computationally
expensive in an already demanding numerical simulator. Thus, a
major effort was made to reduce as much as possible the number of
iterations necessary to reach specified convergence criterion. This
requires us to provide an accurate initial guess for the EBP at each
bias point. A very efficient algorithm is to simply use the EBP
change from the previous step as an estimate for the change to the
next step. This scheme typically gives convergence to quite rigid
criteria in 1 to 4 iterations, versus 20-40 iterations obtained from 0
other schemes.

B. Piece-wise Linear Energy Bands in the TMM
Our energy band calculation routines, S-C or otherwise, determine

the value of the energy band potential only at the grid nodes. While 0
this is sufficient input for the WFM, the TMM requires a piece-wise
continuous potential function. In the past, we used a piece-wise
constant (PWC) energy band approximation, using the values at the
grid nodes. However, we were concerned that the resulting abrupt
interfaces between adjacent PWC regions might be degrading
simulation accuracy or creating un-real physics. To check this
possibility, we implemented a piece-wise linear (PWL) energy band
approximation [Tan] for the TMM. Subsequent simulations showed
that the PWC and PWL approximations gave very similar results in
all circumstances, assuming a reasonably fine position grid.

However, the PWL TMM simulations require the calculation of Airy
functions [Abramowitz], rather than the simple sines and cosines
used In PWC TMM simulations, for determining quantum
wavefunctions. As a result, PWL simulations are about 10 times
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slower for the same grid size. Thus, the PWL simulations are now
mainly reserved to refine the results of cases of particular interest.
Having the PWL capability allows us, if we choose, to use a much
coarser position grid than for the PWC approximation and still get a
good approximation to the energy band profile. We have not yet
implemented a variable position gridding scheme for this purpose.
Until and unless we see a marked advantage of the PWL over the PWC

* approximation, we will use the PWC option due to its speed.

One final benefit came from the development of the PWL TMM
capability. Due to its increased computation time and the care
necessary to implement it, we studied in great detail the

* calculations involved in the TMM in an attempt to make them as
efficient as possible. We discovered that there are three essentially
independent formulations of the main calculation, which is to
determine the reflection (and transmission) coefficient of a single
quantum plane wave incident on the quantum structure, in order to

* determine current flow. 1) The interface-based formulation (IBF)
has the most straightforward derivation and implementation, but it
did not take advantage of computational efficiencies that we found
were possible. 2) The region-based formulation (RBF) has a more
abstract derivation, but it allowed simplifications that we believed

* would make it the fastest way to calculate reflection coefficients.
3) The normalization-based formulation (NBF) also has a rather
abstract derivation, but again allowed simplifications that made it
efficient in certain cases. Further, we expected the NBF to be the
fastest way to calculate the quantum wavefunction (e.g., for
determination of the carrier density profile for S-C).

Table 1 shows typical TMM calculation times (in seconds) for the
device current and carrier distribution using both the PWC and PWL
energy band approximations. This data indicates that our
expectations concerning the three TMM formulations were very
accurate. The one surprise, which might have been anticipated, was
that the IBF was the fastest way to calculate the wavefunction for a
PWL EBP approximation. Note that the RBF is not r,'ited to
calculation of the wavefunction. Thus, we now use the RBF for
calculating currents, and the faster of the NBF and IBF for
calculating carrier distributions.
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Table 1: Computation time comparisons for three TMM formulations

Calculation Type IBE BF _ _ Fastest
Current (PWC) .2 14.5 0.5 RBF
CD (PWC) 6 ---- 3 NBF
Current (PWL) 130 124 10 RBF
CD (PWL) 240 --- 370 IBF

C. SiGe Energy Bands
For reasons described below, we decided that it was important to

implement a more accurate model of the SiGe valence energy bands
(SiGe quantum devices are usually p-type). In particular, in the past,
we have assumed a single, parabolic energy band, with a carrier
(hole) effective mass equal to the density of states (DOS) effective
mass. In reality, there are two hole energy bands, called the light
hole and heavy hole bands, each with their own effective mass. For
example, in Sio.sGeo.5 , mlh = 0.10, mhh - 0.385, and mDOs - 0.438, all
relative to the free electron mass. With such a large variation, the
choice of which mass to use in a single-mass implementation
clearly has a significant impact on the simulation results.

The DOS effective mass must be used to calculate the correct
boundary conditions (Fermi levels and carrier densities) for the
device. Further, since the DOS, and thus the density of holes, in the
heavy hole band is much greater than that in the light hole band, the
heavy hole distribution versus position has more effect on the
energy bands in the regions adjacent to the contacts. This is shown
in Fig. 2, which is a plot of the carrier distributions for the biased
SiGe RTD of Figure 1. However, because tunneling probability
exponentially decreases with increasing effective mass, current
through the device is mainly due to light holes [Wang][Gennser]. This
is shown in Fig. 3 by a TMM simulated I-V characteristic for the SiGe
RTD of the previous figures.
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Figure 3 I-V characteristic for SiGe RTD of Fig. 1.

Future Directions:
The new features implemented in our quantum device simulation

tools during the current reporting period have brought us a long way
towards our ultimate goal - being able to accurately predict the
operation (I-V characteristic and transient response) of real
quantum effect devices. During the coming period, we intend to
complete the following additional features and capabilities to make
this goal a reality:

50



S

1) Self-consistency will be added to our transie';t WFM
simulator.

2) Scattering, based on the relaxation time approximation
(WFM; not possible in TMM)

3) Modeling the effects of external circuit elements, such as
contact resistance.

The implementation of full S-C and more accurate energy bands
has improved the predictive accuracy of our simulation tool such
that it is now reasonable to begin comparing with experiment. As we
include those effects mentioned above, the accuracy will be even
better. Because of this, we will be increasing the amount of
comparison between simulation and experiment, hopefully providing
as much information and direction to experiment as experiment has
to our simulation development efforts in the past. We will also
expand our simulations to include other quantum effect controlled
structures besides the RTD, including pseudo three terminal
structures (by specifying the potential at an intra-device node). 0
Other features and capabilities that will be implemented as deemed
necessary or important (and as time allows) include:

1) A more accurate energy band and energy gap dispersion
relation (effective mass) model. 0

2) Transient TMM capability.
3) Drifted Maxwell distribution and dynamic boundary

conditions.
4) Dynamic energy and position gridding for improved speed

and accuracy (TMM)
5) More correct treatment of effective mass variation in the

WFM.
6) 2-D and 3-D simulations.

Improving simulation speed is always a major concern. We have
made significant breakthroughs during the current reporting period
in this regard, some of which were discussed above. We will, of
course, never be satisfied in this regard.
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Unit: 7

TITLE: Applications of Silicon-Germanium and
Germanium Films in MOS Technologies

PRINCIPAL INVESTIGATOR: K. C. Saraswat

GRADUATE STUDENTS: M. Cao, D. J. Connelly
and A. W. Wang

Scientific Objective
The objectives of this work are to characterize the physical and

electrical properties of polycrystalline silicon-germanium (poly-
SiGe) and polycrystalline germanium (poly-Ge) films and to assess
their advantages over polycrystalline silicon (poly-Si) for various
applications in MOS technologies; and to fabricate confined electron
heterostructures using single-crystal SiGe. In the current reporting
period, we have investigated the bandgap density of states in poly-
SiGe for the first time, characterized the deposition rate of poly-
SiGe and poly-Ge films in a recently modified, higher quality LPCVD
furnace, and demonstrated that Ge films can be deposited at
temperatures as low as 3000C.

Introduction to Poly-SIGe and Poly-Ge TFTs
Thin film transistors can be used to integrate peripheral drive

circuits with active-matrix liquid-crystal displays (LCDs) on large
area substrates [Ohwada]. This integration greatly reduces the
number of external connections and the number of external driver
chips, thereby iowering cost and improving reliability. Low-
temperature, short-time processing is essential in order to
fabricate low-cost integrated circuits for large-area electronics.
Hydrogenated amorphous silicon (cz-Si:H) TFTs can be fabricated on
glass substrates, but their low effective mobilities make them
unsuitable for use in driver circuits for large-area displays. Poly-Si
TFTs have much higher effective mobilities (>1Ocm 2 /Vs); however,
using conventional processing equipment, their fabrication requires
higher temperatures (>6000C) and long-time processing, making 0
them marginally compatible with large-area glass substrates.

Properties of Poly-SiGe and Poly-Ge Thin Films
Since the melting point of SiGe is lower than that of Si, physical

phenomena controlling fabrication processes such as deposition,
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crystallization, grain growth, and dopant activation occur at lower
temperatures for SiGe than for Si. Poly-SiGe films with Ge mole
fractions up to 0.6 are completely compatible with standard VLSI
fabrication processes, and can be routinely deposited in
commercially available LPCVD equipment using silane (SiH 4 ) and
germane (GeH4) as the gaseous deposition sources [King1]. It has
already been demonstrated that such films can be deposited at lower
temperature (4000C), crystallized at lower temperature (5500C), and
annealed for dopant activation at lower temperature (5000C) [Kingi]
than pure poly-Si films. It has also been demonstrated that grain
boundaries in such films can be passivated by hydrogen implantation
[King2].

Polycrystalline Ge films and poly-SiGe films with Ge mole
fractions above to 0.6 are not compatible with standard VLSI
fabrication processes; these films are attacked by common cleaning
solutions and can degrade in the presence of moisture. However,
processing temperatures decrease further as the Ge mole fraction
increases. In addition, it may be possible to grow high-quality
dielectrics on these films [Hymes]. All of the properties mentioned
above are conducive to a low-thermal-budget polycrystalline TFT
technology. Poly-SiGe and poly-Ge films may also exhibit better
electrical characteristics due to potential enhancement of carrier
mobilities in SiGe [Pearsall].

Bandgap State Density of Poly-SiGe Thin Films
The electrical properties of polycrystalline semiconductors are

strongly controlled by defect states in the energy band gap caused by
dangling and strained bonds at the grain boundaries [Seto]. An
understanding of the nature, energy distribution, density, and
behavior of these defects is important for the development of
polycrystalline TFTs. To improve this understanding, the gap state
density was determined for hydrogenated poly-Sio.BGeo.2 for the
first time, and compared to the gap state density for poly-Si
measured by the same technique.

Experimental
The experiment used previously fabricated NMOS and PMOS TFTs

as described in last year's report [King3]. The field-effect
conductance is thermally activated with an energy Ea, the energy
difference between the Fermi level and the effective conduction-
band edge (for NMOS transistors) or the effective valence band edge
(for PMOS transistors). Ea can be determined for each gate voltage
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from Arrhenius plots of the logarithm of the field-effect
conductance. Field-effect conductance measurements were carried
out by sweeping NMOS gate voltages from -10V to +20V, and PMOS
gate voltages from +10V to -20V, with fixed drain voltages IVDSI-
0.IV. The measurements were performed at different temperatures
(from 210C up to 1250C) to obtain the temperature dependence of the
conductance [Fortunato]. Based on this data, the energy distribution
of the density of states is determined by numerically solving a one-
dimensional Poisson's equation [Suzuki].

Results and Discussion
Figures 1 and 2 show the calculated density of gap states in the

hydrogenated poly-Si and poly-Sio.BGeo.2 films. It is obvious that
the Si film has a lower density of gap states than the Sio.8Geo.2 film
(about an order of magnitude lower) and that the Si film has a larger
band gap than the Sio.BGeo.2 film. The hydrogenated poly-Si film is
p-type, with the Fermi level located 0.05eV below midgap; the
hydrogenated poly-Sio.sGeo.2 film is n-type, with the Fermi level 0
located 0.05eV above midgap.

Figure 1 shows that there is a "hump" below the Fermi level for
poly-Si, which is caused by dangling bond states and is located at
"-0.63eV below the conduction band. The poly-Si state density
agrees well with optical absorption measurements [Jackson]. The
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measurements were not able to clearly locate the dangling bonds
states in poly-Sio.eGeo.2, but an estimate of these states is shown
in Fig. 2.

The larger number of gap states in the poly-SiGe films used in
this work may be due to preferential Si dangling bond passivation by
hydrogen [Stutzmann], incomplete dangling bond passivation, smaller

* grain size, oxygen contamination, or bonding strain within the grains
themselves.

Improved Characterization of Poly-SIGe and Poly-Ge Thin
Film Deposition

* In order to improve our capability to deposit poly-SiGe, a
computer-controlled LPCVD furnace has been modified specifically
for the deposition of poly-SiGe has been brought on-line. This
furnace exhibits substantially less leakage than our previous
furnace, which should reduce contaminants such as oxygen [Ghani]

* which might have detrimental impact on our deposited films. In
addition, the temperature stability and uniformity should be
improved over the previous furnace.

Experimental
* The starting substrates were silicon wafers with 100nm

thermally grown oxide. SiH4 and GeH4 were used as the source gases
with SiH4 :GeH4 flow ratios of 1:0, 10:1, 4:1, 2:1, 1:1, 2:5, and 0:1. No
hydrogen or carrier gas was used. The pressure was fixed at
S100mtorr. The temperature was varied from 3000C to 6500C. The

conditions were chosen to provide a reasonably high deposition rate
(above 2nm/min). The films were normally grown with a target
thickness of 250nm. The film thickness was determined by surface
profile measurements after plasma etching. The Ge fraction was
determined by X-ray diffraction to an accuracy of about 1.5 atomic
percent; a selection of samples were confirmed by Rutherford
backscattering spectrometry, with good agreement between the two
methods.

* Results and Discussion
The Arrhenius plot for the deposition rate as a function of GeH4

fraction in the deposition gas is shown in Figure 3. The plot shows
that poly-Ge can be deposited at temperatures as low as 300°C,
which is comparable to the temperatures used for the plasma-

* assisted deposition of a-Si:H. The large increase in growth rate
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with the addition of a small fraction of GeH4 is consistent with
works on Sil.xGex epitaxy [Garone].

The relation between GeH4 mole fraction in the deposition gases
and the Ge atomic fraction in the film is shown in Fig. 4. A model,
based on the sticking probability of Si and Ge precursors, is
proposed to explain this behavior. Near the surface of the wafer, the
SilH4 and GeH4 both decompose into Si and Ge precursors,
respectively. These precursors travel to the surface of the wafers
and get adsorbed into adsorption sites. It is believed that there is
only a small probability that the precursor will actually stick to the
growing surface rather than desorb from the surface [Vossen]. The
probability that the precursor will stick is affected by the type of
precursor (Si or Ge); it also depends on whether the precursor lands
on a Si atom or a Ge atom. The model is fitted to the isotherms for
4500C and 500°C in Fig. 4, and shows good agreement for this data. 0

57



Future Work In Poly-SIGe and Poly-Ge TFTs
During the next year, we propose to further develop SiGe thin film

transistor technology, to explore Ge for us6 in thin film transistors,
and to lay the groundwork for fabricating novel heterostructure
devices on single-crystal Ge. Specific objectives of our work
include:

"* Further understanding of the growth mechanisms of LPCVD SiGe
films. In particular, the sticking coefficients for our proposed
model should be determined to verify the model.

"* Further characterization of physical properties of SiGe and Ge
thin films essential to TFT process optimization, such as

* crystallization or grain growth, thermal oxidation and
nitridation, and dopant diffusion.

"* Further characterization of electrical properties of SiGe and Ge
thin films essential to TFT process optimization, such as n- and
p-type doping, carrier mobility, and trap states at the grain
boundaries.

"* Further understanding of device issues in TFTs, such as leakage
current and threshold voltage control.

"* Improve the technology to passivate grain boundary traps in SiGe.
Plasma and ion implantation techniques involving hydrogen and
fluorine will be explored.

"* Fabrication of thin film transistors using Si channels and SiGe
sources and drains. Because of the lower processing temperature
of SiGe, these structures may reduce problems with source/drain
implant damage annealing.

"* Development of technology for the fabrication of Ge TFTs. The
development of suitable dielectrics and processing techniques
compatible with Ge are especially important.

* 0 Optimization of technology to fabricate both PMOS and NMOS TFTs
at low temperatures (<5000C) in Si, SiGe, and Ge.

"* Fabrication of display driver circuits using poly-SiGe films at
temperatures (<500 0C) compatible with low-temperature
substrates used in the manufacture of flat-panel displays. This
will be accomplished through collaboration with industrial
partners such as Xerox.

Introduction to Confined-Electron SIGe Heterostiuctures
6 Single-crystal SiGe alloy exhibits a peak valence band energy

which increases steadily with increasing Ge content. The energy of
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the sixfold-degenerate X (used here to signify all six <100>
directions) conduction band valleys is relatively insensitive to the
Ge content in unstrained material. Up to approximately 80 atomic-
percent Ge, these X-valleys have the lowest energy of the conduction
states in the material. At higher Ge concentrations, however, the
strong alloy-dependence of the eight-fold degenerate <111> L-
valleys brings them to a lower energy.

Due to the dependence of the valence band energy on alloy content 0
across the material spectrum, unipolar heterostructure devices built
in the low-Ge regime have used holes as their carrier, n-type
devices have been built, however, exploiting the strain-dependence
of the conduction band minimum.

When (100) Si is deposited pseudomorphically on a thick
unstrained crystalline SiGe alloy, the Si is in biaxial tension with
decreased lattice spacing in the growth direction (z) and increased
lattice spacing in the two orthogonal directions (x and y). The result
is that electrons in the z-valleys ( [001] and [00i] ) exhibit a reduced
energy relative to those in unstrained Si while the x and y valleys
see an increase in the energy of their states. The advantages are
two-fold. First, since the unstrained SiGe substrate has similar
conduction band energies to unstrained SiGe, the Si now has a 0
reduced conduction band energy relative to the surrounding material
and electron confinement can be achieved. The second advantage is
that these valleys exhibit a transverse effective mass lower than
their longitudinal effective mass. Since conduction in the channel by
z-valley electrons will be characterized by the lower transverse 0
effective mass while electrons in the other 4 valleys will be
subject to a mixture of the longitudinal and transverse effective
masses, preferential occupation of the z valleys results in a
decrease in net effective mass and a corresponding increase in
mobility for appropriate carrier densities. The stress-induced
electron confinement for devices in principle works for alloys from
zero Ge up to 80 atomic percent Ge. However, work to date has
focused on using strained Si as the channel material.

In Ge-rich material there is therefore available two mechanisms 0
to yield electron confinement. If the unstrained starting material is
(100) Sio.25Geo.75, then application of a strained layer of pure Ge
will result in a reduced conduction band energy due to the lower
energy of the L-valleys (due to symmetry, the effect of the [001] 0
compression on the <111> L-valleys is small). Electrons will
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preferentially occupy the Ge layer and confinement will be realized.
Growth of a strained Sio.5oGeo.5o film on the same substrate will
result in reduction of the z-valley energies relative to the
unstrained material and again the electrons will preferentially
occupy the grown layer.

Future Work In Confined-Electron SIGe Heterostructures
A comparison of these two techniques will be made. A strain-

relief layer will be grown to grade the Ge content from that of a
starting (100) Ge wafer to 75%. On this will be grown a
pseudomorphic layer of either 100% or 50% Ge content. After
germanium oxynitride and/or silicon dioxide insulator deposition,
processing will continue using a standard low-temperature NMOS

* technology. Examination of channel mobilities as a function of
temperature, electric field, magnetic field, and carrier
concentration should yield valuable insight into the advantages
offered by these materials.
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Unit: 8

TITLE: Signal Processing for Wideband Digital
Portable Communications

PRINCIPAL INVESTIGATOR: T. H. Meng

GRADUATE STUDENTS: S. Hemami and A. Hung

Scientific Objectives:
This research aims at providing portable digital video on demand

through a wireless link. The three main technological issues for
portable video communication to be addressed here are compression
efficiency, error recovery, and low-power implementation.

Summary of Research:
- A reconstruction technique for recovering lost packets of
transform-coded video data transmitted in a packet-switched
network has been developed. Under packet loss rates as high as 1%,
the reconstructed video maintains good visual quality with minimal
flaws.
- Adaptive decoding strategies for vector-quantized video data 0
transmitted under the influence of bursty channel errors are
presented, which dramatically improve performance at bit-error
rates as high as 0.1.
- Simulation and architectural design of a fixed-rate
subband/lattice VQ compression scheme which demonstrates good
video quality at 12 to 1 compression and superb resiliency to random
bit errors have been completed.

1. Spatial and Temporal Reconstruction for Packetized
Video

Packet-based transmission of digitally coded still images and
video over channels exhibiting loss presents a reconstruction
problem at the decoder. Compensation for information lost in
transmission is required, via retransmission, redundant
transmission, or reconstruction techniques using only the received
information. Retransmission of lost packets is often not practical
for real-time signals, and the ensuing additional network traffic
caused by retransmission can aggravate the congestion that caused
the initial packet loss. Redundant transmission entails transmitting
extra information at the expense of an increased data rate, but if
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channel capacity is limited, image quality is sacrificed to provide
the extra bits for the redundant information. Thus a reconstruction
scheme implemented at the decoder and requiring neither
retransmission nor multiple transmission of data is desirable.

We have developed a frequency-based reconstruction technique
for lost transform coefficients of known locations, applicable to
both luminance and chrominance components, requiring no redundant
transmission of information, and using all received information.
Local image characteristics are maintained by using coefficients
from neighboring blocks to interpolate lost coefficients. To ensure
that the reconstructed block is smoothly connected to its neighbors,
the weights are computed subject to a smoothing criterion along the

0 block borders. The computational complexity of the proposed
technique is an order of magnitude below that required in [Wang].
This technique performs well under both partial and complete loss
of coefficients in a block and can also satisfactorily reconstruct
multiple adjacent affected blocks. The presented technique is

* combined with reconstruction of temporal information to create a
video reconstruction algorithm.

The video reconstruction technique was evaluated using three
types of real-time video sequences: the familiar "table tennis" and
"flower garden" sequences and a Jordan basketball sequence called
"air". A 1% loss of packetized compressed video data was assumed.
Compared with other reconstruction methods, our technique
reconstructs both spatial information and low movement sequences
at very low hardware cost, and the reconstructed image quality is
excellent, with minimal errors occurring in fast movement and
detailed sequences. When all types of data are lost simultaneously,
the reconstructed sequences are quite acceptable, with only severai
blatant errant blocks in the 150 frame sequences.

Because of the low computational complexity of our
reconstruction algorithm (about 1.2 times the number of operations
required by simple decoding), using a commercially available
floating point DSP chip with a 25MHz clock, the complete
reconstruction algorithm should be able to compensate for up to 60%
loss of all information. Under more reasonable loss rates such as the
simulated 1% rate, the proposed algorithm is computationally
feasible and provides video of high quality.
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2. Channel Optimization of Vector Quantization
In order to transmit high-bandwidth information through the

radio channel, lossy compression can be used for data such as
images and video. One method of lossy compression is vector
quantization (VQ) [Gersho]. In this section we describe how VQ can
be optimized for noisy channels. In our model, the vector quantizer
codeword indices are transmitted through a noisy channel to
different receivers as shown in Fig. 1. The channel introduces errors
which are represented by bit-flips in the transmitted VQ codeword
indices. The bit-flips are considered bursty and independent so the
model can be thought of as sending VQ codeword indices through a
non-stationary binary symmetric channel. The channel is time
varying and for the most time is noiseless, but it experiences
occasional high bit-error corruption due to deep fades or loss of
sync.

Traditionally, the approach to minimizing the effects of heavy
channel bit-errors is to modify the VQ codebook generation to
compensate for the effect of channel errors at a certain bit-error
rate. This approach is called channel optimized vector quantization
(COVQ) [Farvardin].

For wireless transmission, we expect that most of the time the
bit error rate is very low to ensure good consistent quality;
therefore the encoder is usually working under the noiseless channel
assumption. The traditional approach in COVQ is targeted to a fixed
bit-error rate, thus COVQ performs worse (sometimes significantly
so) under perfect noiseless conditions. Our design goal for a decoder
strategy is to dynamically optimize the decoder codebook based on
estimates of the probability of bit errors observed at the decoder,
while maintaining good performance during noise-free transmission.
The bit-error rate estimate at the decoder can be derived from the
signal power received at the decoder, the signal to noise ratio, or
the error detection capability of some error correcting codes. With
this adaptive method, the amount of compensation can be targeted to
the requirements of each individual decoder.

Since our decoders are portable and operated by battery, the
hardware requirement, especially its power consumption, used to
dynamically optimize the decoder codebook is the primary concern.
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*Tranmitter: Chne:Receiver(s):

VQ Encodier VQ Decoder 1

Figure 1 One transmitter sends data through a noisy channel to possibly more than one
receiver.

Our VQ decoder codebook consists of a set of reproduction
codewords Ci Under the presence of channel errors, these decoder
codewords can be optimized continuously with little complexity and
reasonable memory overhead by adaptive decoder optimization. We
shall first make the assumption that only single channel bit error
occurs per codeword index, which significantly reduces the

0 numerical derivation. This is a reasonable assumption for bit error
probability less than 0.1. Under this assumption, the best modified
decoder codeword due to channel errors, Dp can be calculated by the
following equation involving two multiplies and one addition per
output pixel:
oDi - bi (Ci + Perr Ai ),

where the probability of a code error is Perr, the vector Ai is
precalculated and stored in an auxiliary codebook, and the scalar
factor bi can be stored for multiple points for different, or can be
efficiently calculated in real time. The memory cost of adaptive
decoder optimization is one auxiliary codebook to store Ai and a set
of registers per codeword index to store the scalar factors bi at
different values of Perr. The circuit to perform adaptive decoder

* optimization is shown in Fig. 2.
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Scale Factor bi (p,,)

Codeword Ci•__VQ Decoder Corrected Codeword Di

Probability Aux CodewordA 5
of Error p,,,

Figure 2. The hardware to perform adaptive decoder optimization.

The hardware for adaptive decoder optimization need only operate
under high probability of error and the results can be cached so that
the modified codewords are calculated only once.

For performance evaluation, we use a training sequence

consisting of three 512x512 8-bit gray-scale images from the USC
database: couple, LAX, and man to optimize our vector quantizer
codebook. The vectors are 4x4 blocks taken from these images. The
vector quantizer codebook consists of 1024 codewords, resulting in
a rate of 0.625 bits per pixel.

Our simulations showed that the improvements with the channel
optimized codebook (COVO) over ordinary VQ are evident, but it has
the problem of blockiness because channel optimization allocates
some vectors for error protection. The blockiness will persist under
noiseless conditions because the codebook was designed with a
constant bit-error rate. The performance of adaptive decoder
optimization, on the other hand, maintains the best possible image
quality under all error conditions.

3. Indoor Wireless Digital Video
The goal of this work is to provide portable digital video

transmitted over a dedicated indoor wireless link. To meet this goal,
the video compression algorithm must satisfy three important
criteria: error resiliency to random and bursty bit errors, good
compression efficiency, and low complexity for a low power,
portable design.
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Our compression scheme utilizes lattice vector quantization
(LVQ) together with subband coding. Lattice VQ provides several
distinct advantages. First, it is a fixed-rate code, which results in
hardware simplicity and prevents catastrophic error propagation.
Second, because of its regular lattice structure, lattice VQ allows
for simple real-time decoding and encoding. In fact, all decoding and
encoding can be computed, allowing for very large codebooks without

* the physical memory constraint at the decoder found with regular VO
schemes which require look-up tables. Third, when optimized for the
statistics of image data, LVQ provides excellent rate-distortion
performance for moderate to high bit rates.

0 Subband coding offers additional compression by decorrelating
image data via a series of low-pass and high-pass filters. Unlike the
DCT, the subband approach does not introduce blockiness, and
subband images are often found to be more visually pleasing. In
addition, the hierarchical nature of subband filtering allows for

0 flexibility in bit allocation, with different bit rates assigned to
different bands based on information content, visual importance, and
band size.

Our scheme consists of the lattice vector quantization of subband
coefficients. Subband coding involves dividing each video frame into
various subbands by passing the image through a series of low-pass
and high-pass filters. Each stage divides the image into four
subbands. The pixel values in each subband are referred to as
subband coefficients. Fig. 3 shows the subband filtering for one
stage. We can hierarchically decompose the image by further
subdividing the lowest band. The filtering process decorrelates the
image information and "compresses" the image energy into the
lower bands, a natural result of the fact that most image

0 information lies in low spatial frequencies. The higher spatial
frequency information, such as edges and small details, lie in the
higher subbands, which have less "energy." We achieve compression
by quantizing each of the subbands at different bit rates according
to amount of energy (variance) in each subband and the relative

* visual importance of the subbands.

A common approach to quantizing subband or DCT coefficients is
the use of scalar uniform quantization followed by entropy coding.
This approach, although nearly optimal in rate-distortion

*0 performance for moderate to high bit rates, results in a variable-
rate code, which is very sensitive to catastrophic bit errors and
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Figure 3 One stage of 2-D subband filtering.

requires significant buffering and additional hardware complexity.
We instead use lattice vector quantization, which achieves
comparable performance with a fixed-rate code.

In regular VQ schemes, codebook design typically involves the LBG
algorithm to "train" or design locally optimal code vectors
(centroids) in an N-dimensional space. In lattice VQ, regularly
spaced lattice points represent the code vectors, one example of
which is the regular Zn lattice. In designing a lattice codebook with
optimal rate-distortion performance, we confirmed by simulation
that subband coefficients closely resemble the Laplacian
distribution. For the Laplacian distribution, the "high probability"
region is an N-dimensional pyramid surface, as shown in Fig. 4.
Therefore to best quantize vectors of subband coefficients, we
should select lattice points that fall on this pyramid surface to
represent code vectors in the codebook. This pyramid VO
theoretically approaches 0.255 bits/pel from the Shannon optimal
rate-distortion performance, the same performance as uniform
scalar quantization followed by entropy coding.

It is important to emphasize several key advantages of this
lattice VQ scheme over standard LBG-based VQ scheme. Large
codebook sizes and large vector dimensions lead to lower distortion
and better performance. However, with LBG-based VQ, encoding with
large VO codebooks becomes impossible in real systems. With
lattice VQ, although its code vectors are not trained like LBG-based
codebooks, the codebook size and vector dimension are not limited,
because encoding computation complexity depends linearly on the
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Figure 4. 2-D pyramid surface with different radii and codebook sizes.

vector size, not exponentially. This allows for real-time encoding.
Furthermore, decoding can be computed (not a look-up table),
eliminating large memory on the decoder chip.

The compression ratio is about 12 to 1 in our system, which
compresses CIF format video (luminance at 352x240 pixels,
chrominance at 176x120 pixels, frame rate of 30 frames/sec) from
30 Mbps to 2.5 Mbps. It should be noted that our algorithm is strictly
an intraframe scheme, which is the reason that we make the
comparison to JPEG, a variable-rate, DCT-based intraframe standard.

In comparing the subband/LVQ scheme to JPEG at 12 to 1
compression, we found that the subband/LVQ scheme results in
slight fussiness and wavy artifacts around edge details. As
expected, JPEG, a DCT block-based scheme, results in slightly
sharper edge details, but introduces blocking artifacts in the flat
regions as well as around the edge of subjects. However, both
compression schemes produce good image quality. We evaluated the
error resiliency of our algorithm by sending the compressed bits
over a noisy channel with random bit errors. To make the comparison
fair, we also added an error correcting code to JPEG, which added
about 40% bandwidth overhead but improved SNR performance 2-4 dB
under various BER conditions. At BER of 10-5 We found that the JPEG
image without error correction reveals loss of synchronization
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caused by bit errors, resulting in severe visible degradation in image
quality. On the other hand, the JPEG image with error correction at
the same data rate fixes most of the lost blocks, but reducing the
bandwidth dedicated to image itself, so the overall picture quality
is worse. Since our subband/lattice VQ scheme requires no error
correction, close observation reveals some slight wavy artifacts in
the image, but overall, the image quality is hardly degraded at this
bit error rate and the image quality is maintained. At BER - 10-3,
JPEG without error correction has severe block loss and distortions,
making the image unacceptably bad. With error correction, most of
the errors are fixed, but again, the overall image quality suffers due
the 40% rate overhead. In the subband/LVQ scheme the bit errors
cause increased blurrines, but most of the image detail remains. 0

Since we plan to implement a LVQ decoder chip, we have
performed a preliminary evaluation of the complexity and power
consumption of the decoder. Evaluation of the subband decoding is
discussed in the next paragraph. Decoding LVQ codeword indices
involves a combination of adds, multiplies, compares, and memory
fetches. Our circuit simulations showed that the power consumption
of the LVQ decoder is 64mW at 5V supply voltage and is merely
7.3mW at the targeted 1.5V supply voltage.

The two main goals of the architectural design of the subband
decoder are low power for portability and image size independence
for support of various display devices. Low power can be achieved
through lower supply voltage and increased parallelism to maintain
the desired computational throughput. Also, due to large off-chip
interconnect capacitance, external frame buffers and temporary data
stores are eliminated. Instead, these values are kept internally,
forcing the memory required to be minimized due to on-chip area
constraints. To support multiple chip operation on a single image,
each chip processes consecutive vertical slices of the image. A
single chip should support a small portable color display of
approximately 352x240 pixels per frame at 30 frames per second
while multiple chips in conjunction should be capable of processing
larger sized images, thus handling any size display. 0

The subband/lattice VQ chip set will first be modeled in C and
then completely detailed in Verilog. When the final design is
determined the chip will be implemented in silicon and
fabricated.We also plan to further improve our algorithm's error 0
resiliency by experimenting with selective error protection schemes
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and a more clever index assignment method. We will improve the
coding of the sparsely populated subbands, which have lower entropy
and are poorly coded with the current scheme.
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Unit: 9

TITLE: Wideband Data Transmission Techniques

PRINCIPAL INVESTIGATOR: J. M. Cloffi

GRADUATE STUDENTS: N. AI-Dhahir, H. Bims,
H. Lou, P. Okrah and S. K. Wilson

1 Scientific Objective

The purpose of our study has been identification of reliable and efficient methods for data
transmission and detection in a mobile environment. We are particularly concerned where
data rates are high and multipath fading can dominate the performance.

2 Summary of Research

The focus of our study has been in two main areas: expanded constellations in a wireless
environment and maximizing channel throughput using time-domain techniques. In the
first area, we are able to use a 16 QAM constellation in a simulated wireless environment
using multitone modulation techniques. Wireless modulation is in general restricted to
Phase-Shift-Keying Modulation due to the changing nature of the channel; we have de-
veloped a simple tracking technique that takes advantage of the multitone structure. In
the second area, we investigate block-based data transmission systems, and methods to
efficiently optimize the transmit filter to maximize channel throughput.

3 Wireless Multitone Modulation

Recently, the European Broadcasting Union (EBU) has developed a sound broadcast-
ing system that employs multitone modulation techniques in a wireless environment
[Plenge91l. Unlike other multitone systems where bits are assigned to each tone based on
the tone's signal-to-noise ratio (SNR), the Digital Audio Broadcast (DAB) system assigns
an equal number of bits to each tone. As a wireless system is subject to fades, one cannot
at the receiver estimate the channel in a timely manner. The DAB system recognizes that
the some tones will be subject to frequency-selective fading. It employs frequency and
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time interleaving with a coding scheme to provide error protection for the tones that are
subject to fades. One of the advantages of the DAB system, is that it is readily adaptable
to a changing wireless environment. Also with cyclic extension, the DAB system is free of
intersymbol interference as well as interblock interference. We have examined the DAB
system and have developed methods to increase its data rate.

0

3.1 Tracking of Multitone Signals in a Fading Environment

With a time-based wideband system in a fading environment, it is necessary to track
* the channel variations to mitigate the effects of intersymbol interference. Tracking a

channel with a large delay spread is difficult and involves many parameters. Additionally,
in wireless environments, the traditional modulation schme is a phase-shift-key (PSK)
system. PSK modulation is employed to ensure efficient tracking of a fading system,
where channel fading varies in time. In a frequency-based system such as the DAB multi-
tone system, one only needs to track each tone. This has the advantage of a series of
quick parallel calculations, over a complex channel estimation. The current DAB system
employs a differential 4 PSK system, where it relies on the slowly-varying nature of the
tones to estimate the differential phase of the data. We have investigated expanding the
constellation size on each tone to a 16 QAM constellation, an increase from 2 bits per
tone to 4 bits per tone using a simple tracking system.

We track the channel frequency component in the following manner. We set

13 3 zi
16 16 16i

where

Zi = wixi + ni

where w, is the complex frequency component of a given tone, xi is the channel symbol
from the 16 QAM constellation, n, is additive Gaussian white noise term, t, is the estimate
of the channel, and &; is the estimate of the QAM symbol. We assume that we know the
correct value of xi for the first two symbols, and then rely upon our estimate. We estimate
by x by quantizing,

S= Zil~ i

The data is encoded using a rotationally-invariant QAM constellation, so that if an error is

made in detection of a symbol, the phase-offset will not affect the decoded bits.

74



0

10 Hz Dopplc Signal with Tracked Signal; so enni

40

35

30.

25 
•

1 * 4

10 0,0 0,04 E0.6 0.04 0.1 0.12 0.14

tim in seCOnds

Figure I Tracking a 10Xz Doppler shift; no errors.

3.2 Simulation

We tracked relatively high SNR data ( between 15 and 30 dB) in a fading environment. 0

We updated each tone every 312.5 microseconds. This corresponds to a multitone block

with a symbol duration of 250 microseconds and a cyclic extension of 62.5 microseconds.

These parameters are the recommendation of the CCIR study group on DAB [DAB92].

Figure 1 displays the magnitude of a single tone as it varies from block to block with its •

estimated magnitude. We trained on the first two samples; for the remaining 444 samples

in this plot, we used the estimated constellation values. In this case, no bit errors were

made. Figure 2 displays another tone's magnitude as it varies from block to block, with

its estimated value. In this case, two bursts of error occurred as illustrated In the plot: 0

one between .03 and .04 seconds and another between .07 and .09 seconds. Figure 3

shows the difference between the 'true' phase and the estimated phase corresponding

to the same set of tones and their estimates. Again this figure has the bursts of bit

errors superimposed on the picture. We see that the error occurs when the phase is _

misestimated, but corrects itself when the estimated phase Is I away from the true'

phase. A 10 Hz Doppler shift corresponds to the receiver moving at a speed of about 67

miles per hour.
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3.3 Applications

Though the wireless multitone modulation system is based on the European DAB, the
wireless modulation scheme could be adapted to other wireless transmission schemes,
such as HDTV and indoor wireless data communications. We are currently investigating
where wireless multitone modulation schemes are applicabve and when we could apply
expanded constellations with tracking. In addition we are Investigatirig coding schemes
for error protection with the wireless multitone system.

4 Maximizing the Channel Throughput 0

In a typical block-based data transmission system, the received output symbols are
grouped into equal-size blocks that are buffered prior to being processed to mitigate the
effects of channel impairments such as additive noise and intersymbol interference. Due 0
to the increasing demand for higher input bit rates, it is of vital importance to investigate
efficient schemes for transmitting the maximum possible number of bits per input symbol,
at a given symbol rate, without violating capacity limits. This goal is approached in this
report by using knowledge of the channel impulse response and second order statistics
of the additive Gaussian noise to introduce correlation between the transmitted symbols
in a manner that maximizes the channel throughput. No prior assumption is made on
the receiver structure. A finite-complexity LTI (over the duration of the block) filter is then
implemented at the transmitter to achieve this optimum input correlation profile.

4.1 Statement of Problem

The Input-output relationship on a discrete-time LTI dispersive channel corrupted by additive
noise is given by

Yk = , hmnT-,n + nk (1)
M--'O

where {hn1}._o are the channel impulse response coefficients I and v is known as the channel
"memory". We further assume that £,•=o I h,,, 12< oo.

'The use of vector channel coefficients assumes an oversampled polyphase representation of the
channel.
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By considering a block of N output symbols at the receiver, we can rewrite (1) In matrix form
as follows:

h1o hi •..• h,, 0 ... 0

0 ho hi ... h, 0 ...y= x+n

0 ... 0 ho hi ... h,,J

Where
Yk+N-1 rk+N-1 nk+N-1
Yk+N-2 Zk+N-2 nk+N-2y= ;X= ;n=

Yk jk-V nk

or more compactly,

Yk+N-I:k = HXk+N-I:k-. -+- nk+N-1:k (2)
0 The noise symbols are assumed to be complex, zero-mean, Independent and Identically-distributed

with power spectral density No (per complex dimension). Without loss of generality the sym-
bol rate Is normalized to 1 Hertz. The Input symbols are assumed complex, zero-mean, and
Independent of the noise with a correlation matrix (determined by the transmit filter shaping)

0 R., tl= E[Xk+NI:A:-.X;+NI:k-,,].

4.1.1 The Optimal Input Covarlance

For additive Gaussian noise, the channel throughput is maximized when the input Is also Gaussian
[Gallager]. In this case, it Is shown In [AI-Dhahirj that the throughput is given by

7(X;Y) = 1N log92 (Rt + 1HH)RxxI (3)
(N +v) No

where t denotes the pseudo inverse.
By defining the following eigen decomposition 2

H*H = Udiag(ol,..., oN, 0, )U"

it can be shown that the optimum Input covariance matrix that maximizes (3) has the eigen
decomposition

Rot. = Udiag(61,... ,6N,2 0" (4)

2Note that H*H is a Hermitlan rank N matrix.
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with a corresponding optimal throughput 0
1 N

7(X; Y).. = ( + ) og 2(max(--oi, 1)) (5)

where the i's are determined from the "water pour" expression 6, = max(c- f, 0) :1 _< i < N,

and the constant c is determined from the input energy constraint E• 6, = Et= S(N + V).
It can be readily checked that 6i _> 0 unless the condition number of H*H Is very large (i.e., the

channel frequency response exhibits large variations), the Input SNR Is low, and N > V. If 6, < 0
then we set 6, = 0, and the factor N in (4) is replaced by the number of positive 6,'s, call it W.

In this report, we shall be mainly interested In moderate-to-high input SNR levels, in which 0
case W = N. Therefore, we Wll assume henceforth that bi > 0 :1 _< i 5 N. In this case, (5)
becomes

S= + ) i o 2 ((SNR'+ S)u,)] (6)

where SNR' = o(HP) 't' 1 SNR1N-, and S .= -L. Moreover, .,t. can be expressed
directly In terms of H and No as follows:

Ropt = H*(HH*)-l (cHH* - NoIN)(HH*)-lH (7)

This expression shows that Rpt. is non-Toeplltz, and hence the optimum finite-dimersional input
covariance process Is nonstationary.

4.1.2 An "almost Optimal" Quasi-Stationary Approximation 0

To simplify the transmit filter synthesis task that will be undertaken in Section 3, we shall ap-
proximate RoN. by a quasi-stationary [Lev-Ari] covariance matrix R,,,pt. by assuming the first N
positive elgenvalues of Rpt. to be equaP, i.e.,

R,. = Udiag(., ,2,0 U•
N N

= -H(HH*)-'H (8)
N

Note that R,,b,. Is a projection matrix on the N-dimensional row space of H.
The two terms "almost optimal" and "suboptimal" will be used interchangeably throughout this

paper to describe this Input correlation scheme.

3This assumption Is motivated by a corresponding result in the infinite block length case which states
that, for a fixed Input symbol rate, using a fiat Input energy distribution results in negligible throughput loss 0
from the optimal water-pour distribution, on the AWGN channel.
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The throughput achieved by R,,,o. Is given by:

1 N
7(X; Y),,,pT. = (N + v) "l1g2(1 + SNR'a,) (9)

i=1

With a "flat" transmit filter ( i.e., R., = Rt= SN+,,), the channel throughput is given by:

1 N
7(X; Y)l,,8 = (N + ) Iog2(1 + SNRj,) (10)

j=1

Figure 4 demonstrates the relationships between 7(X; Y)op., 7(X; Y),,,pt., and 7(X; Y)f10t for a
specific channel response and output block length.
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Figure 4 Effect of transmitter optimization on the channel throughput (bits/symbol).

4.2 Transmit Filter Synthesis

It Is shown In [AJ-Dhahir] that R,,,pt., given by (8), is a "structured" matrix with a displacement rank
of 2. More specifically, it is a "quasi-Toeplitz" matrix. A slightly-modified version of the classical
Schur algorithm Is used In [AI-Dhahir] to derive a generator [Lev-Ari] of R,,,pt.. call it G,,bpt.(Z).
Once Gftbp&.(z) is computed, both pole-zero and lattice realizations of the modelling filter can be
derived, as shown next.
Pole-zero model:

Since R,,,pt. Is a "quasi-Toeplitz" matrix, it can be modelled as an (N + v)-dimensional stationary
process (with a Toeplitz covarlance matrix T) passed through an LTI all-zero filter b(z) given by
[AI-Dhahtr]

b(z)1 -1 ]t (11)

A closed-form expression for T In terms of b(z) and G,,,,kt.(z) is given In [AI-Dhahir].
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Since R�,A.,, Is a singular matrix, T Is also singular. it can be synthesized by an Nth order all-
pole prediction filter -�1-� that can be efficlentiy calculated using the Levinson Algorithm [Haykin].4

This pole-zero model Is depicted in Figure 5.

0

0
Figure 5 Block diagram of the pole zero model of Rsubopt.

�fl�m�di�
It can be shown [Lev-Arl],[Ai-Dhahlrj that the W� order whitening filter of � has the form:

0

Hence, It consists of a cascade of the all-pole filter k(zq) = � [ q� -q� ]iy1, the

constant-gain section [qo -q� J'. and the N lattice sections N�1(Z) .o(z). This whitening filter
model is depicted In Figure 6.

00 ON-I

g � izuza�
quasi-station

proces q ------------------------------------------- �+white

L-----------1 L L------------

Figure 6 A lattice whitening filter for the quasi-stationary covariance Rsubopt.

Once the whitening filter is constructed, the modelling filter is obtained by applying a standard 0
ruieofsignalflowgraphs: reversethefiowof the upperpath, replace allgalnsonthispathby
their reciprocals, and change the signs of aD inputs entering an adder along that path.

'Note that becaure of the singularity of T, the N"' reflection coefficient kN will have a unity magnitude

* MSEN+1 = MSEN(1 - I kr� 12) =0. Hence, T Is synthesized 'perfectif. 0
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4.3 Application to the FIR MMSE-DFE Receiver

We showed In [AI-Dhahlr], that when the "almost optimal" transmit filter Is Implemented, the
optimum output SNR of the FIR MMSE-DFE Increases. More specifically, for moderate-to-high
Input SNR, the Improvement In output SNR Is given by

S,,. (N +)
SNRMMsE-DFE -, - 0 og10 { N) 1 dB (13)

This analysis Is extended to the optimal transmit filter case in [AI-Dhahir].
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Unit: 10

TITLE: Fast Computing with Neural Networks

PRINCIPAL INVESTIGATOR: T. Kallath

POSTDOCTORAL SCHOLAR: T. Constantinescu S

GRADUATE STUDENTS: G. Xu and B. Hassibi

L Scientific Objectives and Introduction
With the successful completion of K. Siu's dissertation, the neural network research

focused on revision of various publications and work with him (now at UC Irvine) and
Dr. V. Roychowdhury (now at Purdue) on a research monograph, tentativelytitled "Discrete
Neural Computatlon" 0

The main new effort was In the communications area, with an eye towards future
research in wireless communications, exploiting our extensive prior research on sensor
array processing. The first step was to study the consequences of signal structure of the
type most commonly encountered in communications problems, namely cyciostationarity,
to our previous results in this area.

IL Cyclostationarity in Sensor Array Processing
.Most communications signals exhibit so-called cyclostationarity, an important signal

property, which can be properly exploited to significantly improve the performance of sig-
nal processing in various applications, especially In communications. Initiated by Gardner,
Franks [Gardnerl] [Gardner2J and Hurd [Hurd], research activities on cyclostationarity
have recently been undergoing considerable growth, which inspired the Workshop on
Cyclostationary Signals sponsored jointly by the National Science Foundation, Army Re-
search Office, and Air Force Office of Scientific Research. In this reporting period, we
have focused research efforts on the exploitation of cyclostationarity for direction finding
and signal estimation.

Conventional sensor array processing methods such as MUSIC and ESPRIT [Schmidt],
[Roy], basically rely on the spatial properties (e.g. spatial delay) of the signals impinging
on an array of sensors. These algorithms have the disadvantages of ignoring the signal
temporal property and assuming the signals are narrow band, which may not be true in
practice. In applications such as radar and sonar tracking, the signals of interest may have
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rich temporal properties that can be exploited to eliminate Interferences and background
noise.

The cyclostationarity concept was first introduced into array signal processing by Gard-
ner [Gardner3] and Schell et al. [Schell]. In their approaches, the correlation matrix es-
timate used in the general subspace algorithms is replaced by a cyclic cross-correlation

* matrix estimate (see Section ll.B.). The computation of the cyclic correlation, a kind of
temporal processing, helps to raise the SNR and to improve eventually the detection ca-
pability [Schell]. Another advantage of their approaches is the ability to separate signals
having different cycle frequencies and thus to increase the number of detectable signals.

* However, the cyclic correlation methods are still based on the narrow-band assumption
and thus yield larger root-mean-square error (RMSE) as bandwidth Increases. In this
report, we presented a new type of algorithm [Xu] that not only exploits the underlying
signal spectral correlation properties but is also asymptotically exact for both broad band

* and narrow band signals.

II.A. Cyclostationarity and Spectral Correlation
It will be useful to begin our presentation with a brief discussion of some basic concepts

of cyclostationarity signals.
A nonstationary process x(t) is said to exhibit cyclostationarity if there exists a cyclic

frequency a for which the cyclic autocorrelation function

R (,,) = lim T1. R (t + i ) (1)

is not Identically zero, where &(t, u) = E [ z(t) zo(u) J and the asterisk denotes complex
conjugation. Note that for a stationary process, R(r) will be zero for all non-zero c.

The cyclic spectrum is defined as

* S'(f) = lim lim t/12 fE {X1I, (t, f + ,)X;,!I,f- ( )}dt (2)

where

X11 (tv) =(U)e' 2""du.

Moreover, as shown in [Gardner4],

S(f) = f0 R.-e f-dr.

Therefore, If a process T(.) exhibits cyclostationarity with cycle frequency a in the time

domain, then in the frequency domain it exhibits spectral correlation at a shift a.
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lI.B. General Data Model
Here, we present a general data model that holds for both narrow-band and wide-band

signals. To simplify the following presentation, we assume that all the sensors of an array
have the same linear time-invariant response and that the sensors are uniformly spaced
on a line. Then the data received by the array at the time instant t can be expressed as

Z(t) = [XI(t), X2(t), ... , (t]•, (3)
d

z,(t) = FSk(t+(i- 1)DsinG&)+n,(t), i = 1,2,...,m, (4)
k=w

where Sk(.) and Ok are the received signal and the Direction-of-Arrival (DOA) arising from 0
the k-th source; c Is the wave speed and D represents the separation of the neighboring
sensors. The noises, n&(.) at the different sensors are assumed to be jointly stationary
(so that they have Identically zero cyclic self and cross correlation). It is assumed that
d sources are mutually cyclically uncorrelatedat certain cycle frequency a and there are
d.. _- d sources sharing the same cycle frequency a.

Ill. New Signal Subspace Fitting Algorithms
Let us first note a simple but important property of cyclic correlation, which is given in

Chapter 12 of [Gardner5] and in Chapter 11 of [Gardner6] for time series (e.g., sample
paths of stochastic processes).

Lemma1 Iff x(.) is a cydostationary process with (self) cyclic correlation function R•('r),
andy(t) = x(t + T), then 0

(,r) = R (,)e2,oT

Now, let us start from the general data model (3)-(4). The cyclic correlation of the signal
received by each sensor is

R.*J') = (z,(t + ,'/2)x!(t - T'/2)e--i2&)
d d

= (-, Sk(t + r/2 + (i- 1)Dsinek/c) , (t- ,r/2 + (i- 1)Dsin9,/c)e-ij*).
k=1 1=1

Since the 8s(.) are mutually not cyclically correlated, and since only d, sources are self 0
cyclically-correlated with cycle frequency a, the double summation reduces to a single
sum,

•,,) : (E t + 1+(i- - ,- - + (i -1) - ••,, ,
k=1
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* - ~a R(T)ej~b(i- )D sin . (5)

k-II

= s• •).(-)o•,= (5)
k=1

Note that by assumption, the additive noises n,(&) do not have cycle frequency a and
therefore make no contribution to M, (r). If we collect these functions in a vector

0 = [R1rRO(),R,), ,.,R(T)1

we see that

= A~)R~'T),(6)

where A(a) = [•,(a), ... , •(a)], g(a) = [1, ejva*ifl(hc, ... , S•°w(-1)Ds*ke&/c]T and S= 
[R.(7), R . (T),..., R '( 7)]T .

Thus, we have the nice result that whether the original data are broad-band or narrow-

band, when evaluated individually, the cyclic correlations of the data exactlyobey a narrow-
0 band data model with cycle frequency a as a "center frequency" We can then estimate

the source DOAs by applying conventional narrow-band algorithms [Schmidt], [Roy]. For
example we can proceed as follows.

THE ALGORrTHM

Step 1: For signal x&(.) received the i-th sensor, and for each cycle frequency a (estimated
or known) estimate the cyclic correlation R,(-), where T = 0, T,, ... , NT.; i -

1, 2, ... , m; and To is the sampling period.

Step 2: For each a, form a pseudo-data matrix

( Rx) 1 (0) R,(T.) ... R 1 (NT0)

X(O) Rx(0) R (To) ... R0(N T) (7)

Re*.1(0) Iso.(To) ... R). (NT°)

where N Is determined such that forr - NT,, R0,(r) are nonzero and significantly

varying.

Step 3: For each a, pick your favorite SSF (Mignal Subspace fitting) algorithm e.g., MUSIC

or ESPRIT, to estimate the DOAs of signals of Interest based on this pseudo-data
matrix X(a) or its sample covariance matrix X (a). X (a)".
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Extensive computer simulations have been conducted in several different scenarios
and the results have demonstrated the new method performed considerably better than
the earlier methods. It is also important to note that the proposed method does not
require interconnections between different sensors and eliminates many implementation
problems such as coupling and cross talk.

IV. Summary
Most existing approaches, see e.g., those in [Haykin] and [Orfanidis], to the direction

of arrival problem ignore the temporal characteristics of the signals. Following Gardner
[Gardner3] and Schell et aI.[Schell], we have shown that cyclostationarity of the signals, 0
a situation common in many communications problems, can be exploited to considerable
advantages. Our new method effectively combines the temporal and spatial properties,
ease of implementation, and applicability to both narrow-band and broad-band signals.

0
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Unit: 11

TITLE: Research in Image Compression,
Data Compression and

Network Information Flow

PRINCIPAL INVESTIGATOR: T. Cover

GRADUATE STUDENTS: A. Agashe, V. Castelli, E. Erkip,
A. Lapidoth, A. Nobel, E. Ordentlich,

S. Tai, M. Trott and R. Wesel

1 Scientific Objectives
The objective of our work is to apply the techniques of information theory to the

problems of image compression and image transmission, distributed data compression
and storage, and network information flow. During the past year, this work resulted in two
supported papers, five conference presentations, and three Ph.D. theses.

2 Summary of Research
Several research projects are under way. We have begun an experiment to determine

the limits of lossy data compression of images. We plan to empirically bound the minimum
rate at which an image can be encoded without significantly distorting it. Ourboundshould
show that substantial improvements in lossy image compression are possible.

We have continued the work started during the previous year on the fault tolerant
distributed storage of information among several sites which are failure prone. During this
report period Jim Roche published his PhD Thesis [Roche a] on this topic. His work proves
constructively that an apparently optimistic bound on the amount of information that can
be reliably stored turns out to be achievable. These results were presented [Roche c] at
the recent 1993 International Symposium on Information Theory.

Progress in image transmission in many transmission environments is closely related
to the development of effective modulation schemes. The work of Mitchell Trott in devel-
oping a theory for linear systems over groups will be crucial to advances in trellis coded
modulation.

In [Nobel], Andrew Nobel extended the classical law of large numbers from a single
function to an entire class of functions. This powerful result will allow a more rigorous
understanding of consistency issues In the study of learning for generalized feedforward
networks.

In [Castelli and Cover], we report new results which quantify the relative value of
labeled and unlabeled samples for the classification of a sample based on the previous
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labeled and unlabeled samples in pattern recognition. This work provides insight into how
to efficiently use unclassified and classified data to train a classification system.

Also, we are continuing to explore the role of feedback in communication, and we are
refining our understanding of the entropy of random trajectories.

, Detailed Research Descriptions
3.1 Image Compression

We have begun an experiment to determine the limits of lossy data compression of
images. Specifically, we are interested in finding an accurate estimate of the minimal rate

at which an image can be coded without incurring significant perceptible distortion. We
do this by first having one experimental subject simplify a given image without significantly
distorting it, and then have another subject predict the simplified image, pixel by pixel, as

accurately as possible.
The accuracy of the second subject's predictions can be quantified to yield an estimate

of the entropy of the simplified image. This two-stage process - simplification followed
by noiseless data compression - can be mechanized and can be proven to be optimal
in a rate distortion sense. Thus not only will our estimate of the minimum achievable rate

with little or no perceptible distortion be useful as a benchmarkto researchers in the field,
but our experimental framework itself may pioneer a new algorithm for data compression.
Our bound on the achievable compression should show that substantial improvement over

current schemes is possible.
As far as details of the experiment are concerned, we plan to use human beings

to 'cartoon' or simplify the existing image into one which is very predictable by another

human being. This simplified image must also be psychologically nearby in that it is hard
for a human observer to distinguish it from the original. This distortion measure is not
quantitative, but it Is clear that when the two images are almost indistinguishable, the lossy
compression scheme is working well.

We will ask a person who has not previously seen the original or simplified image to
predict at each pixel what shades are likely to appear in the next pixel given the pixels that

have been seen so far. This person will then bet in these proportions on what shade will

be next. It can be proved that if the subject achieves a wealth of 2k starting from a one
unit bet on the image, then k bits can be saved In the descriptive complexity of that image.
Thus, an n-pixel image will require n - k bits to describe. This is essentially the method

used in [Cover and King] to find the entropy of English text. (It was found that a noiseless

data compression of English text of a factor of 4:1 could be achieved, and it was argued
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that no further reduction was possible.)

3.2 DistrIbuted Information Storage
Using techniques from Galois field theory and network flow theory, In [Roche a] and

[Roche b], we show how to distribute information among several different sites with a
minimum of redundancy so that no data Is lost even if several sites become inaccessible. 0

A simple example of the powerful results of this work involves a sequence of 2t bits
of which t bits are distributed to each of K sites in such a way that if all but two of the
sites fail, the original sequence can be recovered. How many different sites can be used?

Clearly there are at least three since we could store the first half of the sequence at the 0

first site, the second half at the second site, and the exclusive-or of the first half and the

second half at the third site. Using combinatorics, Roche shows that K _< 2' + 1. Using
Galois field theory, Roche surprisingly shows this bound to be achievable.

Having found theoretical limits on the amount of information that can be reliably stored 0
in various networks, attention is focused on the configuration of disks that is widely used in
practice. Roche demonstrates how to reduce the time spent updating parity-check disks

when data disks are continually being modified.

3.3 Linear Systems over Groups
In [Trott], a theory of linear systems over groups is developed that parallels the classical

theory of discrete time linear systems over fields. This theory is an extension of the
reformulation of classical linear systems over fields found in [Willems]. Using only the
elementary tools of group theory, we rederive such concepts as minimal state spaces,
canonical realizations and minimal state observers. As fields can be viewed as a structured
subclass of groups, our results apply to ordinary linear systems as a special case. We

expect that much of linear system theory can be shown to be essentially group-theoretic
In nature. S

Willems' viewpoint is particularly relevant to coding theory, where the collection of
codewords (or code sequences) Is more important than the input-output mapping from
information sequences to code sequences. A set of codewords does not usually con-

tain an explicit description of a system that generates the set. Instead, descriptions of
the codewords, embodied as Input-state-output realizations, are constructed to satisfy
Implementation goals such as minimizing complexity.

In the context of this framework, we show that any linear system C over a group G

has a minimal state space at each time that is unique up to isomorphism. We construct 0
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a canonical feedforward input-state-output realization for C that incorporates this minimal
state space. We also construct a minimal feedforward observer whose state tracks the
state of the input-state-output realization. The structure of the observer guarantees that a
finite number of errors in the observed sequence yield only a finite number of errors in the
recovered state sequence. Such an observer is readily converted into an inverter, or, by
adding feedback, into a second canonical type of minimal input-state-output realization.

A primary application of this work is the representation of trellis codes as linear systems
over groups of Euclidean space isometries. A trellis code with such a representation satis-
fies strong symmetry and regularity properties that are difficult to establish directly. Using
the theory of linear systems over groups, we have found a simple geometric description
of the "nonlinear" V.32 trellis code used in most 9600 bit/s commercial modems.

Our reformulation of the results of linear systems over fields often yields simple, illumi-
nating proofs that rely only on elementary tools of group theory. In future work, we plan to
recast additional results from linear system theory into a group setting. Also, by building
on [Forney], and on the analysis and synthesis results of [Loeliger and Mittelholzer], we
hope to derive a constructive theory of trellis codes that explicitly relates the algebraic
structure of the trellis code and the geometric properties that determine its performance.

3.4 Uniform Laws of Averages
In [Nobel], the classical law of large numbers is extended from a single real valued

function to a collection of such functions. This extension provides a methodology for
studying the consistency of inductive procedures for statistical estimation problems, in-
cluding pattern recognition, vectorquantization, and the training of neural networks. Nobel
uses closure properties that hold when the underlying observations are independent and
identically distributed to extend uniform laws of averages to empirical quantities such as
maxima or minima that cannot be evaluated in terms of averages. Nobel makes a further
extension to an analogous law for weakly dependent (absolutely regular) observations.

3.5 The Relative Value of Labeled and Unlabeled Samples
In [Castelli and Cover], Vittorio Castelli presented new results on the relative value

of labeled and unlabeled samples in reducing the probability of error of the classification
of a sample into one of two classes based on the previous observation of labeled and
unlabeled data. Castelli and Cover showed that when the training set contains an infinite
number of unlabeled samples, the first labeled sample reduces the probability of error to
within a factor of two of the Bayes risk. The Bayes risk is the best that a classifier could
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do with complete a-priori knowledge of the densities associated with the two classes and
the probability of each class. Further, they showed that subsequent labeled samples yield
exponential convergence of the probability of error to the Bayes risk. Finally they show
that labeled samples are exponentially more valuable than unlabeled samples with the
relevent exponent being the Bhattacharya distance.

3.6 Feedback In Communicalton We report on progress in our efforts to find the capacity
of the additive Gaussian noise channel with an average power constraint in the presence
of noiseless feedback. In [Cover and Pombra], it was shown that the feedback capacity of
a non-white additive Gaussian noise channel can be evaluated via the maximization of the
determinant of a certain covariance matrix under a trace constraint. We have developed
an algorithm for maximizing this determinant and conjecture that the values attained are
indeed global maxima.

Our algorithm has given us insight into the optimum strategy for communicating with
feedback in the presence of Gaussian noise. Preliminary results indicate that the majority
of one's available power should be used to transmit linear combinations of past noise
samples (which are available as a result of feedback) in an effort to reshape the effective
noise spectrum. Specifically one should decrease the effective noise power where it is •
already low at the expense of increasing it where it is high.

3.7 Process Entropy
Various aspects of network information flow can be modeled using finite state Markov

chains. Among these may be the lengths of message queues or the path a message
follows as it is being routed through a network. We are therefore interested in calculating
expectations of functionals of Markov trajectories. Laura Ekroot initiated this work in
her PhD dissertation [Ekroot] and subsequent papers on the subject, [Ekroot and Cover
a][Ekroot and Cover b]. 0

Elza Erkip has generalized the problem of finding the entropy of Markov trajectories.
Consider an irreducible finite state Markov chain with transition matrix P and gain matrix
G, where the rsi' entry of G denotes the gain accumulated when the Markov chain passes
from state r to state s. A trajectory T,, is a path from state i to state j with no intervening 0

states equal to j. We have found a closed form expression for the expected gain, i, for
the trajectory T,.

As special cases of the general solution we obtain the expectations of various functions
of trajectories which are expressible in terms of accumulated gains. Among these are the 0
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length of the trajectory, the number of visits to state k on the way from i to j, the number

of transits from r to a in the trajectory, and the entropy of a trajectory.
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