AD-A261 294
RIIRE

Advanced Technology for
Portable Personal Visualization

Report of Research Progress
July 1992 - January 1993

This rescarch is supponed in pan by
DARPA ISTO Contract No. DAEA 18-90-C-0044

Deparument of Computer Science
University of North Carolma st Chape! Hill
Chapel Hill, NC 27599-3175
Telephones: 919-962-1931 (Brooks), 919-962-1911 (Fuchs)
FAX: 919-962-1799
E-mail: brooks@cs.unc.edu, fuchs@cs.unc.edu

o)

1

“E‘- 2

A

\

i

0‘0
= O
=== ND
W
™

BV L1

DTIC

ELECTE
MAR 0 4 1993 D ‘
Principal Investigators: Frederick P. Brooks, Jr., and Henry Fuchs |

Faculty: Gary Bishop, Resecarch Associate Professor; Vern Chi, Direcior, Microelectronic Systems Lab;
Steve Pizer, Kenan Professor; William V. Wright, Research Professor

Swff. Brad Bennett (Systems Programmer), Steve Brumback (Electrical Engineer), Stefan Gottschalk (Programmer),
David Harrison (Hardware Specialist, Video), John Hughes (Hardware Specialist, Farce Feedback ARM),
Linda Houseman (Administration), Kurtis Keller (Rescarch Engineer), Jannick Rolland (Optical Engineer),
Kathy Tesh (Secretary), Fay Ward (Secretary)

Research Assistants: Ron Azuma* (Optical Tracker), Mike Bajura®* (Ultrasound), Andrew Bell** (Walkthrough),

Devesh Bhamagar* (Optical Tracker), Andy Brandt** (Ultrasound), David Chen** (Ultrasound),
Jim Chung (HMD—Radiation Treatment Planning), Drew Davidson (HMD—Sound, 3D Modeler),
Erik Erikson (HMD—Foot Tracking, Virual Tool Kit), Rich Holloway (See-through HMD, error registration),

Terry Hopkins** (HMD—Distortion Correction), Mark Mine* (HMD-—-Low Latency Rendering),

Ryutarou Ohbuchi® (Ultrasound), Russell Taylor*** (Nanomanipulator), Chris Tector (Ultrasound),

Hans Weber (Architectural Walkthrough)

* Supported by NSF Cooperative Agreement no. ASC-8920219

s+ Supported by NSF Grant no. MIP-9000894 / DARPA order no. 7510.
*** Supported by NIH grant no. 2-P41_RR02170-09

STATENENS
) iupubﬁcfdoaﬂ

¢

B

%

LF
]




lNﬁS CRAL}, ,
OTIC TAB )

. Unannounced 3
B'y - S [
Advanced Technology for 'Qstributon
Portable Personal Visualization Avartability Codes

1.0 Summary and Goals

Despite the recent avalanche of publicity on virtual reality. the state of the antin - =
displays (HMD) is still at the "almost-works” stage. Although extravagant claims are made almou
daily on television and in the popular press, there is very littie that can be usefully accomplished
today with virtual reality technologies.

We at UNC have been working since the early 1970s on aspects of these technologies and have
been advancing the state of the art by a "driving problem” approach; we let the needs of selected
applications stimulate the direction of the technological developments and then test new results by
observing their impact on solving the original application. We are working on three application
areas: molecular modeling, 3D medical imaging, and modeling of architectural interiors.

We have developed complete systems that include the head-mounted display device, the display
generation hardware, ard a head and hand tracker. We have access 10 a force-fecdback ARM that
is owned by the GRIP project. We purchase components when available and build components
when there was a clear advantage to doing so:

a) We built, under separate major funding by DARPA and NSF, the display-generation
hardware (our most recent machine is Pixel-Planes S, and a new machine, PixelFlow, is now
in the design stage).

b) We built an optoelectronic helmet-tracking system (the ceiling tracker) that can determine
position and orientation over a large area (currently under a 10- x 12-foot ceiling). To our
knowledge, this is the first demonstrated large-area helmet tracker.

c) We purchase commercially-available head-mounted display devices but continue to build
head-mounted display devices with see-through capability.

Construction has begun on a larger version of our ceiling tracker. Coverning four imes the area of
the original, this will offer truly wide-range tracking for architectural walkthrough applications and
see-through HMD-based applications, such as ultrasound examination. By developing an
algorithm to calibrate beacon positions, we greatly reduced the cost of the new ceiling. We plan to
have the new system operational in March 1993,

1.1 Goals of the Head-Mounted Display Project
* Demonstrate the usefulness of the head-mounted display (HMD) in real applications.
* Build a system in which virtual objects appear to remain fixed as the user’s head moves.

» Improve the hardware subsystems which currently limit performance of HMDs (trackers, HMD
optics and displays, real-time graphics generation engines).

+ Design and implement software base to support HMD functions, including model-building
tools.
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Integrate visuai, auditory and hapuc (force feedback) displays into a working system.

Build new input devices and investigate methods of manual control suitable 10 an unmersive
synthetic enviroament.

Build and 'mvcségatc the uses and limitatons of see-through HMDs (opucal and merged-video
designs).

1.2 Goals of the See-through Head-Mounted Display Subproject

*

Derive and test a theoretical mode! for the registrason error in a see-through head-mounted
display (STHMD).

Build a low-latency system so that virtual objects appear 1o be stationary when supenmposed on
the real environment.

Experiment with methods of registering real and virtual objects.

Derive a method to calibrate a see-through head-mounted display accurately.
Assess perception of depth and sizes using a bench prototype STHMD.
Build and integrate a 60-degree field-of-view STHMD system.

Design, build, and integrate a video STHMD using two miniature video cameras.

1.3 Goals of the Tracker Subproject

Develop wide-range trackers for head-mounted displays. Improve our existing tracking system,
which can track an HMD inside a small room-sized environment. For the long term, explore
technologies that can track multiple users and have unlimited range without requiring
modification of the environment.

Work to improve the other aspects of HMD tracking: latency, speed, accuracy. and resolution.

1.4 Goals of the Walkthrough Subproject

Develop tools and techniques for building synthetic environment models.

Explore virtual environments through architectural simulation. Walking through a building 15 a
natural and intuitive process in the real world; the goal of the Walkthrough project is to use this
intuitiveness to study virtual-world interaction, especially wayfinding in virtual spaces.

Serve as a driving problem for HMD, tracker, and graphics architecture research. Walkthrough
is a real-world application that pushes the limits of HMD, tracker, and graphics architecture
technologies.

1.5 Goals of the Virtual-Environment Ultrasound Scanning Subproject

+ Build and operate a 3D ultrasound system which acquires and displays 3D volume data in real
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time. This design requires significant advances in both 3D data acquisition and 3D volume data
display. The former topic is being investigated by a research group at Duke University and is
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not included in our project. The latter topic is the focus of Prof. Henry Fuchs’ ultrasound
research at UNC-Chapel Hill. Furthermore, accurate acking of both the physician’s head and
hand are required to register the computer reconstructed ultrasound volume properly with the
real world.

1.6 Goals of the Nanomanipulator Subproject

« Build a system that a surface scientist can use to perform real-time modificaton experiments on
surfaces under study with a scanning tunneling (STM).

 Gain an understanding of the basic processes for surface modificaton using an STM by means
of bias voltage pulses.

» Use the system to create quantum interference devices, such as quantum transistoss.

2.0 Summary of Major Accomplishments

2.1 Head-Mounted Display System

* During this reporting period, we finished the proof of concept of pre-distortion of images to
compensate for optical distortion. We also achieved limited success with pre-distortion of only
vertex locations of polygons.

* The first stages of a Jus -In-Time Pixels system, which incorporates both knowledge about the
time of display of a pixel and predictive head-tracking techniques in the computation of the
displayed pixel values, has been implemented. The intensity value displayed at each pixel is
based upon the estimated viewpoint of the user at the time of its display.

* We generated an animated sequence simulating the difference berween images based on Just-In-
Time Pixels and conventionally rendered images. We also verified that the distorton due o
conventional rendering techniques (and the corresponding lack of distortion of Just-In-Time
images) is perceptible in objects moving relative to the user’s viewpoint.

» A beam targeting tool 1o be used for evaluation of the effect of hean tracking on targeting
radiation treatment beams in cancer therapy has been developed and is being tested in user
studies.

» The teamn developed a serial communications library so that all serial trackers will be able to run
over the telephone lines from any of the host machines, providing much greater flexibility in
terms of HMD station configurations. This is distinct from the serial device library which
operates over the network. The advantage to this approach is that once the phone-line
connection is established, the line is dedicated and, therefore, impervious to network loads. This
enables us to handle switching of video sources in software from any workstation.

* A 3D color selection survey including slicing through RGB color cubes and HSV color cones
was created. It could not be determined whether implemented 3D methods are superior to the
2D methods tried (e.g., HSV sliders) for virtual-worlds interaction.

 Foot tracking became a new area of experimentation. The user’s feet are tracked relative to the
body in order to derive absolute position (given a known start point). A preliminary paper
describing the system and some of its inherent problems was written.
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« The sound library for playing sounds in the virtual world was rewritten to increase its
responsiveness and to enable the playing of binaural azimuth-localizable sounds.

2.2 See-through Head-Mounted Display
2.2.1 30-Degree Field-of-View System Using Off-the-Shelf Optics

During the last reporting period we built and integrated a first prototype of the 30-degree field-of-
view optical and mechanical head-mounted display system. Duning this reporting peniod we have
made the following accomplishments in research using this see-through head-mounted display:

* We completed a first set of psychophysical studies using the optical bench prototype see-
through HMD. Those included size and depth perception in virtual environments, as well as the
effect of mismatch between interpupillary distance (IPDs) on the user of the HMD and on the
optics and software setups. Part of this research was funded under an NIH grant.

+ A first draft of a paper describing the calibraton of the system and the results obtained has also
been completed.

» Dr. Jannick Rolland presented the results of the experiments in an invited talk at the Opucal
Society of America by in September 1992 (see Section 5.3).

+ We created a simpie demonstration application to illustrate the lag problems inherent in see-
through head-mounted display (STHMD) systems. This STHMD has been used as a testbed for
low-latency rendering software and for low-latency tracker testing; work is continuing in this
area.

+ The Pixel-Planes 5 graphics software was modified to handle the inverted screen configuration
(which complicated the lighting calculations), and an "x-ray vision" visualization program was
demonstrated for attendees of the Visualization in Biomedical Computing conference held at
UNC. The demonstration features a computed tomography (CT) dataset of a human jaw
superimposed onto a styrofoam head as a simulation of a surgical planning tool. The user can
make tissuc-depth measurements with a virtual ruler.

» The "x-ray vision" demonstration was augmented with virtual menus (from the VTK library
described in the previous report) to allow the user to perform various operations, the most
important of which is the automatic registration of the virtual and real objects. The user picks
“landmarks” (as used by surgeons in current practice) on both datasets, and the system uses a
principle components method to align them. Currently, only the centroids are aligned, but work
on implementing the rotation portion of the transformation should be completed shortly. The
system was also augmented with sound to give the user feedback on menu selections,
registration operations, and errors.

2.2.2 60-Degree Field-of-View System with Custom Optics

+ A design review of the optics of the 60-degree field-of-view (FOV) optics was conducted at
UNC-CH in the presence of a representative of Tektronix, the company that is providing the
two miniature color displays. The design review showed that the color plate used in conjunction
with the CRTs to provide color needed 10 be moved close to the CRT; this was due mainly to
optical reasons resulting from the folding geometry chosen for the system. The color plate had
been moved after the folding prism previously to facilitate the mechanical assembly of the
system.

» The reoptimization of the 60-degree FOV optical system was completed in Ociober 1992,
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» We also completed the design for the helmet 10 mount the complicated optics. The helmet has
adjustments for the interpupillary distance (IPD) and balanced adjustments for the height of the
optics. The design utilizes composites to reduce the mass of the helmet. A umque mount was
also designed; This mount creates an oil-tght seal between the lenses and the CRT, and it can
also rotate.

+ Following the first pass at the mechanical assembly for the 60-degree FOV system, we
discovered that pressures exerted by the CRT from thermal expansion could result in a loss in
optical image quality. We solved this problem by deciding to coupie the CRTs to the opucs via a
thin film of oil of 0.4mm. Adding this extra thickness of liquid without reoptumizing the system
would put the finai mage out of focus, but we his was compensated for this by having the color
plate made slighdy wninner.

» We have received a reply from Tektronix that the plate could be made 0.01” thinner, but ha: -
not yet received any specific details about which layer of the plate would be mac  thinner. . s
information is necessary to proceed with the fine tuning of the oprcs.

2,2.3 Video See-through Cameras with Custom Optics

* We have completed both the optical and mechanical design for mounting the two miniature video
cameras to be used with the Flight Helmet from Virtual Research. The lenses of the video
cameras have been designed to compensate for the optical distoraon of the LEEP optics used in
the Flight Helmet, and the FOVs of the two cameras were designed to match the Flight Helmet
FOVs. The required optics designs have been sent to the selected manufacturer.

» Lens mounts, which include the adapters for placing the lenses off center to the cameras, have
been designed for the miniature lenses .

* A detailed report of the optics design has been written by graduate student Emily Edwards and
Dr. Jannick Rolland.

2.3 Tracking
Background:

We first demonstrated at the ACM SIGGRAPH 91 conference (28 July-2 August 1991) our
custom-built optical tracking system, which features a scalable work area that currently measures
10" x 12'. The sensors consist of four head-mounted imaging devices that view infrared light-
emitung diodes (LEDs) mounted in standard size (2' x 2') suspended ceiling panels.
Photogrammetric techniques allow the head's location to be expressed as a function of the known
LED positions and their projected images on the sensors. Discontinuities that occurred when
changing working sets of LEDs were reduced by carefully managing all error sources, including
LED placement tolerances, and by adopting an overdetermined mathematical model for the
computation of head position: space-resection by collinearity. A novel aspect of this system is that
the range is not limited to the current configuration. By adding more panels to the ceiling grid, we
can scale the system to any desired room size, and we have just begun building a larger version of
this system that is four times larger than the original. To our knowledge, this is the first
demonstrated scalable tracking system for HMDs. [Ward92]

After its introduction in the summer of 1991, we installed this optical tracking system in our
graphics laboratory, where it is now a plat. m for further tracker research and for running HMD
applications. It supports the Walkthrough project, which retired their treadmill input device in
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favor of our optical tracker. Efforts are underway to integrate see-through HMD capability with
this tracker to help the Ultrasound group.

Achievemenits during this reporting period:

« Construction of the new ceiling has begun. This 1s a much larger version of the exisung ceiling
tracker. Spanning about 16° x 30', it covers four umes as much area as the exisung system.
Circuit boards were designed for the panels and supporting eleconics. We are now tesung
prototypes of these boards. On 25 January 1993, construction crews began tearing down office
walls to build the new Tracker/Ultrasound laboratory where the new ceiling tracker will reswde.

+ We refined our calibration algorithm for measuring the locations of the ceiling acker's LEDs.
To demonstrate it, we physically moved some panels in the existing ceiling and then measured
the new LED locations. This work was done in conjunction with John F. Hughes of Brown
University, and we wrote and submitted a paper detailing this method (see Section 5.2). The
ability to measure LED locations in the ceiling means we will no longer have to carefully align
the LED positons to a known grid. This greatly reduces the expense needed to build the larger
ceiling.

» We implemented a simple prediction method on the ceiling HMD. Accurate prediction requires
accurate knowledge of time in the system. To obtain this, we bypass UNIX entirely and
directly inject the ceiling tracker data into our graphics engine, Pixel-Planes 5. Clocks on the
tracker computers and on Pixel-Planes 5 are synchronized to within a millisecond and are
resynchronized every two to three minutes to compensate for drift. More advanced predicuon
techniques will be explored in the next reporting period.

+ Gyros and accelerometers have been acquired for use in aiding predictive tracking and
eventually in experimenting with inertial tracking. We tested them individually with a PC-based
A/D card, built mechanical mounts for the sensors, and are in the process of integrating them
with the ceiling HMD.

+ A video camera 1s mounted above the right eye of the ceiling HMD to provide a pnmitve video
see-through capability in one eye. This will eventually support evaluation of prediction methods
and ultrasound applications.

» We built a mount that holds an ultrasound transducer and three opticai sensors. With this, the
ceiling can track the position and orientation of the ultrasonic sensor, which will permit the
Ultrasound group to collect data without worrying about magnetic distortions to which
Polhemus and Ascension trackers are vulnerable.

» We have reduced the jitter that occurred when one of the camera views moved off the ceiling.
This was accomplished by modifying the code to assign weights to each LED in the ceiling,
with progressively smaller weights being assigned to the LEDs closer 1o the edge of the ceiling.
Use of these weights gradually reduces the importance of a view as it moves closer to an edge,
thus reducing the jitter caused by its sudden disappearance when it falls off the edge.

« We performed some tests to estimate the magnitude of the distortion in our Polhemus and
Ascension trackcrs. Further end-to-end timing studies were also performed on these and other
trackers. The results are being recorded in a technical report.

+ We investigated sources of noise in an attempt to get cleaner and more accurate signals from our
optical sensors. The investigation did not identify any large error sources.

+ A safety mechanism was developed and installed in the standard software to prevent us from
firing the LEDs more often than their specified limits permit. We have noticed that about four
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LED:s in the existing ceiling appear to be dead, so this new mechanism should protect us from
burming out more LEDs.

Preliminary studies have been done on the feasibility of making a wireless version of the ceiling
HMD so that the user will have no cable to drag.

We submirted a short article describing the ceiling tracker and the requirements demanded of
trackers in see-through systems to Communications of the ACM, for a special issuc on
augmented reality systems.

2.4 Interactive Building Walkthrough

We have reached the stage where interactive radiosity is functional and can be integrated casily
into existing applications to provide highly realistic lighting simulations in near-real time.

We have moved automatic model mesh-generation in the Virtus WalkThrough-to-Pixel-Planes 5
modeling pipeline onto the graphics processors, allowing it to work more tightly with interactive
radiosity.

Significant process has been made in building a highly detailed architectural model 10 serve as a

testbed for user studies on the effectiveness of different types of detail in architectural
environments and on wayfinding methods.

We have continued running user studies with Walkthrough under the ceiling tracker to study the
effectiveness and shortcomings of the existing system.

2.5 Virtual-Environment Ultrasound Scanning System

Advanced Technology for Portable Personal Visualization

We implemented a system to enhance visual depth cues by displaying a virtual “'pit” within the
patient. The walls of the pit are opaque, which allows the physician to judge better where the
ultrasound volume lies within the patient.

The implementation of a software system to reconstruct a series of 2D ultrasound images and
their locations and orientations into a 3D regular volume has been completed. This is done off-
line.

The Vlib virtual world management capabilities are now integrated into VVEVOL to allow
volume rendering in a virtual environment.

We integrated ultrasound image acquisition, resampling, and volume rendering into a virtual
environment to create one large interactive ultrasound virtual-reality application.

A system for calibrating both the ultrasound transducer and the see-through video for use under
the optical ceiling tracker was developed. The calibration procedure is independent of the type
of tracking or position/orientation of the transducer, allowing the system to function under
changing conditions. Further work is necessary, but the system shows positive preliminary
results.

Dr. Vern Katz of the UNC Hospitals' Department of Obstetrics and Gynecology used our
volume-rendering ultrasound system to scan a fetus inside a pregnant woman.

We designed and simulated in software a real-time video frame grabber for the Pixel-Planes 5
high-speed ring. The design for the board has gone to the Microelectronics Center of North
Carolina for fabrication.
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» General Electric Ultrasound Systems has made a generous loan to us of a new ultrasound
scanner. This scanner has increased the resolution of our ultrasound images. Furthermore, it
has many advanced features lacking on our previous machine.

2.6 The Nanomanipulator: An Atomic-scale Teleoperator

+ We have interfaced the system with an HP8131A pulse generator to provide bias pulses under
user control. We have used pulses to place mounds of gold onto a surface at locations specified
by the user in real time, using our manipulator ARM. P

« We have characterized the elements of the feedback loop using a network analyzer. With this
information, we designed a new feedback control circuit to optimize system performance.

3.0 Expected Milestones during the Next 12 Months PY
3.1 Head-Mounted Display System

« Pre-distort images more accurately by dicing large polygons and moving polygon vertices.

+ Continue development of the Just-In-Time Pixels renderer. Primary goals will be the
incorporation and fine tuning of predictive tracking techniques and the inclusion of the
ability to handle more complex scene geometries.

» Complete a study of the effect of head-mounted display on targeting radiation therapy
beams. Practicing radiation oncologists, dosime *rists, and radiation physicists are
currently being recruited for participation in a user study. This study will make
subjective and objective comparison between treatment beam configurations designed ®
with a head-tracked navigation mode and those designed without head tracking.

« Write and publish a paper describing the essential coordinate systems and
transformations for a head-mounted display system.

3.2 See-through Head-Mounted Display
3.2.1 30-Degree Field-of-View System Using Off-the-Shelf Optics

* Write the final draft of the paper describing the calibration of the system and psychophysical
data obtained.

» Write a research proposal to obtain further funding for this research.
* Procure and calibrate CCD cameras to measure registration error for the 30-degree FOV system.
+ Build measurement setup for analyzing registration error for a simple system.

» Derive a model for registration error as a function of error sources (distortion, tracker error,
alignment error, etc.).

« Measure registration error for subsets of the STHMD system of ever-increasing size, and
compare them with error predicted by the model.

+ Compliete the calibration procedure for the see-through HMD system.
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3.2.2 60-Degree Field-of-View System with Custom Optics

» Complete the fine tuning of the optics design once exact numbers are provided by Tektronix.
« Complete the mechanical design of the systemn.

« Have the optics and the mechanical parts for the assembly manufactured.

+ Assemble the first prototype of the system.

3.2.3 Video See-through Cameras with Custom Optics
« Investigate alternatives for mounting the cameras on the helmet.
« Assemble the cameras after receiving the lenses and the mechanical parts.

+ Evaluate the system.

3.3 Tracking

» Finish construction of the new ceiling and get it running. This includes hardware setup and
software modifications. Run our calibration method to measure the LED locations in the new
ceiling. Successful measurement of LED locations will control discontinuities in the computed
position and orientations reported by our tracker. Discover how much this increased range of
motion helps in certain applications.

* Mount the gyros and accelerometers on the ceiling HMD, and use them to support advanced
prediction methods. Develop, demonstrate, and evaluate prediction methods with both objective
measures and user studies.

« Investigate better math techniques for computing the position and orientation of the head with
our equipment. Our existing method, space-resection by collinearity, is an iterative method that
does not always converge to the correct solution in difficult conditions. Other methods should
be explored. One particular alternative flashes only one LED per update, using an incremental
Kalman filter to estimate the new position and orientation. It has the potential to improve
significantly the accuracy, update rate, and lag of this tracker.

+ In order to support exploration of alternate methods, revise the ceiling tracker system software.
This will add the ability to record user motion with accurate timestamps and low-level
information, such as individual sensor photocoordinates. The programs which control the
hardware already offer timestamp support that is accurate to about 30 microseconds. By
recording data runs, we can apply alternative mathematical methods to the data to compute
position and orientations off-line.

+ Integrate the see-through capability for at least one eye on the ceiling HMD in a more rigorous
manner than the current implementation. Build a rigid mount to hold the camera, and work on
actually achieving reasonable registration of real and virtual objects. See-through capability
makes latency much more visible, aiding evaluation of delay compensation techniques.

+ In the long run, explore technologies for unlimited range tracking in unstructured environments.
An area that needs exploration is relative-mode tracking, which measures only the relative
differences in position and orientation as the user moves and integrates these differences over
time to recover the head's location. Inertial systems are an example of such a tracker. The main
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problem with relative-mode trackers is dnift, since repeated integration accurnulates error over
time. A hybrid inertial-optical tracker could prove to be an effective system. Occasional fixes
from the optical tracker will prevent drift from accumulating endlessly, and the inertial units will
allow much greater freedom of head orientation and immunity to :nvironmental distortions.
Such a system could dramatically reduce the number of LEDs required or, for an equivalent
cost, greatly expand the range of the tracking system.

3.4 Interactive Building Walkthrough

« Integrate more advanced versions of the Virtus WalkThrough model-building into the system,
with support for textures, model partitioning, more complex radiosity emitters, and the
replacement of model parts with objects from our model libraries.

* Refine the current interactive radiosity system to increase the accuracy of the lighting model, to
lower the lag time required to get an initial solution to the lighting model, and to smooth the
transitions as more accurate solutions are obtained.

+ Incorporate adaptive and dynamic meshing into the automatic model mesh-generation to provide
mesh refinement and to allow the user to change the geometry of the scene.

« Implement an automatic model partitioning scheme by using hierarchy and containment
information exported from Virtus Walkthrough.

» Conduct additional user studies.

3.5 Virtual-Environment Ultrasound Scanning System

* Build and integrate a real-time video frame grabber to allow ultrasound image acquisition at a
rate of 30 Hz.

 Improve calibration techniques for merging computer-generated and real-world images in a
virtual environment. The calibration procedure previously discussed is being designed to solve
both video and transducer calibration problems.

 Track the physician’s head and hand under the optical ceiling tracker, as opposed to using a
magnetic tracker like a Polhemus or Ascension tracker.

+ Improve the quality of the image rendering.

» Conduct an experiment in which all resampling and rendering is done off-line to allow the
maximum image resolution. This will also drastically cut the perceived lag in the system.

 Conduct experimental trials of the improved system with an Ob-Gyn physician, an ultrasound
technician, and several pregnant subjects.

3.6 The Nanomanipulator: An Atomic-scale Teleoperator

+ Modify the STM so that the wave form of the tunneling current resulting from voltage pulses
can be observed and recorded.

+ Work with our collaborator in this research, Professor Stanley Wh. iiams of the UCLA
Department of Chemistry, to conduct other experiments possible with these new facilities.

10
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4.0 Discussion of Research

4.1 Head-Mounted Display System

Hardware

The current HMD system is used by many projects and subprojects in a variety of configurations.
The following is an overview of the current system:

Hom Comps
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Posifor: Posiion Posion Positon
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User User 2
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Figure 1. Overview of UNC Head-Mounted Display System.

A description of each component follows:

Host computer: A Sun 4, which runs the host side of the application and interfaces to the
graphics engine.

Graphics Engine: Pixel-Planes 5, a message-passing multicomputer capable of d-1wing more
than two million Phong-shaded, Z-buffered triangles per second. Multiple appli.ations can run
on the system at the same time due to its ability to be split into several subsystems.

Magnetic trackers: We use Fastrak, 3SPACE, and Ascension magnetic trackers.
Ceiling tracke:  :escribed in Section 4.3.

Force-feedbach ARM: Simulates forces in the virtual world. It has six degrees of freedom (3
forces and 3 torques) and uses computer-controlled servo motors.

Manual input devices: The newest input device has a natural handgrip shape with five buttons
for user input. We also have hollowed-out billiard balls with 3SPACE or Fastrak sensors
mounted inside, and switches on the outside for signaling user actions.
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+ Sound: Contolied by Macintosh; plays sounds under apphcation control either in earphones
antached to HMD, or from separate speakers. The sound Macintosh can be controlled by any
machine on our network transparently using sdilib.

In general, an application can run with almost any subset of the above equipment.

Software

user application code
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Figure 2. Overview of UNC Virtual-Worlds Software.
(Dashed lines indicate application calls; solid lines indicate inter-library calls )

The virtual-worlds base software is fairly complete but will continue to expand to be more flexible
and powerful and to z:commodate new hardware. Most of the libraries support multiple
technologies transparently, allowing application code to switch easily between different pieces of
hardware by changing only an environment variable. While efforts at improving these libraries
will continue, we will work to add new capabilities and develop new applications. The software
goals are listed in with the other twelve-month goals for the project in Section 3.1.

4.2 See-through Head-Mounted Display

The search for the perfect display device for HMDs is ongoing. While most commercial research
is aimed at large screen TVs, projection systems, HDTV, and large-screen flat panels, only a very
small portion of current research deals with the development of small, high-resolution monitors.
We continue the evaluation of difterent technologies and will incorporate those which can extend
the usefulness and availability of HMDs.

Research, both in hardware and human factors, will be extended (o different types of HMDs.
These include the standard, total-immersion variety and see-through (video and optical) HMDs.

Reducing the weight of HMDs is also a large area of concentration of research effort. Due to the
highly constrained 60-degree FOV, see-through HMD specification. lighter weight in this design

1"!
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has been sacrificed to some extent in order to achieve a higher image quality and an ideal geometry.
Indeed, the geometry is thought to be as imponant to the comfort of the HMD user as the weight
itself. The first prototype will be built using convennional opucs since the technology of making
lenses from glass or plastic is well understood. An exciting and promising way 1o reduce the
systern's weight and 1ts complexity, however, 1s to explore the usefulness of combining classical
optics with binary optics. This seems the logical step to take in the design of the off-axis 60-
degree FOV system. Other general weight-saving tricks, such as composite headgear, plasuc lens
mounts, and wireless video transmission, are under investigaton.

The design of a video see-through system using miniature cameras with the Flight Helmet from
Virtual Research was completed. The main charactenstcs of this system are: the cameras’' FOVs
match the FOVs of the Flight Helmet, the chosen amount of distoruon of the cameras’ lenses can
compensate exactly for the strong distortion of the LEEP optics used in the Flight Helmet, and the
offsets of the CCD detectors are used in the cameras to maich the centers of distortion of the
cameras with those of the LEEP optics. For example, the LCDs within the Flight Helmet are offset
with respect to the LEEP optics by 6.5 mm to accommodate for mechanical assembly of the Flight
Helmet. We are currently working on how to mount the cameras on the Flight Helmet 10 minimize
any magnification of the real world with respect to the virtual world. To achieve a magnification of
1, the cameras would have to be mounted as if their viewpoint were the eyes of the user's
eyepoints. This is not feasible, as explained in the paper written by Edwards and Rolland, but the
solution adopted may yet be adequate. One of our goals is to test the system for the adequacy of
our chosen solution. If the test results are negative, the next step would be to redesign a complete
helmet and video camera assembly.

36.76 MM

’ 60 d¢ -ee FOV off-axis HMD

Figure 3. Optical Layout of the Folded See-through 60-Degree Field-of-View HMD.
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The goal of the error-model research is to determine the registration error between a real object and
a virtual object that are supposed to be in the same location. This error is a functon Jf viewer
position and orientation, as well as the head’s angular and linear velocities. The theoreucal error
mode] will be derived first, and then measurements on a real system will be made 10 check the
mode!’s ability to predict the registration error.

Since the registration is a time-varying visual phenomenon, small cameras positioned where the
user’s eyes normally would be will be used to record the discrepancy between the real points and
their virtual counterparts. We will first build a simple system, derive its theorctical ervor, and then
measure its real error. The system will then be augmented to make it more like a complete STHMD
system, and the process will be repeated. In the end, we should have a complete model that
predicts the behavior of our existing system as a function of time, position, orientation, and
velocity. This model will also include a sensitiviry analysis, which will show how an error in any
stage of the system will be propagated through the system to affect the final registration error. We
will focus our efforts on anacking the most important errors first.

4.3 Tracking

It is well known that trackers for HMDs require high resolution, high update rate, and low latency
Range, however, has not received similar emphasis. Many virtual worlds, such as architectural
walkthroughs, would benefit from more freedom of movement than is provided by existing
trackers. Wide-range trackers would allow larger areas to be explored naturally, on foot, reducing
the need to resort to techniques such as "flying” or walking on treadmills. Also, such techniques
of extending range work only with closed-view HMDs that completely obscure reality. With sec-
through HMDs, which we are attempting to build for medical applications, the user’s visual
connection with reality is intact, and hybrid applications in which physical objects and computer-
generated images coexist are possible. In this situation, flying through the model is meaningless.
The model is registered to the physical world and one's relationship 1o both must change
simultaneously.

Our optically-based ceiling tracker gives us room-sized tracking capability today and is a vehicle
for tracker and HMD application research. The advent of a much larger ceiling will give us truly
long-range capability which we hope will improve exploration of architectural walkthroughs and
provide a framework for see-through HMD applications. In the long term, however, we would
like unlimited range tracking in unmodified environments. No technology today can provide this,
but a hybrid inertial-optical system might prove to be an effective solution in the next few years.

Larger Ceiling Tracker

One of the novel aspects of the ceiling tracker is that it can be scaled to any desired room size. The
current 10' x 12' system is about the size of a small office or a small dormitory room. While that
is large enough to provide some freedom of movement, it really is not very big. For example,
some users find it frustrating to explore a virtual kitchen that is larger in area than the tracking
system can cover. Thus, we are in the process of building a new ceiling that covers approximately
16' x 30", or about four times the area of the existing system.

The existing ceiling was built to exacting tolerances to maximize the chances of success of the
original system. If the locations of the beacons in the ceiling are misplaced by several millimeters,
noticeable errors can be observed in the computed position and orientations. Each panel was
stretched flat, suspended from an external superstructure, and carefully positioned with a laser
level. The panels themselves are based on a sparsely populated circuit board that measures aimost
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2' x 2'. These measures keep the LEDs to their specified locatons within a wlerance of 1-2 mm,
but at significant cost.

Since the new ceiling has four times as many panels as the original, several measures were taken o
reduce the cost. First, two new circuit boards were designed to replace the original 2 x 2’ board.
One board, of which there are four per panel, is a long strip to hold the LEDs, and the second
holds the controlling circuitry for the panel. Since the area of the two boards is much smaller than
that of the original circuit board, they are considerably cheaper. Second, instead of rying to fix the
LED:s to a predetermined grid, we place them in a ceiling and then measure where they are using
calibration techniques (see the next section). This means that the tolerances on panel construction
can be much looser than they were in the original panels. Third, we are dropping the new panels
into standard 2' x 2' ceiling grids. This is made possible by a much lighter panel design,
adherence to UL and fire codes, and our ability to measure the locations of the LEDs. This means
that we can dispense with an external ceiling superstructure that holds the panels in precise
locations. To a casua: observer, the new ce:iing tracker should look indistinguishable from any
other ceiling in our building, thus reducing the intrusiveness of the tracker.

Calibration of LED Locations

In collaboration with Professor John F. Hughes of Brown University and Professor Al Barr of
California Institute of Technology, we have developed a procedure for measuring the locations of
the LEDs in the ceiling. The success of the new ceiling, currently under construction, relies on this
calibration. These locations must be known to within a millimeter or two for acceptable tracking
performance, in terms of smooth and

accurate tracking.

The calibration algorithm begins with a rough estimate of the beacon locations and a large
collection of raw HMD sensor data. A relaxation technique is used to adjust the LED position
estimates until they are consistent with the raw sensor data. The initial LED position estimates are
expected to be accurate to within 1 inch of true value. The raw HMD sensor data are collected
while the HMD is being moved about beneath the ceiling. No additional hardware is required, and
only practicable precautions need to be taken while collecting the data.

The basic algorithm works as follows: After collecting the raw data (about 45 minutes are required
to collect HMD sensor data from 25,000 positions), we use a method called space-resection by
collinearity to compute where each of the observations was made. The LED positions are
inaccurately known, so the computed observation positions will be inaccurate. The collinearity
algorithm, however, has the property of averaging out some of the error. Now consider the
observation positions to ¢ fixed, and allow the LED positions to vary. We "fit" each of the LED
locations to the fixed observation positions. This too has the property of averaging out random
error. This concludes a single iteration of the algorithm. These two steps are repeated until
adjustments of both LED positions and observation positions are minimal. This typically takes
about 20 iterations, which require 2 hours of computing time on an HP model 700 for 25,000
observations on a ceiling with 960 LEDs. The algorithm is linear in both observation count and
LED count.

In the course of developing our algorithm, we discovered two significant sources of error which
must be controlled. First, the algorithm is less effective when using raw HMD sensor data
obtained while the headmount was in rapid motion. Ideally, the sensor data should be taken when
the headmount is stationary, but this would make data collection too lengthy a process: 25,000
observations is a typical observation count needed, and holding the headmount still in 25,000
different locations is not feasible. Therefore, the data is acquired "on the fly," that is, while the
HMD is being move around beneath the ceiling. Experience shows that moving the headmount
slowly produces better data than moving it fast.
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The better solution is to account for movement in the mathemancal mode! of the headmount
motion. The current model assumes that the HMD does not move significantly in the 20-
millisecond window during which data are taken for each observanon. Expenence shows,
however, that the movement is significant. More sophisticated models would help 1o reduce this
dynamic error.

The second source of error is related to the spanal distribution of the observations. Each LED must
be seen in many separate observations and from diverse directions. If it 1s poorly sampled, then
the error averaging property of the LEDs’ fit to the observations is lost, and the LED will not be
properly calibrated. In response to this problem we use goal-directed data collection. We
developed an X-Windows application which displays a top view of the ceiling and highlights the
locations of poorly sampled LEDs, as well as the LEDs currently visible to the head-mounted
cameras. This runs while the operator is collecting data, allowing him/her to move the HMD 1o
those undersampled areas of the ceiling and, thereby, obtaining a better distnbution of
observations.

As a test of the algorithm's robustness, we tilted three ceiling panels in the existing system by
inserting 2 1/4-inch standoffs under one edge. A photograph of the ceiling with these tilted panels
is shown in Figure 4. Recall that the panels are 2 feet on a side. The calibration procedure was
then conducted to determine the new locations of these LEDs. The iniual estimated LED positions
were those of the undisturbed ceiling adjusted by up to 1.7 inches in a random diection. Itis
believed that this is a more strenuous test of the calibration algorithm than the new, larger ceiling
will be. The result of the calibration is shown in a computer-generated model of the LED
locations, Figure 5. A true measure of the algorithm’s accuracy is difficult to obtain, but the
algorithm does produce a measure of confidence. In the calibration of the three tilted panels,
described above, it is believed that the LEDs positions are known to within about 1 millimeter.

Figure 4. The existing optical ceiling with three panels deliberately tilted to test our calibration
algorithm.
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Figure 5. Result of calibration: a picture of the measured 3D positions of all the LEDs in the
ceiling. The three tilted panels are clearly evident.

Alternate Mathematical Methods

Space-resection by collinearity {Azuma91] has served us well, but it is computationally-intensive
and does not always converge to the corect solution. Two professors in the department. Dinesh
Manocha and Jack Goldfeather, are interested in working with us to find direct, noniterative
solutions that outperform the current method. Such methods may be inspired by relative motion
techniques used in the computer vision field.

In order tc *-~prove the accuracy of our tracking, we intend to explore methods that take head
motion intc ...count. One alternative is an extension to the present method. Right now, space-
resection by collinearity computes a zero-order approximation to the HMD's motion—it finds the
position and orientation most consistent with the sensor data. The extension would provide a first-
order approximation to the HMD motion—finding the position and orientation and their rates of
change, which is most consistent to the sensor data.

Another alternative makes use of our ability to get accurate imestamps of when each LED is
sampled by applying a Kalman fil*=r to the sequence of sensor data. This method assoctates with
each moment in time a state vectc  which includes position, orientation, and their first and second
derivatives. Since Kalman filters allow scalar measurement updates, it is possible to update the
state after sampling a single LLED, rather than the dozen or s-» that we currently use before each
update. Because sampling an LED takes about one millisecund, this method could potentially
reach update rates of up to 1000 Hz. Latency might also be significantly reduced. The main
drawback is that this technique cannot double-check its computed answers, so it will have to
occasionally run space-resection by collinearity or some other method to insure that it does not drift
off course. These alternative methods should also improve the accuracy of ceiling LED calibranon.
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Predictive Tracking with Inertial Sensors

Latency in virtual environment systems is a major problem. The effects are far more severe in see-
through systems than in closed-view systems. In see-through, we try to register virtual objects
with the real world. If the virtual objects move with some delay but the real world responds with
no delay, however, this registration is destroyed. Even tiny amounts of latency can cause large
registration errors. At a rapid head rotation rate of 300 degrees per second, keeping angular
registration errors below 0.5 degrees requires a system latency of less than 2 mulliseconds!

While system latency can be reduced, it is not currently practical to reduce latency below the
threshold of detectability for environments of any significant complexity. Just updating a display
at 60 Hz adds 16.67 ms to the system latency. The end-10-end delay from the time our ceiling
tracker begins a measurement to the time when the last pixel has been drawn on both images in the
ceiling HMD is about 120 ms for a simple environment.

Predictive tracking methods offer the possibility of compensating for much of this delay. Accurate
prediction requires a good understanding of time in the system. You can't succeed if you don't
know how far in the future to predict. In an asynchronous system such as ours, this prediction
distance varies from iteration to iteration. We have synchronized the clocks in the ceiling tracker
with its graphics engine, Pixel-Planes 5, completely bypassing UNIX and all of its non-real-time
baggage. Synchronization is accurate to under one millisecond. Communication is done via
shared memory. Because the clocks run at slightly different speeds on the two systems, we found
that we must resynchronize every two or three minutes.

Accurate prediction requires good sensors. Besides the tracker itself, we will include velocity and
acceleration information from inertial sensors. We have acquired rate gyros and linear
accelerometers, plugged them into a 16-bit A/D card in an IBM PC, and verified that they work.
Mounting rigs were designed and built to attach them to the ceiling HMD or any other HMD. We
are currently building the supporting electronics to interface them with the ceiling tracker's A/D
equipment.

At the moment, we have a simple prediction method based on a Kalman filter that runs on the
ceiling. With the see-through camera activated in one eye, we noticed that this prediction did seem
to reduce latency effects but generated other artifacts (such as overshoot). In the next several
months, we intend to explore more advanced prediction methods that use inertial sensor
information. Also, we must look for ways to evaluate and compare the effectiveness of prediction
methods, both in objective terms, such as how much it reduces the average misregistration, and in
psychological terms. The latter will require user studies.

We are also interested in using inertial sensors to improve the tracking performance of the ceiling.
A hybrid optical-inertial tracker, as discussed earlier, offers many potential advantages. While our
gyros are probably good enough to support this, our accelerometers and supporting electronics fall
far below the required accuracy specifications. The existing A/D converters, which are accurate to
less than 12 bits, will not be sufficient. If using inertial sensors to support delay compensation is
successful, then we hope to make a concerted effort in building or acquiring a more accurate
inertial tracker to explore the potential of a hybrid system.

Evaluation of Tracker Delays

Measurements have been made of the end-to-end delays in head-mounted display systems currently
in use at UNC-Chapel Hill. System components that were tested include the various tracking
devices currently in use: the Polhemus 3 Space, the Polhemus FasTrak, the Ascension Bird, the
Ascension Flock of Birds, and the UNC Optical Ceiling. These were run on a Sun 4 host
computer with our Pixel-Planes 5 graphics engine and some typical display devices (e.g., the
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LCD/CRT monitors in use in head-mounted display systems). Significant findings include the
reduced delays in certain commercial tracking systems (under 10 ms) and the unanticipated impact
of the slow speed of LCD devices (adding as much as a full field time 1o the system end-to-end
delays). We are in the process of writing these results into a technical report.

Tracker Distortion Testing

We attempted to characterize and compare the distortion of commercial magnetic tracking systems
due to ambient magnetic interference. Tests consisted of mounting a magnetic sensor on top of a
movable tripod and moving it around in the tracker workspace. The reported position values were
recorded to a file which was then used to generate the position of spheres in a virtual environment.
This in effect yielded a "smoke trail" of the reported tracker positions. The smoke trails of the
various tracking systems were then compared visually in a virtual environment. Results showed
that the Ascension Technology trackers are substantially less susceptible to distortion of the
magnetic field due to the presence of conductors in the workspace than the Polhemus trackers are.

Noise Sources

We collected and analyzed the raw data obtained from the photodiode sensors to identify any noise
sources that may be affecting our readings. The data was also analyzed to study the effects of the
active gain control done by our software to vary the current used to light each LED and the time-
variation of the intensity of the light emitted by the LEDs over the period of each sampling. The
results of these analyses showed that our data acquisition is relatively noise free. We did remove
some noise from our signals by replacing the power supply for the A/D circuitry.

Self-Tracker

Self-Tracker research has been hindered by the departure from our department of the graduate
student who was working on the project. We are seeking a replacement but have been
unsuccessful to date. Dr. Gary Bishop, who originated Self-Tracker research with his 1984 thesis
[Bishop84], hopes to guide a new student in the continuation of this research.

4.4 Interactive Building Walkthrough

The UNC Interactive Buildine Walkthrough subproject aims at the development of systems to help
architects and their clients ex; .ore a building design prior to its construction and, therefore, correct
problems on the computer instead of in concrete [Brooks86]. In previous versions of the system,
the scenes were shown with radiosity illumination, lights that could be switched on or off with
only 100 mscc delays, textured surfaces, and near real-time display from changing viewpoints.
Update rates realized by the Pixel-Planes 5 graphics scene generator are 3040 updates/second
(15-20 stereo images/second) on scenes consisting of thousands of polygons, many of which are
textured. The only downside to the system was that there was a large up-front cost to build and
hand tune models and to calculate the radiosity illumination for the scene—the latter cost measured
in hours to days. If the user wanted to change the geometry of the model, then the tum-around
time was usually measured in days or weeks.

Recently we have moved toward creating a more automatc and interactive system in which
changes in the model geometry result in delays of seconds to minutes rather than hours to days,
and the radiosity illumination solution is computed in near-real time while the user is viewing the
model. The end result is a much more practical and flexible design environment.
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Our system uses a head-mounted display and the UNC ceiling tracker 10 allow the viewer literally
to walk freely about a 10’ x 12’ area of a model. An orange “ribbon™ demarcates the boundaries of
the tracking volume.

We have long held that virtual-worlds projects need to move forward simultaneously in four
dimensions: faster, prettier, handier, and realer. In the past year, we have made progress in the
following areas:

» Faster:

We have worked on speeding up the batch preparation processes rather than the run-time
calculations. Although initial modeling will still take place off-line, changes to the model, mesh
generation, and radiosity are all done interactively. In the next six months we are hoping to extract
partitioning information automatically from the new version of Virtus WalkThrough.

*» Prettier:
We have begun working on incorporating texture into interactive radiosity.

* Handier:

The big change in this system has been the method of moving the ceiling's virtual space through
larger models. The viewer translates the 10’ x 12’ area in the direction of gaze with the press of a
button. Our research suggests that only translating this area, rather than allowing translations and
rotations, is less disorienting to the viewer.

We have moved toward a more automatic system of modeling and rendering which can be inserted
without significant effort into existing applications and can be used to view existing models not
specifically designed for the Walkthrough system.

We have significantly reduced the design iteration cycle time by migrating onto the graphics
processors procedures that were previously hand tuned and treated as batch processes.

* Realer:

Real-time mesh generation and interactive radiosity have been incorporated into the system and, as

a result, models are beginning to be dynamic entities. The time scale for the modeling pipeline has

dropped from days or weeks to seconds or minutes. Changes in the model are no longer limited to
corrections of modeling errors; changes in design are encouraged rather than prohibited.

As a product of our collaboration with the Virtus Corporation, we are fast approaching a system
which allows for interactive design, with a user under the UNC ceiling tracker making design
decisions and a modeler using Virtus WalkThrough to carry them out. Soon the user will be able
to explore a model, manipulate objects, suggest modifications, and have those modifications
implemented in the model around him/her.

4.5 Virtual-Environment Ultrasound Scanning System

Our current system works in the following way: A video see-through HMD system is used to
display ultrasound data in its real-world context with the patient on the examining table, A TV
camera is mounted on a conventional HMD to provide video see-through capability. Synthetic
images are generated which correspond to the position and orientation of the TV camera as tracked
by the HMD system. The synthetic video images and the live (TV camera) images are then
combined in a single imagc':. This creates a virtual environment in which synthetic geometry

appears fixed in the user's "real world"” environment as that user, wearing the HMD, moves
around.
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The virtual-environment ultrasound scanning system works by gathering ultrasound data and
transforming it to match the viewing position of the TV camera mounted on the video see-through
HMD. When viewed through the HMD, the ransformed ultrasound data appears fixed in its
world, its 3D location within a subject. Two-dimensional ultrasound data is input into our system
with a frame grabber and a tracking system. Currently we use Polhemus, Ascension and UNC
Optical trackers. The frame grabber transfers live 2D ultrasound video images to our image-
generation system, Pixel-Planes 5. The system resamples 2D images into a 3D volume that is
rendered by Pixel-Planes 5 and then displayed along with live video in the HMD.

The ideal ultrasound system would include interactive display of volume data in a virtual
environment and interactive acquisition of 3D ultrasound volumes. We are working along several
paths to reach this goal. Current limitations include poor HMD resolution, poor tracking
technology, slow rendering speeds, and the lack of a 3D ultrasound machine. UNC is actively
pursuing improved HMD and tracking technologies. The ultrasound group is working on
automatic calibration of the real world and ultrasound data with the virtual environment. We are
also working on improving rendering speed, image quality, and the generation of 3D volumes
from a series of tracked ultrasound images.

Ultrasound was chosen as the acquisition medium because it provides real-time data acquisition
under the physician’s control. Ultrasound scanners are compact and readily ¢ vailable.
Furthermore, ultrasound technology is not invasive and is much safer than other imaging
technologies such as X-ray. Our collaborators at Duke University and other researchers are
working on ultrasound scanners that acquire volume data in real time.

Volume rendering was deemed necessary because the data from ultrasound is inherently noisy.
When the 3D ultrasound machine being developed at Duke University becomes available, 3D data
can be input directly into our system and the resampling of 2D data will no longer be required. To
visualize 3D structures within the body and to allow the user to view these structures from arbitrary
directions, we apply volume rendering within the head mounted display. The HMD gives the user
the freedom to move around the patient, and the volume data shows the entire body structures and
not just cross-sections of them.

4.6 The Nanomanipulator

We are collaborating with Prof. Stan Williams of the UCLA Department of Chemistry to build a
nanomanipulator. The nanomanipulator consists of Williams' ultra-low-drift scanning wmnneling
microscope (STM) driven in real time by our manipulator arm, while the viewer watches real-time
reconstruction of the surface, generated on Pixel-Planes 5 and viewed either on a large screen in
high resolution or on the head-mounted display. We started this activity in November 1991, got
the STM here in Chapel Hill in January 1992, and now have viewing, feeling, and arm-driven
STM placement working. The system is also capable of making controlled changes to a surface in
real time through the use of bias pulses.

We will atempt pick-up and release of small amounts of matter by short pulses of voltage about
five times the normal imaging voltage. Our hope is to etch quantum circuits using this feature.
Already we have been successful in placing material on the surface with this technique. Williams
has been working hard on this and believes he can accomplish it.

This work is making use of head-mounted display technology developed under this DARPA
contract. Our facilities for haptic display with the force-feedback manipulator were developed with
support of NIH. An NSF grant under the Small Grants for Exploratory Research (SGER)
program has paid for moving the STM here from UCLA and for the salary of the one graduate
student currently working on this project.
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By: Fred Brooks

Topic:  Virtual Worlds Research at UNC-Chapel Hill

Event: Invited talk, Workshop on Virtual Reality/Virtual Environments in Army Training
Place: Durham, NC

Date: 28 October 1992

By: Fred Brooks

Topic:  Virtual Worlds Research at UNC-Chapel Hill

Event: Invited talk, Lectures in Computer Graphics, Geometry, and Visualization series
Place:  Princeton University, Princeton, NJ

Date: 11 November 1992
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By: Jeff Butterworth, Stefan Gottschalk, and Russell Taylor

Topic: Head-mounted Display Research at UNC-CH

Event: Lecture Series on Virtual Reality at University of North Carolina at Greensboro
Place:  Greensboro, NC

Date:  September 1992

By: Henry Fuchs

Topic:  Virtual Reality: The Lunatic Fringe or the Ultimate Display

Event: Invited talk, Lectures in Computer Graphics, Geometry, and Visualization series
Place:  Princeton, NJ

Date: 23 November 1992

By: Jannick Rolland

Topic:  Applications of the Hotelling Observer in Medical Imaging
Event: Inwvited talk, Optical Society of America general meeting
Place: New Mexico

Dae:  September 1992

By: Jannick Rolland

Topic: Depth and Size Perception in Virtual Environments

Event: Invited speaker, Optical Society of America general meeting
Place: New Mexico

Date:  September 1992

By: Jannick Rolland

Topic: Depth and Size Perception in Virtual Environments
Event:  Visit to Philips Medical

Place:  Best, The Netherlands

Date:  September 1992

5.4 A Partial List of the Visitors Who Observed Graphics Demonstrations, June
1992-January 1993

 Delegation of 13 Hungarian participants in the National Academy of Sciences~Hungarian
Academy of Sciences workshop on "Technological Innovation and Growth in
Knowledge-Based Economies”

e Kurt Akeley, Silicon Graphics

+ 75-90 participants in the "Virtual Reality and Synthetic Environments in Training"
conference, sponsored by the Army Research Office in Research Triangle Park, NC

» Professor Dr. sc. Rainer Ortleb, Federal Minister of Education and Science and Deputy
Chairman of the Liberal Democratic Party, Germany

» Hans R. Friedrich, Chief of Staff, Ministry of Education and Science's Department of
Higher Education and Science, Germany

« ~200 attendees of the 1992 "Visualization in Biomedical Computing” conference that was

hosted by our department in October 1992

Col. John Mentz, Office of the U.S. Secretary of Defense

David Meisel and Henry Sowizral, Boeing

Hikon Lie, Norwegian Telecom Research

20 members of MC State University's student chapter of ACM

9 juniors and seniors in a multimedia class, LeJeune High School, Fayetteville, NC

Ase Svensson, Klas Odelid, and Sverker Almquist, Lund University, Sweden

Dr. Brad Walters, UNC Neurosurgery

Mike McGrath, National Science Foundation

® & o & 9 & °
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» ~15 8th—12th graders from the Duke University Talent Identification Program's "Visual
Math" weekend session

* Donald Boulton, UNC Vice-Chancellor and Dean, Division of Student Affairs, and 17 of

his department heads

Mark Mabry, Lockheed Sanders

12 from National Institute of Environment Health Sciences, Research Triangle Park, NC

Nicolas Ayache, INRIA, France

4 from Motorola

5 from Virtus Corp., Cary, NC

Group of 12 computer science majors from Univ. of South Carolina at Spartanburg

Barbara Herrnstein Smith, Director of the Duke University Center for Interdisciplinary

Study in Science and Cultural Theory

Alan Cox, Honeywell

Chris Daft, General Electric

Group of 5 faculty and students from East Tennessee State University Department of

Computer Science, Johnson City, TN

15 from Glaxo Pharmaceuticals

5 from Information Spectrum, Inc. (designers of flight simulations for the U.S. Navy)

Pete Saraceni, FAA

Prof. Peter Foldiak, Psychology Department, Oxford University, UK

David Johnson, NASA Langley, Hampton, VA

David Stein, Director of NC School of Math and Science, Durham, NC

7 from the Florida Community Colleges Academic Technology Committee

Richard Bland and Cathy Czeto, Lighthouse Low Vision Products

Mike Levine, Henry Green and J. Pekar, Ocutech (optical company designing products

for persons with low vision), Chapel Hill, NC

Jim Drew, Discovery Place (science museum), Charlotte, NC

Harry Yae and Mike Booth, University of lowa, Dept. of Mechanical Engineering

13 undergraduates from the Duke Engineering Research Center's Summer Institute

16 gifted and talented high school students participating in the Math and Science Ventures

Program sponsored by UNC-Charlotte

. o

® 6 5 6 5 6 & & &
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5.5 Media Coverage of UNC-CH's Research

_ There is continuing public interest in our department’s research accomplishments, particularly
virtual worlds research. During this reporting period, information on our research has appeared in
a wide variety of media: television, video shown at conferences and exhibitions, newspapers, and
magazines.

Television/Video:

The UNC News Service highlighted the department's research in virtual reality as one of only three
areas of research included in a new video shown during half-time at televised UNC athletic events.

Video footage of UNC's virtual worlds research was shown at a 10-day exhibition called "Virtual
Vertigo” in La Coruiia, Spain, and was subsequently shown as part of a documentary on this
exhibition for a Spanish television news program.

Video footage of our research was shown at the CNN World Economic Development Congress
that was held in Washington, DC, 17-20 September 1992.

25

Advanced Technology for Portable Personal Visualization Progress Report: July 1992-January 1993




WAGA-TYV, the CBS affiliate in Atanta, Georgia, shot footage in the graphucs 1ab and interviewed
Gary Bishop for a three-part story on virtual reality that was broadcast on their 6:00 news program
23-25 November 1992.

Newspaper/Magazine Articles:

"Virwal Reality: It's All in the Mind,” Atlanta Consnitution, 29 September 1992

"Virtual Reality: Exploring the Future,” Furniture Today: The Weekly Business Newspaper of the
Furniture Industry, 5 October 1992. Focuses on architectural walkthrough.

"Virtual Reality: How a Computer-Generatea World Could Change the Real World,” Business
Week, 5 October 1992. Includes a quote from Henry Fuchs on the future of virtual reality.

"See-Through View: Virntual Reality May Guide Physicians’ Hands,” Sciennfic American,
September 1992. About the use of head-mounted display in ultrasound exam.

6.0 Appendixes

Appendix A

Fuchs, Henry, Gary Bishop, et al. "Research Directions in Virtual Environments: Report of an
Invitational Workshop on the Future of Virtual Environments.” Compuser Graphics 26, no. 3
(August 1992), 153-177.

Appendix B

Bajura, Mike, Henry Fuchs, Ryutarou Ohbuchi. "Merging Virtual Realirv wie the keal World:
Seeing Ultrasound Imagery within the Patient.” Proceedings of STGGKAPH 92, (published as
Computer Graphics 26, no. 2, July 1992, 203-210).
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