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FOREWORD

Governments at all levels in Australia increasingly are required to hold on their computer systems
significant volumes of information that is classified. Given the increasing demand for the connectivity
of those systems, it is quite clear that computer security assessment guidelines for managers, tailored to
the Australian scene, are necessary to ensure a consistent and, as much as possible, standardised level
of security to protect the information they hold.

The guidelines presented herein are designed to give assistance to managers in assessment of the minimum
level of trust, and some advice on required functionality, for computing systems which may hold national
security or civilian sensitive data. The advice regarding the levels of trust and functionality is presented
in the notation specified in the harmonised European Information Technology Security Evaluation Criteria
(ITSEC). The guidelines focus on confidentiality and do not explicitly address integrity and availability
issues. As yet, the research community has not settled on a definition of integrity and availability, and
so it would be premature to propose minimum standards with respect to those two security requirements.

The guidelines are based on an enumeration of threat environments and quantitative risk analysis and
can show correspondence to the US National Computer Security Center (NCSC) standard, "Guidance
for Applying the Department of Defense Trusted Computer System Evaluation Criteria in Specific
Environments" (Yellow Book) as well as the UK DADPSWG/88-1 guidelines. Discussions with various
national authorities leads us to believe that the use of other risk methodologies, such as those represented
by annual loss estimates and fault tree analyses, are inappropriate for the military domain for several
reasons. Prevalent among these is the influence that the subjective opinion of the analyst conducting the
risk analysis has on the results. Further, the annual loss estimate model is difficult to apply in a national
security context since it is difficult to measure national security "loss" in the form of dollars.

The Yellow Book promulgated by the NCSC does not have the same susceptibility to subjective opinions.
It specifies the minimum level of functionality and assurance required in specific military environments.
Hence it would at first seem an ideal candidate for use in the military domain as a standard for enforcing
the consistent procurement of trusted systems. However, the Yellow Book measures data exposure risk
based only on user clearances and the maximum sensitivity level of data held in the system. The sensitivity
lost through this ultra-simplicity means that the options available for minimising the required level of trust
in computer components by reducing the technical risk for a given environment, is severely restricted.
Moreover, all too often the results obtained indicate that the required level of trust is beyond the ability
of the current level of technology. Yet many computer security experts are able to see specific factors
whereby the risk could be satisfactorily reduced and thus reasonably allow for a lower required level of
trust. In summary, the Yellow Book certainly removes the influence of subjectivity by enumerating and
aggregating many factors but the heavy price paid is that a worst case analysis results. Landwehr and
Lubbes recognised this and attempted to take more factors into account in their risk methodology for US
naval systems. However, application of the Landwehr-Lubbes methodology clearly shows that lowering
the risk profile in most cases causes severe restrictions on the operational interface.

The strategy of these guidelines is to show a correspondence with the Yellow Book as a point of origin in
a given frame of reference, but to take more factors into account while still ensuring that subjectivity on
the part of the analyst using the guidelines cannot have an undue influence. Of course these guidelines
do not take into account the number of factors that result from first principle techniques, but they are a
step in that direction and are able to prove their "pedigree". Intuitively, one would like to see a series of
guidelines developed over a period, each consistent with its predecessor, and taking into account more and
more factors which can have significant impacts on the risk profile in the government environment, finally
arriving at a methodology which has the flexibility of a first principles analysis but is also traceable in
origin to an "ancestral" standard.
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1 INTRODUCTION

1.1 Scope

This document is a guide to the analysis of the risk associated with the electronic processing of information
which is classified as National Security Material or Sensitive Material in accordance with the Protective
Security Mantai (PSM) [1].

In this document, the analysis of risk is primarily concerned with the security requirement for confiden-
tiality, the requirement whereby information is disclosed only to those users authorised to access that
information.

Throughout these guidelines it is assumed that the necessary communications and compromising ema-
nations (eg. electronic, acoustic, etc) security requirements as specified in the PSM (Part 6) are or w'ill
be satisfici.

The assessment of risk involves the consideration of the factors which contribute significantly to likelihood
of unauthorised disclosure of information. This document is restricted to the consideration of those factors
which directly relate to logical computer security (COMPUSEC). Physical, administrative, and procedural
security factors are only considered as possible secondary influences on the strength of the COMPUSEC
factors. Consideration of communications security (COMSEC) is restricted to the security functionality
issues relating to network interconnections. Electronic emanations security (TEMPEST) factors are n•ot
considered in this document.

1.2 Purpose

The purpose of this document is to provide guidance to Australian Government agencies, both defence
and civilian, on the specification and selection of trusted computing systems and products to be used for
the electronic processing of National Security and/or Sensitive Material.

The document provides a method for the measurement of the risk of unauthorised disclosure of information
in specific computer environments and the specification of the minimum level of safeguards, in the form
of Trusted Computer Systems (TCSs), required to counter this risk.

2 BACKGROUND

2.1 Requirements of the Guidelines

In the process of formulating these guidelines, particular consideration has been given to the follov;ing
requirements:

a. Applicability to Australian Government Users
The guidelines must cover Australian Government computer systems, both in the defence
and civilian sectors. It is assumed that the information processed on the system is subject
to formal security classification controls and the users of the system are subject to formal
security clearance controls, these controls being specified in the PSM.

b. Give guidance in terms of the use of TCS products to reduce COMPUSEC risks
TCSs are designed specifically to counter COMPUSEC risks. A number of TCS products
are commercially available. Consequently, the use of appropriate TCS products should be
enco,iraged to counter COMPUSEC threats.

c. Applicability to Computer Networks
It is envisaged that many of the users of the guidelines will be planning or re-configuring
computer networks. Hence, guidance on the risks specifically related to computer networks
must be given.

d. Use of Quantitative Methods
The different classes of TCSs which have been defined have quantifiable differences in
COMPUSEC functionality and assurance. In order to choose a particular class of TCS,
the amount by which the risk is to be reduced to an acceptable level must also be quantified.
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e. Establish a balance between a complex risk assessment technique and ease of application
The guidelines should specify a risk assessment technique which can be easily understood
and applied yet be sufficiently sophisticated to preclude a significant over-statement or under-
statement of risk due to coarse measurement techniques.

f. Compatibility with Australia's Allies
For National Security classifications and Designated Security Assessment Position (DSAP)
clearances, there is a requirement to maintain compatibility with the equivalent classifications
and clearances of Australia's allies.

g. Consistency with the US Yellow Book
The US National Computer Security Center documents Computer Security Requirements
- Guidance for Applying the DoD TCS Evaluation Criteria in Specific Environments [2]
(commonly referred to as the Yellow Book), together with a Technical Rationale [31, provide
a methodology for establishing which class of TCS, as defined in the US DoD Trusted
Computer System Evaluation Criteria (TCSEC) [4], is required as a minimum in specific US
environments. A major consideration in the production of this document is consistency with
the Yellow Book standard for reasons of compatibility with Australia's allies. In order to
achieve consistency, a number of assumptions have been made as to what is regarded in the
Yellow Book as a "typical" system in terms of environmental characteristics.

h. COMPUSEC product Evaluation Criteria
In order to determine the most suitable COMPUSEC product in a given environment, it is
necessary to appraise the security features offered and the level of confidence in the operation
of those features against a standard set of criteria. Since the majority of available COMPUSEC
products are developed outside Australia (specifically in the US and Europe) and accredited to
the security standards indigenous to the country of origin, it is necessary to provide consistent
mappings of the risk index onto each of the most significant international evaluation criteria.

i. Focus on Confidentiality Issues
In order to produce useful COMPUSEC risk analysis guidelines as soon as possible, one
main area of risk should be the focus. The priority area here is confidentiality (i.e. cases
where unauthorised disclosure would cause some damage).

j. Provision of a foundation for inclusion of Integrity Issues
The next priority in areas of risk is integrity (i.e., cases where unauthorised modification or
deletion would cause some damage). While COMPUSEC issues relating to integrity will not
be addressed now, provision should be made in the guidelines (as far as possible) to facilitate
inclusion of guidance in this area at a later date.

k. Consideration of non-standard Secure Connections
A secure network architecture can include components which are not general purpose TCS
products but which enhance the overall computer security. The guidelines should take into
account the use of such products.

2.2 Existing Risk Analysis Approaches

In order to establish the most suitable approach to risk analysis in the context of this document, it has been
necessary to conduct a thorough review of what is considered to be the most significant risk analysis
approaches currently available.

For each approach reviewed, the limitations to their applicability in the Australian context are discussed.

For convenience, the approaches considered have been broadly categorised according to the type of
application, either military or commercial, for which they were originally developed. However, it should
be emphasised that this distinction is by no means clear-cut since many of the "commercial" approaches
have been applied in military environments.

The results of this review are summarised below.

2.2.1 Military-Based Approaches

These approaches are all specifically applicable to defence environments and have the following features
in common:

2 UNCLASSIFIED
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1. they are COMPUSEC specific;
2. they are quantitative;
3. they focus on confidentiality;
4. they use a non-financial asset measurement system based on national standard security

classification levels;
5. they use a user threat measurement system based on national standard security clearance

levels;
6. they have limited applicability outside the country of origin due to the fact that each country's

national security classification and clearance levels may not be directly comparable;
7. the basis for measurement of risk is the degree of mis-match between the highest classification

of material that the system protects and the lowest clearance level of any of the system's
authorised users with adjustment due to the influence of "environmental" factors, varying in
the degree of sophistication;

8. they are consistent with the Yellow Book; and
9. the minimum recommended safeguards are measured in terms of national evaluation criteria.

2.2.1.1 Yellow Book

The limitations to the applicability of the Yellow Book are assessed as follows:

1. Data sensitivity and user clearance levels reflect US national security conditions. These
conditions are not always relevant in the Australian national security context. However, it is
possible to map the Australian sensitivity and clearance levels to their US counterparts.

2. The treatment of categories does not hold in the Australian context where caveats or
compartments are present.

3. The generic environment in which the system operates receives only limited consideration.
The sole environmental distinction made is that between "open" and "closed" environments.
The definition of a closed environment is of such a restrictive nature that it is unlikely to be
applicable in the majority of cases.

4. The coarseness of the risk measurement technique may, in some circumstances, result in an
over-statement of risk with the subsequent recommendation of a TCS which of a higher class
than is actually required. This may lead to an economically infeasible solution.

5. The formula for the calculation of the risk index is inconsistent. There exists a stated
anomalous case in the calculation of the risk index (i.e. TS(BI) clearance with TS data).

6. There is no rationale behind the treatment of categories and no indication of how to
differentiate between hierarchical and non-hierarchical categories.

7. There is a heavy reliance on qualifying footnotes in the various rating tables in order to
handle special cases.

8. There are references to other factors which may influence the final TCS class (e.g. high
volume of information at the maximum data sensitivity, large numbers of users with minimum
clearance, integrity and denial of service requirements) but there is no indication as to how
these factors should be treated.

2.2.1.2 Landwehr and Lubbes

The paper "Determining Security Requirements for Complex Systems with the Orange Book" [5] co-
authored by Landwehr and Lubbes provides, in some respects, a more comprehensive guide to the
application of the Orange Book (TCSEC) in specific environments. Additional factors which affect the
actual system risk are introduced with different levels of risk for each factor. The factors introduced
are as follows:

Local Processing Capability;

Communication Path; and
User Capability.

UNCLASS TIED 3
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An overall system risk rating is derived from the aggregation of these factors. This system risk rating
and the data exposure risk index (calculated as per the Yellow Book) are combined to produce a mapping
onto the TCSEC classes. The limitations to the applicability of this methodology are assessed as follows:

1. The System Risk factors are not genuinely orthogonal since all these factors relate to the
scope of the user interface.

2. The issue of open and closed security environments (as defined in the Yellow Book) is not
considered in this methodology. For simplicity's sake, all environments are considered to
be open.

3. The majority of the levels within these factors relate to outdated features (e.g. store/forward)
which are unlikely to be applicable in the context of current systems.

4. In certain cases, more than one TCSEC class is recommended for a Data Exposure / System
Risk combination but no guidance is given on which to select.

5. The majority of deviations from the Yellow Book selections occur where all users have access
to the computer via "dumb" terminals which is unlikely to be the case in modern practice.

6. Networks have not been considered.

2.2.1.3 DADPSWG/88-1

The UK Defence ADP Security Working Group produced a guide to COMPUSEC requirements in
specific environments [61. This guide recommends a TCSEC class based on a risk index, calculated
using a similar method to that used in the Yellow Book, and a system qualifier, determined according to
the characteristics of the system. The guide attempts to separate security requirements into functionality
and assurance so as to allow more appropriate combinations than those specified in the TCSEC.

Unlike the Yellow Book and Landwehr and Lubbes, ancillary factors related to data sensitivity and user
clearance are considered when calculating the risk index. These factors are as follows:

Total number of users;
Volume of Data; S
Mix of Data; and
Special Data Separation Requirements.

The system qualifier is determined by the level of the Software Production Standards, extending the
Yellow Book concept of security environments, and the Scope of the User 1w:,,rface, an interpretation
of the Landwehr and Lubbes system factors. 0
The limitations to the applicability of this methodology are assessed as follows:

1. Data sensitivity and user clearance levels reflect UK national security conditions. These
conditions are not always relevant in the Australian national security context. However, it is
possible to map the Australian sensitivity and clearance levels to their UK counterparts. This
possible mapping does not extend to the treatment of caveats/compartments. 0

2. For the data characteristic factors Volume of Data and Mix of Data the boundary values are
stated as "arbitrary to a degree" with no justification given for the values.

3. For the system characteristic Scope of the User Interface the measurement of strength is
purely in terms of the terminal type and does not take into account the level of system
commands available to the user.

4. No account is taken of the potential threat to the system from the external environment.
5. It is unclear how the functionality level and assurance level may be used in combination to

determine the most cost effective TCS product.
6. The methodology focuses on the consideration of TCSEC criteria.
7. The methodology does not provide clear guidance on how to deal with networks.
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2.2.1.4 Logiconp
This approach, outlined in "A Guide to Effective Risk Management: Decision Support System" [7], uses
the basic notion of data exposure, as defined in the Yellow Book, to arrive at a preliminary TCSEC class.
A number of risk factors (including those identified by Landwehr and Lubbes) are considered, each with a
range of weighting values corresponding to different generic environmental types. The weighting values
are summed and suggested "feasible actions" are given regarding adjustments to the preliminary TCSEC

p class, ranging from a decrease by two levels to an increase by one level dependent on the value of the sum.

The limitations to the applicability of this methodology are assessed as follows:

1. The analysis approach is complex and is intended to be automated in the Effective Risk
Management (ERM) Decision Support System, although the procedure can be done manually.
With a total of 15 classes of risk factors to be considered, each having a range of possible

* divisions (e.g. low, medium, high), the risk of the system perpetuating erroneous subjective
judgements is high.

2. Many of the risk factors are related, which is stated as a deciding factor in the assignment of
weightings.
" However, for simplicity, the many complex interdependencies among them were disregarded
and the risk factors were treated as mathematically independent entities." [7]. Clearly, such

* factors as User Capability and !/0 Device are inexplicably connected.
3. The factor Mission Criticality is connected with availability rather than confidentiality.
4. The three communication-related factors are not significant since the user 1/0 bandwidth

"bottle-neck" is more likely to be the terminal interface rather than the communication line
speed.

5. The TCSEC level adjustment table has a number of footnote qualifications.
* 6. Network considerations are restricted to the single trusted system view. Here, the guide states

that the risk factor I/0 Device should be ignored. The rationale for this is not clear.

2.2.1.5 ANSSR

This approach is described in the paper "ANSSR: A Tool for Risk Analysis of Networked Systems" [8].
* ANSSR performs three levels of analysis,

i. a simple Yellow Book heuristic, where a TCS class is recommended based on the standard
Yellow Book inputs;

ii. a more complex risk index heuristic, based on Landwehr-Lubbes and Logicon work, extended
to address risk factors associated with networking, including the cascading problem; and

iii. a scenario-based analysis, which shows ways deliberate attacks on a network could proceed
and be countered by system security features. The analysis is a continuously variable measure
of risk based on threat scenarios which are a succession of pre-identified events leading to
an event with disclosure impact. The analysis allows either of two definitions of risk: single
occurrence of loss (SOL) and annualised loss expectancy (ALE).

The limitations to the applicability of this methodology are assessed as follows:

• 1. The scenario analysis is complex and relies on the use of specialised risk analysis software.
2. There is uncertainty about the correctness and accuracy of the algorithms for individual events.
3. The scenario analysis expresses a network risk value but does not recommend a TCS class.

2.2.2 Commercial-Based Approaches

These approaches are most commonly applied in commercial/financial environments but are intended
to be sufficiently general to apply in any type of environment. These approaches have the following
features in common:

I. they do not provide a generalised risk assessment approach but tend to require many specific
input parameters and produce many specific countermeasures;

* 2. they are not COMPUSEC specific;

UNCLASSIFIED 5



ERL-0621-RR UNCLASSIFIED

3. guidance on general security measures is given rather than which class of TCS product is
required;

4. they do not identify the COMPUSEC functionality or the level of assurance in that function-
ality which is necessary to reduce the risks to an acceptable level;

5. they tend to identify specific threat/security functionality countermeasure pairs many of which
are of a non-COMPUSEC nature;

6. they tend to be more subjective than the military-based approaches and their generally complex
nature tends to compound this subjectivity producing exaggerated results;

7. they are partially or wholly implemented as automated packages; and
8. the cost/benefit assessment is based on the identification and valuation of assets in monetary

terms.

2.2.2.1 Asset-driven Approaches

These approaches are based on the formulation of an inventory or "checklist" of assets together with the
possible threats against those assets and the vulnerabilities of the system to those threats.

An ALE is calculated, in monetary terms, for each threat event oased on the estimated cost of impact
on an asset from the event given the likely frequency of occurrence of the event and the probability of
the event successfully impacting the asset.

The safeguards required to counter the threats are identified and a cost/benefit plan is formulated to

reduce the risk.

Advantages of these approaches are:

1. the techniques used are simple and can be applied in any situation; and
2. they produce detailed asset inventories.

Disadvantages of these approaches are:

1. a significant amount of data collection effort is required;
2. there is an inability to substantiate logically the safeguard effectiveness estimates; and
3. the nature of the estimates is arbitrary.

Examples of this type of approach are the US National Bureau of Standards (NBS) Guideline for
Automatic Data Processing Risk Analysis [91 and the Courtney method [10].

2.2.2.2 Function-driven Approaches

These approaches are characterised by "matrix" methods based on threats verses organisational functions
(rather than specific assets). The approach is based on the concept of business dependence rather than
computer vulnerability and models the functions the system supports rather than the methods employed
to carry out these functions.

Critical functions are identified together with the threats which apply to those functions, the vulnerabilities
corresponding to each threat and the safeguards which apply to each vulnerability. A minimum set of
safeguards is selected based on the number of times a particular safeguard is deemed to be required for
each type of vulnerability.

Advantages of these approaches are:

1. the functions to be examined can be specified by the user.

Disadvantages of these approaches are: 0

1. the choice of functions to be examined is open to subjective considerations; and
2. the volume of entries required to complete a matrix describing a system leads to imprecise

measurement of impact levels.

An example of this type of approach is described in the paper "A Matrix/Bayesian Approach to Risk
Management of Information Systems" [11.
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2.2.23 Vulnerability-driven Approaches

These approaches are based on fault logic/event tree modelling. The effect of every possible threat event
on an asset is simulated by vulnerability paths organised in a logical tree structure with the loss condition
(the result of a threat event) at the root. Individual events in the tree are linked to one another by either
direct or logical connectors. Connectors can be assigned attributes or can have calculated attributes based
on the attributes of subsidiary events.

Advantages of these approaches are:

1. the results of the application of a safeguard can be seen explicitly in terms of the inhibitions
in the vulnerability paths; and

2. the generation of scenarios is facilitated by these approaches.

Disadvantages of these approaches are:

1. the complexity of the models; and
2. the subjective nature of asset identification and evaluation leads to unreliable estimates of

impact costs (this equally applies to the other approaches).

An example of this type of approach is the CCTA Risk Analysis and Management Methodology
(CRAMM) (121.

2.2.2.4 Qualitative Approaches

These approaches are based on automated "expert" systems whereby a user inputs qualitative "guesses"
and the system outputs a quantitative computed result. Rather than expressing attributes in terms of

* absolute values such as percentages or dollars, users may express their opinion in levels, such as low,
medium and high, qualified by a confidence level.

Using the technique of funy estimating, the system computes a value, with a probability that the value
is what was meant, based on the context of the problem and the expert knowledge built into the system.

Advantages of these approaches are:

* 1. they can be used dynamically to perform risk assessments using a number of different
scenarios.

Disadvantages of these approaches are:

1. they rely on complex software packages.

An example of this type of approach is the Los Alamos Vulnerability/Risk Assessment (LAVA) System
[131.

2.3 Adopted Approach

The adopted approach is one which is related to the military-based approaches described above, rather than
* the commercial-based approaches. The approach taken was essentially an outcome of the requirements

of the guidelines, with due consideration given to the assessed limitations of the existing approaches. It
represents a balance between the need to provide an accurate, objective method fcr the measurement of
risk and the need to produce a concise, usable guide.

The guidelines are primarily concerned with the confidentiality security requirement. Issues relating to
the integrity security requirement which have a bearing on confidentiality are noted.

The Australian security classification and clearance controls, as described in the PSM, form the basis
for the risk measurement. In order to fulfil the requirement for compatibility with Australia's allies, the
guidelines provide a set of equivalence tables for Australian/US and Australian/UK classification and
clearance levels.

The method adopts the basic Yellow Book factors, Minimum User Clearance and Maximum Data
Sensitivity, as a foundation for the calculation of a risk index. Additionally, significant ancillary factors
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relating to specific attributes of the system (associated with either data, user, or system) have been
introduced. The factor strength measurement scale is roughly equivalent to that used in the Yellow Book
based on the Australian/US national security classification/clearance level equivalences. The choice of
these factors was influenced by the Landwehr and Lubbes system factors, the Logicon vulnerability
factors, and the DADPSWG/88-1 ancillary factors. For each factor, a set of values are specified
representing the levels of strength of the factor (this may range from present/absent to several levels
of strength). The level of subjectivity is restricted to the judgement by the user of the appropriate level
for each of the factors given their specific environment.

The method for arriving at an overall risk index is influenced by Landwehr and Lubbes. The method
involves the identification of the different groups of users of the system (e.g. system administration,
analysis, development, etc). For each user group, a risk assessment is performed and a risk index is
obtained. The overall risk index is taken to be the worst case of the risk indices from all the user groups.
This method, whereby the risk is contained within each group of the users, may result in risk index value
which is lower than that resulting from an assessment where all the users are considered as a single group.

The risk assessment mechanism is table driven, producing an integer value. In common with the Yellow
Book, a Data Exposure Risk Index (DERI) is calculated as a function of the Minimum User Clearance
(of the user group), the Maximum Data Sensitivity, and the Exposure of Categories which, unlike the
Yellow Book, is treated as a separate factor. In the case where the data-related and user-related ancillary
factors are to be considered, the DERI is adjusted to take these into account. The risk index is a function
of the DERI value and any system-related ancillary factor weightings. The user of the guidelines may
wish to ignore the ancillary factors and perform the equivalent of a Yellow Book assesment. In this
case the results will be consistent with the Yellow Book given the same environment.

The overall system risk index is mapped to a TCS evaluation level which indicates the minimum level
of assurance required of a TCS given the level of risk in the environment under assessment. Guidance
is also given on the TCS security functionality level required.

In the case of networks, the guidelines give advice on the choice of TCS products with respect to cost,
usability and availability of products and allow alternative network architecture solutions to be analysed
in terms of the fulfillment of the security requirements. The network may be decomposed into separately
assessable components. In order to ensure that the network as a whole satisfies the security requirements,
the rules for the secure interconnection between the network components are specified. The guidelines
provide a description of the special purpose interconnection devices which enable non-standard secure
connections to be established between the components of a network. These devices are themselves treated
as separate network components and a separate risk assessment should be carried out on each to establish
a minimum level of security criteria.

2.4 COMPUSEC Evaluation Criteria 0

Both the recommended minimum level of COMPUSEC functionality, as well as the recommended
minimum level of assurance that the COMPUSEC functions perform correctly are expressed in these
guidelines in terms of the criteria specified by the Information Technology Security Evaluation Criteria
(ITSEC) [14]. The ITSEC form the harmonised criteria of France, Germany, the Netherlands, and the UK. 0
The ITSEC defines criteria for assessing trusted systems and products (termed Targets of Evaluation)
according to the level of security functionality and the level of correctness of implementation of that
functionality. Unlike TCSEC, there is no required link between the functionality specified and the level
of assurance claimed. There are ten predefined functionality classes, the first five (F-C1, F-C2, F-B I, F-
B2, and F-B3) corresponding to the functionality offered by the TCSEC classes Cl to B3 inclusive. The
remaining five classes (F-IN, F-AV, F-DI, F-DC, and F-DX) are intended to match common rc'iir-,c.nts
for particular types of system. There are seven evaluation levels, EO to E6, which signify the level of
assurance In the correctness of the corresponding security functions.

For users wishing to consider TCS products which have been evaluated against other criteria, mappings
of the ITSEC criteria onto the TCSEC criteria and the UK Government Communications Headquarters
(GCHQ) Communications Electronics Security Group (CESG) criteria [15] are provided in Appendix C.
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It is envisaged that the majority of products which are likely to be considered will have been accredited
* against at least one of these criteria.

2.5 A Comparison with other military-based approaches

Table 2.1 provides a summary of the major features offered by the military-based risk assessment
approaches which have been reviewed.
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Table 2.1 A Comparison of Features offered by the military-based Risk Approaches

A Comparison of Features offered by the military-based Risk Approaches

Land DADP- These
Yeilow wehr SBok SW/88- Logicon ANSSR Guide-Book andlie

1 beslinesLubbes

Is consistent with the Yellow Book *

security requirements

Uses the basic Yellow Book
approach to initial DERI * *

calculation

Applicable under US National ,
Security Conditions

Applicable under UK National
Security Conditions

Applicable under Australian
National Security Conditions 0
Applicable under Australian

Civilian Government Conditions

Based on TCSEC criteria

Based on ITSEC criteria *

Separates Functionality and ,
Assurance criteria

Addresses TCS network
connectivity

Gives guidance on limited S
functionality network
interconnection devices

Takes into account system factors
other than Open/Closed security
environment

Takes into account the threat from
the external operating
environment

Takes into account ancilary data
factors •

Takes into account ancillary user
factors
Incorporates an automated
software package

Separates users into groups for •
risk assessment

A summary of the various method used to establish which level of TCS is required as a minimum in
order to counter the risk of data exposure is given below.
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2.5.1 Yellow Book MethodI
The following steps are required to perform a risk assessment:

1. calculate by look-up table the Minimum User Clearance rating;
2. calculate by look-up table the Maximum Data Sensitivity rating;
3. calculate a risk index using a function; and
4. map by look-up table the risk index to the TCSEC levels (one table for each type of security

environment).

2.5.2 Landwehr and Lubbes Method

The following steps are required to perform a risk assessment:

1. calculate by matrix the Process Coupling Risk as a function of the risk factors local processing
and communication path;

2. calculate by matrix the System Risk as a function of the Process Coupling Risk and the risk
factor user capability;

3. calculate the Data Exposure rating in the same manner as the Yellow Book Risk Index; and
4. map by matrix the System Risk and Data Exposure to the TCSEC levels.

2.5.3 Logicon Method

The following steps are required to perform a risk assessment

1. answer questions relating to system risk factors;
* 2. determine preliminary TCSEC value based on the application of the Yellow Book using the

answers to the data exposure questions;
3. multiply values of the remaining data exposure questions and remaining classes of risk factors

by the appropriate division value;
4. sum the products of the multiplications;
5. follow the guidance as directed by value of sum to determine the validity of the preliminary

* TCSEC value; and
6. apply cost, network, assurance considerations and re-evaluate.

2.5.4 ANSSR Method

The following steps are required to perform a risk assessment:

I. perform a Yellow Book Assessment specifying a target TCSEC class;
2. perform an extended Yellow Book assessment, inputting a number of attributes relating to

disclosure asset, user community, and other systems;
3. for networks, assess the risk in terms of the existence of cascade paths;
4. perform a Scenario Analysis by identifying specific threat events; and

• 5. calculate the risk in terms of SOL and ALE.

2.5.5 DADPSWG/88-1 Method

The following steps are required to perform a risk assessment

* 1. Assess the TCSEC functionality level requirements using a 3-dimensional matrix, based on
Highest Classification of Information. Lowest User Clearance, and Mode of Operation.

2. Assess the TCSEC assurance level requirements. This is done as follows:

a. calculate by matrix the user clearance rating as a function of the Lowest User Clearance
and the Number of User,

b. calculate by look-up table the overall data qualifier as a function of Volume of Data,
Mix of Data, and Special Data Separation Requirements;
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c. calculate by matrix the data sensitivity rating as a function of the Highest Classification
of Information and the overall data qualifier,

d. calculate th. risk index as a function of the user clearance rating and the data sensitivity
rating;

e. calculate by look-up table the system qualifier as a function of the Software Production
Standards and Scope of User Interface; and

f. map by matrix the system qualifier and risk index to the TCSEC levels.

Of the methods specified here, these guidelines most closely follow the DADPSWG/88-1 method.
However, there are a number of significant differences between the two. Table 2.2 summaries these
differences.

Table 2.2 Comparison of Risk Assessment Methods between these Guidelines and DADPSWG/88-1

Comparison of Risk Assessment Methods

DADPSWGI88-1 These Guidelines

Applicable to UK conditions Applicable to Australian conditions

Restricted to defence systems Applicable to defence and civilian government
systems

Requirements focus on the TCSEC criteria Requirements focus on the ITSEC criteria

No test for cascade paths Heuristic algorithm for network interconnection

No description of network connection devices Description of network connection devices

No rationale for the development of the risk Rationale for the development of the risk model
model

Limited rationale for the risk index calculations Comprehensive rationale for the risk index
calculations

Limited rationale for the risk factor rating values Comprehensive rationale for the risk factor rating
values

User and data ancillary factor weightings do not User and data ancillary factor weightings take
take into account the level of user clearance or into account the level of user clearance or data
data sensitivity sensitivity

User ancillary factors restricted to Number of User ancillary factors include Number of Users
Users and Proportion at Lowest Clearance

External environment not considered as a system External environment included as a system factor
factor

User Interface is represented by a single factor User Interface is represented by three factors

User and data ancillary factor weightings applied User and data ancillary factor weightings applied
at source after the DERI is calculated

Risk assessment performed on whole user Risk assessment performed on user subgroups
population _
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3 RISK MODEL
To perform an assessment of risk in a particular system environment it is necessary to be able to describe
that environment in terms of a discrete set of characteristics or factors which have an influence over risk.

In order to achieve this objective, a risk model has been developed. The model is a representation of
the attributes of the system, in terms of the data residing on the system, the users of the system, and the
system environment, which together determine the level of risk relating to the unauthorised disclosure of

• information. This model applies specifically to Australian government computer systems.

The model has been developed by considering the major components of risk. For each of these
components, the entities which specifically relate to the model are identified and the attributes of these
entities are considered.

Each significant attribute is represented in the model by a risk factor.

3.1 Assets

The assets of a computer system may be categorised as follows:

* hardware;
• • software;

• information; and
* personnel.

The following assets, which will be referred to as Data hereafter, are included in the model.

1. Software
* All non-TCB software is to be included. Its sensitivity level should be sufficient to permit

authorised users of it to have read access. Typically, this will be the level at which the lowest
cleared authorised user can gain read access.

2. lafonration
All information stored and processed on the system is to be included. This includes
documentation (except hardcopy documentation which is not included in the model since

* it is protected by physical safeguards), system administration / control files, and all other
types of information.

The following assets are not included in the model.

1. The TCB software is not included since it is a countermeasure and not an asset in the sense
defined here.

* 2. The security audit file is not included since it is essential that the file be processed at system
high. The high sensitivity level of the file may not be representative of the sensitivity of
the majority of its records and therefore could result in a spurious assessment of the risks
relating to data volume and data distribution. This equally applies to all other operating
system log files.

3. The hardware and personnel assets are not included since they are protected by non-
* COMPUSEC safeguards.

This aspect of the model is represented in Figure 3.1.

3.1.1 Data

The data assets in this model are in the form of classified material which may be of two types - National
Security and Sensitive. Both types of material may co-exist on the same computer system.

3.1.1.1 National Security Material

This material includes data (in any form and on any storage medium) dealing with or associated with
* the protection of Australia's or. through international agreements, another country's security, defence,

international relations, and national interests.
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3.1.1.2 Sensitive Material

This material includes data, other than National Security Material, which requires protection to prevent:

a. harm (including financial harm) to the country, Government, or the legitimate activity of a
Government Agency;

b. prejudice to the establishment and maintenance of lawful methods for the protection of public
safety;

c. a breach of a statutory requirement to protect that material; and
d. an unfair advantage being given to any entity.

3.1.2 Data Attributes

The attributes of the data assets which may influence the risk of exposure are discussed below.

3.1.2.1 Data Sensitivity

The data assets are classified into a number of sensitivity levels based on the expected level of threat
impact which is likely to be caused by the unauthorised disclosure of the data (see Section 3.4 for a
description of the threat impacts).

1. National Security Material
There are four levels of National Security Material:

Restricted (R);

Confidential (C);

Secret (S); and

Top Secret (TS).

A further pseudo-level Unclassified (U) covern material which is not classified and is
considered to have no sensitivity. There is a hierarchical relationship between each of the
sensitivity levels such that Unclassified < Restricted < Confidential < Secret < Top Secret

2. SensWive Material
There are three levels of Sensitive Material:

In-Confidence (IC);

Protected (P); and
Highly Protected (HP).

Again. a further pseudo-level Unclassified (U) covers material which is not classified and is
considered to have no sensitivity. There is a hierarchical relationship between each of the
classification levels in terms of sensitivity such that Unclassified < In-Confidence < Protected
< Highly Protected.

In general, the relationships between the sensitivity levels of the two types of material can be described
in terms of the physical protection that they must be afforded as specified in the PSM (Part 4). In this
sense, Table 3.1 indicates their equivalences with respect to the recommended strength of protection
mechanisms appropriate for data at each level.
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Table 3.1 Relationship between the Protection level of National Security and Sensitive Material

Relationship between National Security and Sensitive Material

National Security Material Level of Sensitive Material given the same level
of protection

Restricted (R) In-Confidence (IC)

Confidential (C) Protected (P)

Secret (S) Highly Protected (HP)

Top Secret (TS) t

Note
(t) There is no equivalent level.

The most conservative representation of the level of vulnerability of the data assets of a system is based on
the most sensitive material which resides on the system. The strength of this attribute may be influenced
by the other data attributes specified below.

This attribute is represented in the model by the factor Highest level of data classification.

3.1.2.2 Data Separation

There may exist at each sensitivity level one or more mandatory requirements, over-and-above the normal
clearance restrictions, applicable to specific groupings of information. Access to these groupings is
conditional on a security caveat which specifies special handling and need-to-know provisions. The term
"caveat" is used here in the generic sense, however, for the purposes of these guidelines a more specific
definition is given below.

These groups of data are termed categories. There are two types of categories.

1. Caveat
Caveated material may be accessed by a specified group of users and/or under specified
circumstances for which no special briefing is required. Caveats may be characterised into
the following types:

awareness - the labelling of data with caveats warning the recipients of the sources of
the information (e.g. WNINTEL);
extensive - the extension of releasability to a set of users (e.g. releasability indicators);
or
restrictive - the restricting of distribution to a set of users (e.g. AUSTEO).

For the purposes of assessing the risk of data exposure only restrictive caveats should
be considered. Caveats cover all categories which do not fall under the definition of
Sensitive Compartmented Information (SCI) and in some agencies are termed General Service
(GENSER) categories.

2. Compartment
Compartmented material may be accessed only by users who have received a special briefing
covering the handling of this material. Compartments are always restrictive. Compartments
cover all SCI material. The sensitivity of data contained in compartments is significantly
higher than data contained in caveats.

It is believed that the number of caveats or compartments present on a system does not have a significant
bearing on the risk of data exposure (161. That is, there is no significant difference between the risk
associated with the exposure of a single category and the exposure of a number of categories of the
same type.

This attribute is represented in the model by the factor Exposure of categories. This factor is only
significant for systems where some users are not authorised access to all categories.
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3.1.23 Data Volume

A first principles approach to the measure of the overall sensitivity of the data assets of a system might
suggest that it would be accurately expressed as the sum of the sensitivities of data at each classification
level existing on that system. The sensitivity of the data at a particular level might be measured as the
product of the number of units of data at that level and a sensitivity factor for that level. The sensitivity
factor is related to the amount of damage which is expected to result from the disclosure of a unit of data
of a particular classification. Consequently, any measure of data sensitivity which disregards the volume
of data might be expected to produce skewed results in the extreme cases. Furthermore:

1. the attractiveness of data to threat agents is related to the volume of data present on the
system;

2. the likelihood of a random disclosure succeeding, given limited opportunities available to a
threat agent, also is related to the volume of data present on the system; and

3. in general, the aggregate level sensitivity of information may be regarded as higher than that
of the constituent parts. Although the aggregate sensitivity level is determined by the contents
of the information, the volume of information is also significant insomuch as the context and
the relationship between individual items of information is frequently more significant and
more sensitive than are the items separately. More opportunities for heightened sensitivity
through aggregation will be present with larger volumes of data.

Consequently, in certain circumstances an extremely high or low data volume warrants an adjustment
to the data sensitivity rating. In order to avoid over-complex calculations, the guidelines shall confine
consideration of this attribute to the highest sensitivity level, since this is the most significant level.
This is in accordance with the Yellow Book which recognises the factor "High volume of information
at maximum sensitivity' as significant.

This attribute is only significant in the situations where there are potential threat agents, i.e. systems
where not all users are afforded sufficient trust to access all sensitivity levels of data on the system.
These systems operate in Multilevel mode.
[Note: This attribute is not significant for systems operating in Compartmented mode since the mea-
surement of the volume of data at the IS sensitivity level is not necessarily indicative of the volume of
compartmented data. Compartmented data is taken into account by the Exposure of Categories factor].

This attribute is represented in the model by the factor Volume of data at highest dassification level,
where volume is measured as the number of bytes.

3.1.2.4 Data Distribution

Following the same argument as for the data volume, a measure of data sensitivity which disregards the
spread of data over all sensitivity levels (distribution) may produce skewed results in the extreme cases.
More specifically, given a random distribution of disclosures, the likelihood of a disclosure causing the
greatest amount of damage possible, given the information on the system, is related to the proportion
of data at the highest level of classification. Consequently, an extremely high or low proportion of data
at a particular sensitivity level may warrant an adjustment to the data sensitivity rating. In order to
avoid over-complex calculations, the guidelines shall confine consideration of this attribute to the highest
sensitivity level since this is the most significant level.

As with data volume, this attribute is only significant in the situation where there are potential threat
agents, i.e. systems where not all users are afforded sufficient trust to access all sensitivity levels of data
on the system. These systems operate in Multilevel mode.
[Note: This attribute is not significant for systems operating in Compatmnented mode since the com-
partmented data is considered to be more sensitive than TS and not distributed across sensitivity levels.
Compartmented data is taken into account by the Exposure of Categories factor].

This attribute is represented in the model by the factor Proportion of data at highest classification level.
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3.1.2.5 Data Availability

For systems which operate in different modes, the availability of data at the highest classification level
may be restricted to specific periods. Hence, the opportunity for a threat agent to access this data is
restricted and the vulnerability may be reduced. Since the mode of operation which is most likely
to apply in these circumstances would be either Dedicated or System High where the vulnerability is
regarded as low in any event, this attribute is not significant and is not represented in the model.

3.2 Threats

The threats to a computer system may be either deliberate or accidental.

Deliberate threats involve the following:

"* malicious actions by humans who are authorised to have access to some or all of the data
on the computer; and

"• malicious actions by humans who are not authorised to access, directly or indirectly, any
data on the computer.

Accidental threats involve the following:

* natural, random, and environmental events;
* malfunctioning hardware or software; and
S erroneous actions by humans who are authorised to have access to some or all of the data

on the computer.

This aspect of the model is represented in Figure 3.2.

F Threats

Deliberat he rAaecdel ntal

F I F
Acakm by humý, bWIMadfucwkm ofaco 1XIi Am&"todo, to ..-Wr9WN adware or

El Cowredbyro-CONPffSEC

Figure 3.2 Risk Model Threats

This model is primarily concerned with the threats posed by the deliberate or accidental action of humans

who are authorised to have access to some or all of the data on the computer.

18 UNCLASSIFIED



UNCLASSIFIED ERL-0621-RR

For the purposes of these guidelines, it is assumed that the safeguards required to counter the threat
* from humans who are not authorised to access, directly or indirectly, any data on the computer are of

a non-COMPUSEC nature (i.e. physical security measures). However, if the user wishes to rely on
COMPUSEC authorisation measures to counter this threat then this group must be taken into account in
the risk assessment. Where this is so, it is necessary to categorise this group as potential "users" and
determine their attributes. The attributes will be based on the group of humans who may gain physical
access to a terminal connected to the system but have no authority to use that terminal to access the

• system. The existence of physical security controls on the access to terminals should be taken into
account when determining these user attributes. In a situation where all persons who are authorised
to have physical access to the terminal area are known, it is possible to make assumptions about the
minimum level of trust based on the minimum clearance of this group. If, however, the physical security
measures do not preclude the possibility of unknown users having access to the terminal area then the
assumption must be that these users are potentially hostile (i.e. must be treated as uncleared users).

The likelihood of an accidental disclosure resulting from a hardware or software malfunction is a function
of the level of assurance that a given Trusted Computing Base (TCB) will perform its security functions
as specified by the security policy. The lower the minimum requirement for a TCS the more probable
a TCB malfunction can occur. The guidelines specify that the level of assurance required of a TCS in
a specific environment is that which, as a minimum, will reduce the risk associated with the probability
of data exposure to an acceptable level.

The safeguards required to counter threats from natural, random, and environmental events are, generally,
of a non-COMPUSEC* nature and are not considered in this model.

[Note: (*) It is reiterated here that, in the context of these guidelines, the term COMPUSEC refers to
logical computer security.]

* The set of humans who are authorised to have access to some or all of the data residing on the computer
will be referred to as Users hereafter.

3.2.1 Users

The users of the systt.m may be categorised as follows:

1. Direct Users
These are persons authorised to have direct access to data via a terminal connected to the

• system (this connection may be either local or, in the case of a network, remote but must
be a component of the system); or

2. Indirect Users
These are persons authorised to have indirect access to data transferred via:

0 a terminal which is has a communication link to the system but is not considered part
* of the system (this may be a connection via a remote dial-up modem link or an indirect

connection via another system); or
• removable media (i.e., hardcopy, removable disk, magnetic tape, etc)

where no manual reWew has been performed. Manual review is the activity, carried out by
an authorised person, which ensures that the sensitivity label of the data being output from

0 the oystem accurately represents the contents of the data. Data which has undergone manual
review is subsequently protected by non-COMPUSEC measures and consequently persons
accessing this data are not considered in this model.

The users of the system may be regarded as assets or threat agents. In this model the attributes of the
users in terms of threat agents is significant in determining the risk of data exposure.

* This aspect of the model is represented in Figure 3.3.
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Figure 3.3 Risk Model - Users

3.2.2 User Attributes

The attributes of users, as potential threat agents, which may have an influence on the risk of data

exposure are discussed below.

3.2.2.1 User trustworthiness

The level of confidence in the loyalty and reliability (trustworthiness) of a user is signified by the
security clearance level granted to the user, and allows access to classified material at and below a

certain classification level (in the absence of any "need-to-know" restrictions). The clearance process
involves a formal security checking process. There are two types of security clearance, Designated
Security Assessment Position (DSAP) and Position of Trust (PoT). Users cleared through either of these
processes may co-exist on the same system.

1. DSAP
This clearance allows access to National Security Material. In order to access material which
is classified above Restricted, users are required to be cleared to access at least that level of
classified material. The checking process is of two types:

Negative Vetting (NV) - used for most clearances; and

Positive Vetting (PV) - more thorough, used for access to certain Top Secret (TS)
material.
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A security clearance is not required for access to Restricted (R) material, however, a need-
* to-know requirement must be established.

2. PoT
This clearance allows access to Sensitive Material or to valuable resources (e.g. money,
drugs, and computer equipment). There is only one type of checking undertaken for PoT
clearances. The formal clearance processes correspond to two clearance levels for access to
Sensitive Classified Material:

Protected (P); and

Highly Protected (HP).

A security clearance is not required for access to In-Confidence (IC) material, however, a
• need-to-know requirement must be established.

No PoT clearance is equivalent to any DSAP clearance. The holder of a PoT clearance alone must not
access National Security material which is classified Confidential or above. Unless otherwise specified
by and for a particular organisation, a DSAP clearance can permit the holder to access Sensitive material
in accordance with Table 3.2.

0
Table 3.2 Levels of Sensitive Material which may be accessed by DSAP cleared Personnel

Access to Sensitive Material by DSAP cleared personnel
DSAP Clarance Allows access to Sensitive Material up to

and including

Confidential (C) Protected (P)

Secret (S) Highly Protected (HP)

Top Secret through Negative Vetting (TS (NV)) Highly Protected (HP)

• Top Secret through Positive Vetting (TS (PV)) Highly Protected (HP)

Access to Sensitive material by the holder of a DSAP clearance requires that the need-to-know must
be established.

• The most conservative representation of the level of trust afforded any group of users of a system is
taken to be the level of trust of the least cleared member of the group. The strength of this attribute may
be influenced by the other user attributes specified below.

This attribute is reprrsented in the model by the factor Lowest level of user clearance. This factor
applies to both direct and indirect users.

[ (Note : For TCS classes where sensitivity labelling is a security function, the TCB is only trusted to
label correctly sensitive data within a range of sensitivity levels determined by the evaluation level of
the TCS. This range, which has an upper bound of the highest sensitivity level on the system, may be
narrower than the full range of data sensitivity levels on the system. In this case, the TCB cannot be
trusted to correctly label data at a sensitivity level lower than the lower bound of the allowable range.
If data labelled at a sensitivity level below the lower bound is to be released, without manual review, to

• indirect users then the TCS evaluation level must be increased. In this case, the minimum TCS evaluation
level is obtained by taking the Minimum User Clearance level in the DERI calculation to be that which
is required by indirect users (as a minimum) to access data at the lowest label given to released data.]
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3.2.2.2 Number of Users

The probability that some user of the system is a threat agent may be more accurately expressed as the
sum of the probabilities, for each level of user clearance on the system, that there is a threat agent in the
group of users cleared to that level. Each of these probabilities may be expressed as the product of the
number of users at that level and the empirical likelihood that a user cleared to that level is a threat agent,
which is related to the trustworthiness attribute. Hence, a measure of the likelihood of a threat agent
which disregards the number of users at each level may produce skewed results in the extreme cases.
Consequently, in certain circumstances, an extremely high or low number of users warrants an adjustment
to the user clearance rating. In order to avoid over-complex calculations, the guidelines shall confine
consideration of this attribute to the lowest level of user clearances since this is the most significant level.
This is in accordance with the Yellow Book which recognises the factor "Large number of users with
mirntimum clearance" as significant.

This attribute is only significant where there is data on the system to which the lowest cleared user is
not cleared to access, i.e. systems operating in Multilevel mode.
[Note: Although this attribute may possibly be relevant to systems operating in Compartmented mode,
the factor is ignored in this case since no other ancillary factors are applicable].

This attribute is represented in the model by the factor Number of users at the lowest clearance level.

3.2.2-3 User Clearance Distribution

Following the same argument as for the attribute Number of Users, a measure of likelihood of a threat
agent which disregards the spread of users over all sensitivity levels (distribution) may produce skewed
results in the extreme cases.

This attribute is only significant if there are some users who are not cleared to access all the sensitivity
levels on the system, i.e. systems operating in Multile.,..A mode.
[Note: For systems operating in Compartmented mode, this attribute is not applicable since all users are
cleared to access data at T"S level].

This attribute is represented in the model by the factor Proportion of users at the lowest clearance level.

3.2.2.4 Ability of Users

The likelihood of a threat agent perpetrating a disclosure is influenced by the degree of expertise, system
knowledge, and information available to a threat agent. While this attribute is undoubtedly significant,
it is difficult to formulate a consistent discriminatory measure. Hence its influence has been removed
from the guidelines by the conservative assumption that any threat agent will either possess the necessary
expertise, system knowledge, and information to perpetrate a disclosure or will have access to other
persons who do.

3.3 Vulnerabilities

This model considers the vulnerabilities of a computer system which have a significant effect on the
frequency of occurrence and level of impact of the data exposure threat.

The vulnerabilities of a system are associated with the attributes of the assets of the system in terms of
computer hardware, firmware, and software and the environment under which the system operates.
[Note: Vul,,erability is also a function of the attributes of the data and the personnel (user) assets,
however, these have been considered in the preceding sections.] 0
This aspect of the model is represented in Figure 3.4.

3.3.1 System Attributes

The attributes of the hardware, firmware and software assets and operational environment which may •
have an influence on the risk of data exposure are discussed below.
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3.3.1.1 System architecture

The hardware configuration (e.g. embedded, monolithic, distributed) may have an influence on the
vulnerability of the system. However, within an environment which is controlled by the appropriate
physical security measures, the type of system architecture is not significant in terms of vulnerability
[16]. Furthermore, the specific features of a system which are likely to influence its vulnerability (e.g.
intelligent terminals, remote devices, communication lines, local output facilities, etc) must be considered
individually rather than attempting to generalise in terms of a generic architectural type. Consequently,
this attribute is not represented in the model.

33.1.2 System distribution

A distributed system in a controlled environment is no more vulnerable than a centralised system in
the same environment, but, the presence of unprotected communication lines which are external to
the controlled environment does represent a significant increase in vulnerability [16]. However, the
countermeasures required to reduce this vulnerability are of a COMSEC nature. For the purposes of
these guidelines, the assumption is made that the prescribed COMSEC safeguards to counter the risk
of interference with external communication lines are in place. Consequently, this attribute is not
represented in the model.

33.13 System management

The degree of control over the administration of system functions (including security-related functions)
may have an influence on vulnerability. This is particularly the case in a network where the system
management and security management functions are distributed over a number of sites. The degree of
control of the administration of the system functions has an important bearing on the risk of misuse of
these functions in order to circumvent the security controls. This attribute is not represented in the model
by a specific factor but is implicit in the user interface factors.

3.3.1.4 External environment

The external environmental conditions under which a system operates may have a significant influence
on the number of threat agents present or, conversely, the probability of the existence of a threat agent,
on a system.

The external environment may be categorised into the following levels of potential hostility.

1. Hostile
The characteristics of the external environment are such that it is highly likely that there will
be at least one threat agent active on the system (e.g. a foreign embassy).

2. Neu&ra/
The characteristics of the external environment are unlikely to influence the probability of a
threat agent being active on the system.

3. Benign
The characteristics of the external environment are such that it is unlikely that there will be
a threat agent active on the system (e.g. a government department central office).

This attribute is represented in the model by the factor External Environment.
[Note: Tibs factor is related to the Logicon risk factor "Overall System Environment", however, the
Logicon factor is more related to the degree of physical and administrative security measures in place
rather than the type of location].
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3.3.1.5 Remote access

In the situation where terminals, printers, or other systems outside the controlled security perimeter are
connected to the system under assessment there may exist a greater degree of vulnerability due to the
threat from remote users (either humans or processes) who are not known to the system. However, this
attribute relates to the users of the system rather than the system itself. That is,

1. if the remote user is known to the system and appropriate non-COMPUSEC safeguards are
in place then, for the purposes of the DERI calculation, the remote user should be treated in
the same way as a local user; and

2. if the remote user is not known to the system or appropriate non-COMPUSEC safeguards are
not in place then, for the purposes of the DERI calculation, the remote user should always
be assumed to be Uncleared.

* Consequently, this attribute is not represented in the model.

33.1.6 User Interface

Of particular significance to the vulnerability of the system is the scope and bandwidth of commands
which may be input by the user, or by a process operating on the users behalf, and accepted by the

* system. The scope and bandwidth of commands will be influenced by the mechanisms available to the
user to generate such commands (e.g. local processes and host applications).

The user interface may be described in terms of three key characteristics: terminal interface, host interface,
and host services. It may be argued that a fourth characteristic, communication circuit, should also be
considered since the bandwidth of commands may be influenced by the speed and the mode of the

* communication circuit between the terminal and the host. This characteristic does not warrant a specific
risk factor for the following reasons:

1. where commands are manually generated, the bandwidth is determined by the speed of the
keyboard input; and

2. where commands are electronically generated, in the case of the intelligent terminal, the
bandwidth of the communication circuit is assumed to be greater or equal to the bandwidth

• of the command input program.

These characteristics are not truly orthogonal since the possible levels of a particular characteristic may
be dependent on the levels of one or both of the other characteristics. In particular, if the user has
access to an extensive set of host services then the user must be connected interactively to the host
via a full-function terminal. Conversely, a user with a limited functionality keypad cannot establish an

* interactive session with the host.

Nevertheless, it is useful to make this distinction in order to provide a more objective measurement of
the level user interface and to avoid the explicit specification of all the possible combinations.

3.3.1.6.1 Terminal Interface

The terminal is responsible for the interpretation and transmission of user keystrokes to the host and the
display of data received from the host on the user's screen. The following types of terminals represent
an increasing level of vulnerability to the system.

1. Limited function
These terminals have special limited functionality keypads which preclude the user from

* entering direct commands. Both the scope and the bandwidth of commands is severely
restricted in this case.

2. Full function - dumb
These terminals have standard alphanumeric keypads which permit direct command input.
The terminal may have some limited local software or firmware (e.g. read-ahead buffers)
but is not capable of being programmed locally. The scope of commands is greater but the

* bandwidth is limited to the speed of the keystrokes.
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3. Full function - intelligent
These terminals possess the capability to be programmed locally (e.g. PCs). These devices
provide the user with the capability to generate commands at a high bandwidth from a process
running locally in the terminal. A local process may also be capable of intercepting the output
of sensitive data or the input of user identification data.
[Note: It could be argued that a PC should be treated as separate TCS component rather than
a terminal. This would require a PC-local TCB and the treatment of the system as a network
where interconnection considerations apply]. 9

This attribute is represented in the model by the factor Terminal Type.
[Note: This factor is related to the Landwehr and Lubbes factor "Local Processing Capability"].

3-3.1.6.2 Host Interface

The level of restrictions imposed on the allowable commands or transactions received from the terminal
by the host application servicing the terminal has an influence on the vulnerability of the system. The
terminal servicing program acts as a filter between the user and lower layers of system software (iacluding
the TCB). The more restrictive the filter, the less vulnerable the system is to penetration.

These modes are categorised as follows:

1. Output only
The host interface program provides predefined outputs regardless of the inputs the user
presents.

2. Transaction processing
The host interface program will only accept predefined, well-formed commands. All other
input is rejected by the program.

3. Interactive
The host interface program provides direct access to the operating system.
[Note: It is recognised that in many systems there are different levels of interactive processing
(e.g. application, supervisor, kernel), this is discussed under the Host Services attribute.]

This attribute is represented in the model by the factor Session Type.
[Note: This factor is related to the Landwehr and Lubbes factor "User Capability"].

3.3.1.6.3 Host Services

The extent to which users are authorsed to utilise the operating system services (including the TCB) has
an influence on the vulnerability of the system. The possibility of establishing a covert channel is greatly
enhanced when the user has access to privileged commands.

This attribute is most likely to apply to interactive processing. In many systems there are hierarchical
levels of processing or modes of operation (e.g. application, supervisor, kernel) with increasing access
to privileged commands. Due to the relative coarseness of the risk measurement mechanism only two
levels are considered:

1. Limited
System services are restricted to a basic set of non-privileged commands.

2. Full
System services are extensive and may include privileged commands which manipulate the
operating system.

This attribute is represented in the model by the factor Scope of Utilities.

3.3.1.7 Development and operational environment

The type of environment under which application software is produced and run has an influence over the
vulnerability of the system to penetration. A threat agent is more likely to succeed in exposing data when
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the agent is able to utilise application software which has been specifically developed to compromise the
9 security policy. By means of malicious logic, such application software may:

1. deliberately or accidentally perform an unauthorised modification to the TCB
[Note: This is an integrity issue];

2. deliberately exploit covert or overt channels; or
3. deliberately or accidentally exploit weaknesses in the TCB.

* Each of these actions may result in the unauthorised exposure of data.

The introduction of such software is less likely to occur on systems where configuration control procedures
are enforced and the level of trust of the application software developers is high.

For consistency with the Yellow Book, environments are categorised as either open or closed. The
definitions are taken directly from the Yellow Book.

1. Opea Security Environment
"... includes those systems in which either of the following conditions holds true:

a. Application developers (including maintainers) do not have sufficient clearance (or au-
thorisation) to provide an acceptable presumption that they have not introduced malicious
logic. Sufficient clearance is defined as follows: where maximum classification of data

* to be processed is Confidential or below, developers are cleared and authorised to the
same level as the most sensitive data: where the maximum classification of data to be
processed is Secret or above, developers have at least a Secret clearance.

b. Configuration control does not provide sufficient assurance that applications are protected
against the introduction of malicious logic prior to or during the operation of system
applications.

[3].
2. Closed Security Environment

"... includes those systems in which both of the following conditions holds true:

a. Application developers (including maintainers) have sufficient clearance and authorisa-
tions to provide an acceptable presumption that they have not introduced malicious logic.

b. Configuration control provides ss97icient assurance that applications are protected against
the introduction of malicious logic prior to or during the operation of system applications.

" (3].

The mechanism in the Yellow Book, whereby this factor is the sole determinant of the TCSEC level
in the high risk case, has been somewhat tempered in these guidelines since the final risk index is
depended on a combination of all the system factors. The lessening of emphasis takes into account
the possible inadvertent introduction of malicious applications logic which may occur in both open and
closed environments.
"A recent study [171 has shown that. in many cases, there is a larger threat (than deliberate introduction
of malicious logic] from software errors and authorized users who do not follow established procedures

* or who ignore system warnings. Clearly, the holder of a security clearance is no less likely to make
programming errors or deviate from established procedures than someone who is not cleared." [7].

With the increasing trend towards the development of systems using Commercial Off-the-Shelf (COTS)
application software, the applicability of a Closed Security Environment is diminishing.

This attribute is represented in the model by the factor Security Environment.

33.1.8 Opportunity for User Collusion

Where a number of threat agents are active on the same system, the likelihood of a threat event occurring is
higher if these agents are acting in concert rather than in isolation. However, the security countermeasures
against this type of threat are administrative rather than COMPUSEC. Consequently, this attribute is not

Srepresented in the model.
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33.1.9 Mode of Operation

The system may be regarded as operating in one of a number of security operating modes. These modes
are determined by the following factors:

1. the level of trust in the system hardware/software;
2. the range of data sensitivity levels processed;
3. the extent of user access to the data; and
4. the presence of compartments.

The number of possible modes and the definitions of these modes are subject to some inconsistences
between risk methodologies. The definitions given below are taken from the Yellow Book, with the
omission of "Controlled Mode" which is not significant in the context of these guidelines.

1. Dedicated
"... the system is specifically and exclusively dedicated to and controlled for the processing
of one particular type or classification of information, either for full-time operation or for a
specified period of time." [3].

2. System High
"... system hardware/software is only trusted to pravide need-to-know protection between users.
In this mode, the entire system, to include all components electronically and/or physically
connected must operate with security measures commensurate with the highest classification
and sensitivity of the information being processed and/or stored. All system users in this
environment must possess clearances and authorizations for all information contained in the
system, and all system output must be clearly marked with the highest classification and all
system caveats, until the information has been reviewed manually by an authorized individual 0
to ensure appropriate classifications and caveats have been affixed." [3].

3. Compartmented
"... allows the system to process two or more types of comnpartmented information (information
requiring a special authorisation) or any one type of compartmented information with other
than compartmented information. In this mode, the system access is secured to at least Top
Secret (Tn) level but all system users need not necessarily be formally authorized access to
all types of compartmented information being processed and/or stored in the system." [3].

4. Multilevel
"*... allows two or more classification levels of information to be processed simultaneously
within the same system when some users are not cleared for all levels of information present"
(3].

The mode of operation of a system is not a contributory factor to the vulnerability of the system but rather
a consequence of the risk factors. The mode of operation is significant, however, when considering the
following:

* the applicability of data and user ancillary factors;
• the minimum level of COMPUSEC functionality required to operate in a particular mode: and
* the minimum level of COMPUSEC assurance required to operate in a particular mode.

3.4 Threat Effects (Impacts)

The threat effects which may result from a successful attack on the data residing within a system, carried
out by a user or users of that system, are as follows:

• data exposure;
* data corruption (of which destruction is a special case); and
* denial of service.
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This model is primarily concerned with the impact of data exposure. Data exposure is directly related to
* the level of trust in the users and their agents not to utilise for malicious purposes the material accessed,

regardless of whether the material was accessed deliberately or accidentally.

[Note: The argument regarding the level of trust in the users does not hold for all integrity-related
effects since an impact may result directly from an accidental event, and in this case the likelihood of an
occurrence is not related to the clearance level of the user. Data exposure may result from integrity-related
effects such as the mis-labelling of data by a faulty TCB, and faulty or malicious untrusted software.

• In the case of an accidental labelling malfunction the risk of data exposure is confined to the situation
whereby data is accidentally downgraded.]

The security requirements which relate to these threat effects are as follows:

• confidentiality;

* * integrity; and

0 availability.

The threat effects are not universally orthogonal. An integrity violation may cause a confidentiality
violation. For example, the incorrect sensitivity labelling of a data item in a multilevel secure environment
by TCB software may result in the exposure of that data item to users who are not authorised to access
the data. [Note that as a protection against this eventuality, the Bell and La Padula Multilevel security
model [18] specifies the so called *-property which restricts "write-downs"]. An integrity violation may
also cause a denial of service (availability violation). For example, the unauthorised modification of
system software may result in a system crash when that software is executed.

The relationship between security violations and threat effects is represented in Figure 3.5.
6

Security Violation related to: Possible Threat Effects
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Figure 3.5 Risk Model -- Threat Effects

The impact of the exposure of National Security material is measured in non-monetary terms as the level

of damage to national security of Australia atd/tr Australia's Allies which could reasonably be expected
* to be result. Table 3.3 summarises the impact levels for National Security material.
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Table 3.3 National Security Material - Impacts

Impacts caused by exposure of National Security Material

Sensitivity level Impact

Restricted (R) Could possibly be harmful to national security

Confidential (C) Could reasonably be expected to cause damage to
national security

Secret (S) Could reasonably be expected to cause serious
damage to national security

Top Secret (TS) Could reasonably be expected to cause
exceptionally grave damage to national security

The impact of the exposure of Sensitive material is measured in non-monetary terms as the level of
damage to any person, organisation, or Local/State/Territory government which provided information to
the Commonwealth under an assurance/expectation of confidentiality or about which the Commonwealth
holds information. Table 3.4.summarises the impact levels for Sensitive material.
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Table 3.4 Sensitive Material - Impacts

Impacts caused by exposure of Sensitive Material

Sensitivily level Impact

cause harm to the country, Government or the icgitimate
activities of an agency

* be prejudicial to the establishment and maintenance of
lawful methods for the protection of public safety

In-Confidence Might possibly cause harm to any person, organisation, or
(IC) Local/StatelTerritory Government which provided

information to the Commonwealth under an
* assurance/expectation of confidentiality or about which the

Commonwealth holds information

give unfair advantage to any entity

cause harm to the country, Government or the legitimate
activities of an agency

* be prejudicial to the establishment and maintenance of
lawful methods for the protection of public safety

Protected (P) Could reasonably cause harm to any person, organisation, or
be expected to Local/State/Territory Government which provided

information to the Commonwealth under an
assurance/expectation of confidentiality or about which the
Commonwealth holds information

give unfair advantage to any entity

cause serious harm to the country, Government or the
legitimate activities of an agency

* be seriously prejudicial to the establishment and maintenance
of lawful methods for the protection of public safety

Highly Protected Could reasonably cause serious harm to any person, organisation, or
(HP) be expected to Local/State/Territory Government which provided

information to the Commonwealth under an
assurance/expectation of confidentiality or about which the

* Commonwealth holds information

_give unfair advantage of significant proportions to any entity

3.4.2 Safeguards (Countermeasures)

The safeguards which may be used to counter COMPUSEC vulnerabilities may be categorised as being
either.

1. standardised and available as part of existing commercial TCS product; or
2. non-standardised and developed to perform one or more specific COMPUSEC functions.

* The safeguards in the former category are defined as COMPUSEC functions by COMPUSEC standards,
primarily the ITSEC criteria which includes those functions identified in the TCSEC criteria. The ITSEC
criteria specify the safeguards in terms of functionality classes, each class defining a minimum set of
safeguards required to satisfy the functionality criteria for that class.

The safeguards in the latter category are typically employed on individual computer systems where a
specific need is identified which is not fulfilled by a commercially available TCS product. These non-

Sstandard safeguards require development according to the same standards as the commercially available
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products. The uniqueness of the non-standard safeguards makes detailed description of them impractical
here. However, some of these products are potentially useful in a network architecture and are addressed 0
in Section 5.

The risk analysis process described in this document is primarily concerned with the use of commercially
available TCS products to counter the risk of data exposure. The use of non-standard safeguards is
addressed only as part of guidance on the use of specific non-standard safeguards within a network
architecture.

3.5 Risk Factor Hierarchy

The risk model represents a set of hierarchical factors which are categorised according to their repre-
sentation of the attributes of the entities; data, users, and system and their relative contribution to the
overall risk. 9
The model is represented in Figure 3.6..

3.5.1 Data Dependent Factors

These factors represent the attributes of the data assets discussed in Section 3.1.2.

3.5.1.1 Primary

These factors are considered to have a major influence on the risk of data exposure. The factors are:

Highest level of data classification; and 0
Exposure of categories.

3.5.1.2 Ancillary

These factors are considered to have a lesser influence on the risk of data exposure but, if combined,
may have an influence on the strength of the primary factor. The significance of each of these factors is
dependent on the Highest level of data class#ication. The factors are:

Proportion of data at highest class#Ication level; and
Volume of data at highest class#icatiox level.

3.5.2 User Dependent Factors

These factors represent the attributes of the users as potential threat agents discussed in Section 3.2.2.

3.5.2.1 Primary •

This factor is considered to have a major influence on the risk of data exposure. The factor is:

Lowest level of user clearance.

3.5.2.2 Ancillary

These factors are considered to have a lesser influence on the risk of data exposure but, if combined,
may have an influence on the strength of the primary factor. The significance of each of these factors is
dependent on the Lowest level of user clearance. The factors are:

Number of users at the lowest clearance level; and
Proportion of users at the lowest clearance level.
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3.5.3 System Dependent Factors

These factors represent the attributes of the system which are significant in determining it's vulnerability
to data exposure as discussed in Section 3.3.1. The factors are categorised as follows.

3.5.3.1 Environment

The factors relating to the system environment are: 9
Security environment-, and
External environment.

3.5.3.2 User Interface

The factors relating to the user interface are:

Terminal type;
Session type; and
Scope of utilities.

4 RISK ASSESSMENT

4.1 Overview

The output from the risk assessment process is an integer value, the Risk Index, which represents a
measure of the risk of unauthorised disclosure of data, given the computer system environment under
assessment.

Prior to the risk assessment, it is necessary to separate the user population into functional groupings.

A separate risk assessment should be performed for each of the user groups identified, with some user-
related and/or system-related factors varying between groups. The overall Risk Index value is the highest
of all the group risk indices. 0
Each risk assessment involves the definition of the system, with respect to the user group, in terms of
the security parameters; the identification of the appropriate level of each of the risk factors identified
in Section 3 based on these parameters; and the calculation of a risk index value based on the factor
weighting values.

It should be noted that the factor weighting values specified below represent best estimates based on
current knowledge of risk assessment techniques and are not based on rigorous mathematical analysis.
A certain level of crudeness and arbitrariness must be expected here due to the imprecise nature of risk
quantification and the narrowness of the risk index range reflecting the limited number of TCS evaluation
levels.

It is the intention of these guidelines to minimise this crudeness and arbitrariness and to avoid any
compounding of inaccuracies resulting in an unrealistic risk index for particular circumstances.

Figure 4.1 provides a diagrammatic representation of the risk assessment process.

4.2 Identify the User Groups

The process of categorising users into functional groups is very much dependent on the particular system
under assessment. These guidelines do not attempt to specify an exhaustive list of possible user groupings,
however, the following general rule must be adhered to in order to avoid producing spurious results due
to artificial groupings.

No two user groups should have al of the following risk factors in common:

Lowes level of clearance;
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Terminal type;
* Session type; and

Scope of Utilities.

A risk assessment specifying only one user group comprising the whole user population is not precluded.

For each user group identified a risk assessment is performed as specified in Section 4.3.

4.3 Perform the Risk Assessment

The risk assessment involves the calculation of a risk index. This calculation may be considered as a
* hierarchical operation which is represented in Figure 4.1. If a limited Yellow Book type assessment is

required then it is possible to restrict the calculation to a subset of the hierarchy, as indicated in Figure 4.2.
More generally, if any aspect of the system is considered not to be applicable, then the particular branch
of the hierarchy tree relating to this aspect may be removed with no effect on the risk index calculation.

The process involves the measurement of the risk factors in the environment under assessment. It should
* be noted that, although the user interface factors and some system-related factors will be specific to the

user group under assessment, the data-related factors and the other system factors will be the same for
each user group.

In order to facilitate the assessment proforma copies of Security Parameter Record and a Risk Assessment
Record are provided in Appendix A (Tables A.1 and A.2).

* The following information should be recorded on the Security Parameter Record:

I. the system identity;
2. the user group identity,
3. the maximum sensitivity level of the data which resides on the system;
4. the presence of at least one category of data for which some users of the group are not

* authorised access;
5. the type of the most sensitive category or categories present;
6. the number of bytes of data at the maximum sensitivity level on the system;
7. the total number of bytes of data residing on the system;
8. the minimum clearance level of the users of the group;

S9. the number of users of the group who are cleared to the minimum clearance level;
10. the total number of users in the group;
11. the type of user interface available to users of the group in terms of terminal type, session

type, and scope of utilities;
12. the conditions under which non-TCS software is developed and run on the system; and
13. the nature of the environment under which the system operates.

With reference to the Rating Tables specified below and the completed Security Parameter Record, the
Risk Assessment Record should be completed.

S4.3.1 Rating Tables

4.3.1.1 Primary Data dependent Factors

* Below are the rating tables for the primary data dependent factors.
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Table 4.1 Rating Scale for Maximum Data Sensitivity - National Security Material

Highest level of data classification

Unclasshied (U) 0

Restricted (R) I

Confidential (C) 2

Secret (S) 3

Top Secret (TS) 5

Notes

1. The presence of categories within classification levels is to be treated as a separate factor
(see Table 4.3).

2. Table B.I gives an equivalence table for US and UK National Security data classification
levels.

0

Table 4.2 Rating Scale for Maximum Data Sensitivity - Sensitive Material

Highest level of data clmssfication

Unclassifed (U) 0

In-Confidence (IC) 1

Protected (P) 2

Highly Protected (HP) 3

Notes

1. The rating values reflect the relationship between the level of protection afforded to National
Security Material and that afforded to Sensitive Material as specified in Table 3.1.

2. The presence of categories within classification levels is to be treated as a separate factor.
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Table 4.3 Rating Scale for Exposure of Categories - National Security

Exposure of categories

Highest data classification Caveats Compartments

Unclassifed (U) 0 0

Restricted (R) or
In-Confidence (IC) 1 0

Confidential (C) or Protected 1 2
(P) _ __

Secret (S) or Highly Protected 1 2
(HP) ___

Top Secret (TS) 1 2

Notes

I. By definition, categories cannot exist at Unclassified level.
2. Compartments only apply to National Security Material at Confidential and above levels.
3. The factor weighting value is the same regardless of the number of categories present on

the system.
4. This factor is only significant where some users are not authorised to access one or more

categories present on the system.
5. Only count the most sensitive level of categories (i.e. where caveats and compartments exist

on the same system then only count compartments).

4.3.1.2 Ancillary Data dependent Factors

Below are the rating tables for the ancillary data dependent factors.
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Table 4.4 Rating Scale for Volume of Data

Volume of data at highest classification level
Highest data Low Medium High

classification

Unclass#Ted ýU) 0 0 0

Restricted (R) or -0.25 0
In-Confidence (IC)

Confidential (C) or -0.25 0 0
Protected (P)

Secret (S) or
Highly Protected 0 0 0.25 S

(HP)

Top Secret (TS) 0 0 0.25

Notes

1. This factor only applies to systems operating in Multilevel mode. 0
2. For data classified below Secret or Highly Protected levels, a high volume of data is not to

be significant. This is due to the fact that variations from the base sensitivity value due to
volume considerations are based on a proportion of the sensitivity value, being a function of
the attractiveness of the data at that sensitivity level. In these cases the sensitivity value is
low therefore the variations in absolute terms are considered small enough to be discounted
(zero in the Unclassified case).

3. For data classified at Secret, Top Secret, or Highly Protected levels, a low volume of data is
not significant. This is due to the fact that, for highly sensitive data, a low volume does not
necessarily indicate a lower risk and therefore not a sufficient justification for a reduction in
the base sensitivity value.

4. (0) The low volume range is intended to indicate a small portable micro-computer system.
A somewhat arbitrary figure of 40 Mbytes or below is currently indicative of this type of 0
system but this value is likely to change over time. This figure may be subject to review
in borderline cases.

5. (**) The high volume range is intended to indicate a large DBMS mainframe system. A
somewhat arbitrary figure of 1000 Mbytes or above is currently indicative of this type of
system but this value is likely to change over time. This figure may be subject to review
in borderline cases. 0

0

0
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Table 4.5 Rating Scale for Proportion of Data

Proportion of data at highest classification level
Highest dataclaHst ication Low (below 10%) Medium High (above 80%)

Unclass#ied (U7) 0 0 0

• Restricted (R) orhgCnfdne i)4).25 0 0.25In.CoXfu%&ce (it

Confiden"al (C) or -0.25 0 0.25
Protected (P)

Secret (S) or
• Highly Protected 0 0 0.25

(HP)
Top Secret (TS) 0 0 0.25

Notes

* 1. This factor only applies to systems operating in Multilevel mode.
2. It is believed that a low proportion of data at levels above Confidential or Protected does not

justify a lowering of the sensitivity rating [19].
3. It is believed that less than 10% of the data at the highest classification level is an extremely

low proportion and more than 80% an extremely high proportion [19]. The range limits may
be subject to review in borderline cases.

4.3.1.3 Primary User dependent Factor

Below are the rating tables for the primary user dependent factor.

Table 4.6 Rating Scale for Minimum User Clearance - DSAP

Lowest level of user clearance

Ukelkred (U) 0

Restricted (R) 1

Confudetal (C) 2

Secret (s) 3

Top Secret through Negative tng (TS(NV)) 5

Top Secret through Positive Vetting (TS(PV)) 7

Notes
1. Table B.2 gives an equivalence table for US and UK clearance levels.
2. The TS(PV) level incorporates the now defunct TS(Ab) level.
3. There is no formal Restricted clearance procedure. Access to Restricted material is based on

a need-to-know requirement.
4. Unless otherwise specified by and for a particular organisation, a DSAP clearance can permit

S• the holder access to Sensitive Material in accordance with Table 3.2.
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Table 4.7 Rating Scale for Maximum Data Sensitivity - PoT

Lowest level or user clearance

Uncleared (U) 0

In-Confidence (IC) 1

Protected (P) 2

Highly Protected (HP) 3 0

Notes

1. The rating values apply to access to Sensitive Material only. The holder of a PoT clearance
alone must not access National Security Material which is classified Confidential or above.

2. There is no formal In--Confidence clearance procedure. Access to In-Confidence material 0
is based on a need-to-know requirement.

0

4.3.1.4 Ancillary User dependent Factors

Below are the rating tables for the ancillary user dependent factors.

Table 4.8 Rating Scale for Number of Users

Number of users at the lowest clearance level
Lowest user Low (below 10) Medium High (above 200)

clearance

Uncleared (U -0.25 0 0.25

Restriced (R) or
In-Confidence (IC)

Confidential (C) or -0.25 0 0.25
Protected (P) __

Secret (S) or
Highly Protected -0.25 0 0.25

(HP)
Top Secret through

Negative Vetting 0 0 0
OTS(NV) _

Top Secret through
Positive Wtting 0 0 0

(TS(PV))

Notes

I. This factor only applies to systems operating in Multilevel mode.
2. This factor does not apply to groups where all users are cleared and authorised to access all

data on the system.
3. The low and high ranges are intended as a guide and may be subject to review in certain

circumstances.
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Table 4.9 Rating Scale for the Proportion of Users

Proportion of users at the lowest clearance level

Lowest user Low (below 10%) Medium High (above 80%)

clearance

Uncleared (U) -0.25 0 0.25

* Restricted (R) or -0.25 0 0.25
In-Confidence (IC)

Confide (C) or -0.25 0 0.25
Protected (P)

Secret (S) or
* Highly Protected -0.25 0 0.25

(HP)

Top Secret through
Negative Vetting 0 0 0

(TS(N_)_

* Top Secret through
Positive Vetting 0 0 0

(TS(PV))

Notes

1. This factor only applies to systems operating in Multilevel mode.
2. This factor applies to the proportion of users within the group. If all users in the group are

cleared to the same level then clearly the factor is not applicable.
3. The range limits for the extreme values were chosen to reflect the analogous data attribute.

The range limits may be subject to review in borderline cases.

4.3.1.5 System dependent Factors

Below are the rating tables for the system dependent factors.

Table 4.10 Rating Scale for Security Environment0
Security Environment

Open 0

Closed -0.5

• Note
The interpretation of the types of security environment is the same as that in the Yellow Book.
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Table 4.11 Rating Scale for Terminal Type

Terminal Type

Limited unctin 0

FuU functiox- dumb I

Full functiox - intelligent 2

Notes

1. For limited function, all users in the group access the system via terminals which have special
limited functionality keypads which preclude the entering of direct commands.

2. For full function - dumb, all users in the group have access to the system via terminals
which permit direct interactive command input sessions

3. For full function - intelligent, some users in the group L ee access to the system via locally
programmable devices (PCs/Workstations).

Table 4.12 Rating Scale for Session Type

Session Type
Output only 0

Transatin processing I

Interactive 2

Notes

1. For output only, for all users in the group the system is programmed to provide predefined
outputs regardless of the inputs the user presents.

2. For transaction processing, all users in the group have access to the system via transaction-
based application. The application is programmed to only accept predefined, well-formed
commands. All other input is rejected by the application software.

3. For interactive, some users in the group have direct access to the operating system.

Table 4.13 Rating Scale for Scope of Utilities

Scope of Utilities
liie 0

Full

Notes •

1. This factor only applies to users who have some access to the operating system utilities.
2. For limited scope, access to system utilities by all users in the group is limited to non-

privileged operations.
3. For full scope, some users in the group have access to a wide range of system utilities,

including privileged operations. 0
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Table 4.14 Rating Scale for External Environment

External Environment

Hostile 0-5

Neubra 0

•Benign -0.5

Notes

1. A hostile environment is one in which it is likely that there will be at least one threat agent
active on the system.

2. A neutral environment is one which has no influence on the likelihood of a threat agent
active on the system.

3. A benign environment is one in which it is unlikely that there will be a threat agent active

on the system.

S4.3.2 Calculation of the Risk Index

The risk index is calculated using the Risk Assessment Record.

The calculation involves the following steps:

1. Calculate the Maximum Data Sensitivity rating,

R. = Highest level of data class#ication + Exposure of categories ratings-,

2. The Minimum User Clearance rating,

Rj, = Lowest level of user clearance rating;

3. Calculate the sum of the data ancillary factors,

Ad" = Volume of data at highest class~lcation level + Proportion of data at highest
dlatr~acon/level ratings-,

S4. Calculate the stun of the user ancillary factors,

A... = Number of users at th lowest clearance level + Proportion of users at the lowest
clearance level ratings

S5. Calculate the Net Ancillary Factor Adjustment,

R,4j = Ado, + Aw, rounded in accordance with Table 4.15;
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Table 4.15 Net Ancillary Factor Adjustment

Data/User Ancillary Factors

Ad," + A.w Rq

-1.00 -1

-0.75 -1

-0.50 -1

-0.25 0

0 0

0.25 0

0.50 1

0.75 1

1.00 1

Note
In the case where ancillary factors are not considered significant, set R.gdj to 0. 0

6. Calculate the DERI value in accordance with Table 4.16;

Table 4.16 Data Exposure Risk Index

Data Exposure

RRw - R..•, + R4. DER[ value

< 0 0
> 0 Ram - R,= + R.di

7. Calculate the User Interface rating,
User Interface = Terminal Type + Session Type + Scope of Utilities ratings rounded in

accordance with Table 4.17;

Table 4.17 User Interface Rating 0

User Interface

Terminal 7)pe + Sssion ),pe + Scope of Ratng
Utlilties ratings Rating

0 -1

1 or2 -0.5

3or4 0

5 0.5

Note
In the case where the User Interface factor is not considered significant set the rating to 0.

8. Calculate the System Risk value,

Rm = Security Environment + User Interface + External Environment ratings rounded in
accordance with Table 4.18;
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Table 4.18 System Risk
0

System Risk

Security Environment + User interface +
External Environment ratings

-2.0 or -1.5 -2

S-1.0 or -0.5 -1

0 or0.5 0

1.0 1

9. Calculate the risk index based on the DERI with adjustment to allow for the System Risk
value in accordance with Table 4.19.

Table 4.19 Overall Risk Index

Risk Index

DERI value Rr
S.-2 .1 0 1

0 0 0 0 0

1 0 1 1 1

2 1 2 2 2

• 3 2 2 3 4

4 2 3 4 5

5 3 4 5 6

6 4 5 6 7

7 5 6 7 8

8 6 7 8 9

4.4 Determine the Overall Risk Index

• After risk assessments have been carried out on all the user groups, then the overall Risk Index is taken
to be the highest of the individual risk indices for each group.

4.5 Rationale for the Assessment Methodology

Assessment on a per user group basis is attributed to Landwehr and Lubbes. Landwehr and Lubbes
• give an example of a Sea Surface Surveillance System (S4) where two major classes of user, analysts

and subscribers, are identified. "Since analysis and subscribers are permitted different kinds of fwnctions,
have different clearances, and communicate with the 54 system over different paths, it is necessary to
apply this [risk assessment] technique to each class of user separately. " [5]. Furthermore, Landwehr
and Lubbes consider that "Security requirements for the system as a whole must be determined on the
basis of the most risky parf" [5].

This methodology provides a measure of flexibility in the specification of the user groups. The worst
case risk index from all the user groups will be no worse, but may be better, due to the moderating
influence of the ancillary user factors and the user interface factors, than the risk index obtained by
treating all users as a single group.

Consequently, this methodology reduces the likelihood that the overall risk will be overstated, as is the
• case with the Yellow Book under certain conditions, due to a more detailed analysis of the user population.
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A discussion of the ratings assigned to each of the factors and the mechanisms for the combination of
these ratings is given below.

4.5.1 Maximum Data Sensitivity

Unlike the Yellow Book, where the presence of categories is treated as an integral part of the data
sensitivity rating, this document treats the presence of categories as a separate factor. The advantages
in adopting this method are as follows:

1. the method gives a more accurate representation of the true situation in the Australian context;
and

2. the method allows easy consideration of categories at any sensitivity level.

The category rating value is summed with the data sensitivity rating value to arrive at a Maximum
Data Sensitivity value corresponding to the Yellow Book values under the heading "Maximum Data
Sensitivity Ratings With Categories".

The rating values for the data sensitivity levels in this document are equivalent to the ratings used
in the Yellow Book under the heading "Maximum Data Sensitivity Ratings Without Categories". The
equivalence in values is based on the Australian and US national security data classification relationships
which are specified in Appendix B. 0

The rating increments are linear up to the Secret level and twice the incremental value from Secret to
Top Secret. "This difference derives from the fact that the loss of Top Secret data causes exceptionally
grave damage to the national security, whereas the loss of Secret data causes only serious damage " [3].

For categories containing Secret or Top Secret data, the Yellow Book differentiates between the presence
of a single category (IC) and multiple categories (MC), where the latter is considered to be twice as •
sensitive as the former. In the context of these guidelines, this representation has not been followed
for the following reasons:

1. It is unclear whether the categories referred to in the Yellow Book at the Secret and Top Secret
sensitivity levels are of the same type as the categories at the other sensitivity levels. The
inference is that categories at Secret and Top Secret are SCI and at other levels are non-SC!.

2. It is believed that the type of category (caveat or compartment) is the significant feature in
terms of sensitivity [16]. This reflects the strength of the special handling procedures required
for each of the two types of categories which indicates that compartments are more sensitive
than caveats.

3. It is believed that the distinction in terms of risk of exposure between the presence of a
single category and the presence of multiple categories is not significant in the Australian
context (19].

The category rating values were chosen to provide some consistency with the Yellow Book, subject to
the interpretation that multiple SCI categories (MC) as defined in the Yellow Book are equivalent in risk
to a compartment or number of compartments in these guidelines and all other non-SC! categories in the
Yellow Book are equivalent in risk to caveats in these guidelines.
(Note: There is no equivalent in these guidelines of the one SCI category only (IC) case in the Yellow
Book].

In the situation where both types of categories are present on the system then the rating is based on the
category of the highest sensitivity. This is consistent with the treatment of data sensitivity levels where
only the highest level is considered.

The similarity in metric scales between these guidelines and the Yellow Book facilitates the direct
comparison of risk assessment methods with a view to maintaining consistency.

4.5.2 Minimum User Clearance

The rating values for the minimum user clearance levels in this document are equivalent to the ratings
used in the Yellow Book up to Secret level. The equivalence in values up to Secret level is based on
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the Australian and US user clearance relationships which are specified in Appendix B. Above the Secret
* level the ratings differ as follows:

1. The TS(NV) rating is set to 5 which is one above the Yellow Book rating for the equivalent
US clearance level (TS(BI)). This overcomes the Yellow Book anomaly whereby TS(BI)
clearance is sufficient to access TS classified material yet in this case the result of the Risk
Index calculation (5-4=1) indicates there is a risk associated with this access. It is recognised

• as an anomaly by the Yellow Book in a footnote on page 5 which gives the corrected Risk
Index value of 0.

2. The TS(PV) rating is set to 7 which is two above the Yellow Book rating for the equivalent US
clearance level (TS(SBI)). The Yellow Book identifies two pseudo-clearance (authorisation)
levels above TS(SBI) as follows:

* a. One Category (IC)
"In addition to TS(SBl) clearance, written authorization for access to one category of
information is required. " (3], rated 6.

b. Multiple Categories (MC)
" In addition to TS(SBI) clearance, written authorization for access to multiple categories
of information is required. " [31, rated 7.

* There is no equivalent to this situation in the Australian context where the authorised access
to categories by users does not indicate a higher overall level of trust in users, the sole
measure of the level of trust being the minimum user clearance level. A user cleared to
TS(PV) level, having been given the appropriate formal briefings, may be allowed regular
access to a number of compartments. It is therefore considered that the level of trust afforded
to these users should be equivalent to the US MC level.

The similarity in metric scales between these guidelines and the Yellow Book facilitates the direct
comparison of risk assessment methods with a view to maintaining consistency.

4.5.3 Net Ancillary Factor Adjustment

The weighting values for data and user ancillary factors only apply in cases where the corresponding
attribute is considered to be extreme enough to warrant a review of the DERI value and are dependent
on the specific level of data sensitivity or user clearance.

The weightings have a uniform absolute value of 0.25. The reasons for this choice of value are as follows:

* 1. The relative importance of each of the ancillary factors is highly subjective and in terms of
the DERI value are not significant. In view of this and the desire to keep the guidelines as
easy to use as possible, the weighting values have been assigned uniformly.

2. It is believed that the sum of the factor weightings should never increase or reduce the DERI
value by an amount greater than a single unit [161. A choice of 0.25 with a maximum of
four possible weightings produces a DERI adjustment range of ±1.0.

The calculation of the net adjustment factor is based on the following rules:

1. A combination of factor weightings is positively significant (i.e. set to 1) if the difference of
the sum of the data factor weightings and the sum of the user factor weightings is > 0.25.

2. A combination of factor weightings is negatively significant (i.e. set to -1) if the difference
• of the sum of the data factor weightings and the sum of the user factor weightings is < -0.25.

3. A combination of factor weightings is not significant (i.e. set to 0) if the difference of the
sum of the data factor weightings and the sum of the user factor weightings is in the range
-0.25 to 0.25.

The calculation is based on the fact that a single attribute is considered insufficient to warrant an increase
* or decrease in the DERI value. However, a combination of factors may warrant an increase or decrease

in the DERI value. Table 4.20 indicates the effect on the DERI of a combination of weightings.
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Table 4.20 Data/User Ancillary Factor Weightints

Net DERI adjustments for ancillary factors

Signifwiant Data Attributes
Significant User None L)VD HVD LPD HPD LVM LVD HVD HVD

Atibutes & & & &

LPD HPD LPD HPD)

None 0 0 0 0 0 -1 0 0 +1

LVU 0 -1 0 -1 0 -1 0 0 0

HVU 0 0 +1 0 +1 0 0 0 +1

LPU 0 -1 0 -1 0 -1 0 0 0

HPU 0 0 +1 0 +1 0 0 0 +1

LVU & LPU -1 -1 0 -1 0 -1 -1 -1 0

LVU & HPU 0 0 0 0 0 -1 0 0 +1

HVU & LPU 0 0 0 0 0 -1 0 0 +1

HVU & HPU +1 0 +1 0 +1 0 +1 +1 +1

Legend

LVU = Low volume of users at the lowest clearance level
HVU = High volume of users at the lowest clearance level
LPU = Low proportion of users at the lowest clearance level S
HPU = High proportion of users at the lowest clearance level
LVD = Low volume of data at the highest classification level
HVD = High volume of data at the highest classification level
LPD = Low proportion of data at the highest classification level
HPD = High proportion of data at the highest classification level

In contrast to DADPSWG/88-1, where ancillary factor weightings are applied at source (i.e. directly to
the data and user factors before the DERI is calculated), the net adjustment factor is applied after the
DERI is calculated. The reasons for this are as follows:

1. this method is easier to use where a straight Yellow Book interpretation is required (i.e. where
ancillary factors are not to be considered); and 0

2. the application at source may result in over or under adjustments to the DERI value du. to
the effect of double rounding.

4.5.4 DERI Calculation

The DERI is an integer value which is a function of the Maximum Data Sensitivity, Minimum User •
Clearance, and Net Ancillary Factor Adjustment. The value represents Jhe measure of "The disparity
between the minimum clearance or authorization of system users and the maximum sensitivity of data
processed by a system" [3] moderated by consideration of any extreme ancillary factor weightings.

Results of zero or less are equated to a zero value. Whereas the Yellow Book specifically adjusts the
DERI value to I in the case where categories are present to which some users are not authorised, it is •
not necessary to do this in these guidelines. The adjustment is made in the Yellow Book in order to
enforce the functionality requirement for mandatory access control in the case of systems operating in
Compartmented mode (i.e., minimum BI level). Since the recommended minimum ITSEC Functionality
class for systems operating in Compartmented mode is F-BI (see Table 5.1), these guidelines are consistent
with the functionality requirements of the Yellow Book.

As with the Yellow Book, results of I or more are taken as they are. •
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In the case where these guidelines are to be used in the limited Yellow Book sense, then the Net Ancillary
* Factor Adjustment is omitted and the DERI value is directly mapped to an ITSEC assurance level.

4.5.5 System Risk Calculation

* The System Risk value represents the aggregate effect of the weightings of the factors related to the
system and its operating environment which are considered to be of sufficient significance to warrant a
review of a minimum TCS assurance requirement based solely on the DERI value.

The process involves two levels, the calculation of the User Interface value and the calculation of the
System Risk value using the result of the first operation. This hierarchic approach was adopted in order to
give a choice as to the level of detail required for the measurement of the factor weightings. Consequently,
if the user interface factors are not applicable to the system under review then the User Interface rating
value can be set to zero without the necessity to assign values to the sub-factor weightings.

The scale of system factor weighting values is not directly related to the data and user factor values.
These values have been chosen to simplify their aggregation and are not directly factored into the next
level in the risk index calculation hierarchy but are translated by table.

* Due to the necessary coarseness of the system risk value, some of the fidelity achieved in the summation
of the weightings at both levels is lost in the table translations. This, to some extent, restricts the effect
of exaggerated values due to dependencies between factors.

0 4.5.6 Risk Index

The Risk Index rcpresents the DERI value, adjusted to allow for the possible influence of the System
" Risk factor.

The degree of influence of the System Risk factor over the DERI value is proportional to the DERI value.
* For the purposes of this mapping, an arbitrary figure of 20% of the DERI value for each unit of System

Risk has been taken as the adjustment factor which is rounded to the nearest integer.

5 COMPUTER SECURITY REQUIREMENTS

In order to establish which trusted products/systems meet the minimum security requirements of a given
computer system it is necessary to calculate the minimum levels of functionality and assurance according
to the ITSEC criteria. This process is done in two stages.

1. Calculate the minimum TCS functionality level required. This involves taking into account
* the Mode of Operation and the specific security functionality requirements of the system and

mapping onto an ITSEC Functionality Level using Table 5.1.
2. Calculate the minimum TCS anwaace level required. This involves mapping the previously

calculated Risk Index onto an ITSEC Evaluation Level using Table 5.2 or 5.3.

If the user wishes to ascertain the equivalent TCSEC assurance/functionality levels or the CESG assurance
* levels, then the equivalence tables are provided in Appendix C.

It is important to emphasise that, for systems where trusted application software products which may
contain a subset of the TCB (eg. DBMS products) are to be installed, the level of trust of a system as a
whole is given by the component which has the lowest evaluation level. For example, a TCS evaluated
to E4 level running an MLS DBMS product evaluated to E3 level is only trusted to E3 level.
(Note: A trusted product must never bypass the security policy of the TCS on which it is running, ie,

• the product must be evaluated to run specifically on that TCS.J
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5.1 Functionality

The COMPUSEC functionality requirements in terms of the ITSEC Functionality Classes are shown in

Table 5.1.1.

Table 5.1 COMPUSEC Functionality Requirements •

Minimum ITSEC Functionality Class

Mode of Operadox Class

Dedicated* F-C2

System High F-C2

Compartmented F-B I

Multilevel F-B1

Notes

1. These are the minimum functionality classes required, however, the COMPUSEC require- 0
ments defined in the system security policy may dictate a higher class.

2. (*) This follows from the requirements specified in ACSI 33[20].

In addition to these minimum requirements, the functionality class must satisfy all the COMPUSEC re- 0
quirements specified by the system security policy. The circumstances under which a higher functionality
class (F-B2 or F-B3) is required are discussed below.

The remaining ITSEC functionality classes are not relevant to the confidentiality of the data within a
system since:

"* class F-IN applies to integrity of data within the system; 0

"* class F-AV applies to availability of systems;
"* class F-DI applies to integrity of data during data communications;
"* class F-DC applies to confidentiality of data during data communications; and
"* class F-DX applies to confidentiality and integrity of data within a computer network. •

[Note: Class F-DC is addressed by COMSEC requirements, while class F-DX is indirectly addressed in
Section 6 when considering limited functionality network interconnection devices].

5.1.1 Identification and Authentication

There is no increase in the Identification and Authocisation functionality between a class F-BI system and
a class F-B2 system, however, the assurance in the correct operation of Identification and Authentication
is increased by the ITSEC requirement "Identification and Authentication shall be handled by a trusted
path between user and system inilialised by the user." [14].

If it is required that the trusted path be initialised by the system rather than the user then a class F-B3
is required. Such a requirement is necessary for systems where there is a risk of a subject (process)
intercepting, masking, or faking a user initialised path.
[Note: This requirement is fulfilled by many commercially available MLS systems based on TCS
workstations].
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5.1.2 Access Control

5.1.2.1 Support of Roles

If the system must support roles in addition to users then a class F-B 1 is not sufficient

* In this case, if the requirement is restricted to the roles of system operator and system administrator being
performed by separate users, the class F-1B2 is sufficient. If, additionally, the role of system security
officer is to be performed by a separate user then a class F-B3 is necessary.

"The preceding rules for the support of roles is made under the assumption that only products which fit
within the specified classes are available. Of course if an evaluated product which had the appropriate

* functionality with the additional role mechanism was available, then it could be used. Hence it is possible
for an FB-1 with the extra feature for the first case to be employed. Naturally, its defined functionality
class would have to defined as something other than those currently specified by the ITSEC.

5.1.2.2 Multilevel Communication Channels

Where multilevel communication channels to attached physical devices are to operate over a range of
sensitivity levels, and this range is narrower than the full range of sensitivity levels of data stored and
processed on the system, then a class F-B2 is required as a minimum.

5.1.2.3 Mandatory Access Rights

Where the system is required to associate attributes (i.e. sensitivity labels) to all objects (rather than just
storage objects) which are directly or indirectly accessible by subjects (e.g. ROM), then a class F-B2
is required as a minimum.

5.1,2.4 Mapping of Subjects to Objects

If the requirements specify that for each object (i.e. process, file, storage segment, or device) under
* discretionary access control, the system must be capable of specifying;

1. a list of all subjects (i.e. users and user groups) who have access to the object together with
their mode of access, and

2. a list of all subjects who have no access to the object;

* then a class F-B3 is necessary.

5.1.2.5 Multilevel Subjects

• In a situation where users are accessing data of different sensitivity levels through a single interactive
session, and where it is required that the user

1. be notified immediately of any change in the security level associated with that user by the
subject (process) running on their behalf or the user;, and

2. be able at all times to display all fte !,jsct'" a-h•teb

• then a class F-B2 is required as a minimum.
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5.1.3 Audit

If it is a requirement for the system to be able to audit known events which could be misused to allow
an unauthorised flow of information by exploiting covert channels then a class F-B2 is required as a
minimum.

Additionally, where it is required that those events which are particularly security relevant to the system
as well as those events which have a critically high frequency are audited and

1. a nominated authorised user is to be informed of the occurrence of those events without
delay; and

2. the system be able to initiate measures to prevent those events from further occurrence

then a class F-B3 is necessary.

5.2 Assurance

The COMPUSEC assurance requirements in terms of the ITSEC Evaluation Levels are shown in Table 5.2.

Table 5.2 COMPUSEC Assurance Requirements

Minimum ITSEC Evaluation level - Nat. Security and Sensitive Material.

Risk Index Mode of Operation
Dedicated System High Compartmented Multilevel

0 E2* E2 E2 E2

1 E3 E3 E3

2 E4 E4

3 - ES
4 - E6

5-9 **

Note

1. () This follows from the requirements specified in ACSI 33[20].
2. (**) The COMPUSEC security measures required to counter this level of risk are beyond

that state of current technology. 0

5.3 Rationale for Mappings

5.3.1 Functionality

Systems operating in Dedicated mode need not rely on software functions for security requirements.
However, for systems where integrity and/or denial of service requirements are specified in the security
policy for the system the Yellow Book recommends a TCS class CI as a minimum.

In the Australian context. ACSI 33 specifies that all systems should have a minimum functionality class
of F-C2. This requirement clearly satisfies the weaker Yellow Book recommendation.

Systems operating in System High mode require discretionary access control only, with access to data
based on a need-to-know requirement. Users of these systems must therefore be individually accountable
for access to data. The functionality class F-C2 is the minimum class to provide individual accountability.

Systems operating in Compartmented mode require mandatory access control since users must have
formal authorisation to access compartmented data. The data must be protected by a sensitivity label
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which restricts access to only those users who are authorised to access data of that sensitivity. The
* functionality class F-B 1 is the minimum class to provide mandatory access control.

Systems operating in Multilevel mode also require mandatory access control since users must have formal
clearances and authorisation to access data. The data must be protected by a sensitivity label which
restricts access to only those users who are cleared and/or authorised to access data of that sensitivity.
The functionality class F-BI is the minimum class to provide mandatory access control.

5.3.2 Assurance

In the Australian context, ACSI 33 specifies that all systems should be evaluated to at least the E2 level,
regardless of the risk index. Consequently, in the situation where there is no prescribed minimum level

* of assurance required of the system (Risk Index is 0) an E2 evaluated system is required as a minimum.
This requirement more than satisfies the Yellow Book in the circumstances under which the a minimum
recommended TCSEC class is D or Cl.

For users of the guidelines wishing to make a limited Yellow Book type assessment, the recommended
minimum ITSEC Evaluation level is consistent with the minimum TCSEC level recommended by the
Yellow Book in the same circumstances. This is based on the equivalence relationships specified in

* Appendix B, Allies National Security Equivalence Tables, and Appendix C.1, Mapping of ITSEC to
TCSEC.

The Yellow Book distinction between the presence of a single category (1C) and the presence of a
number of categories (MC) is not applicable in the Australian context. The level of assurance required
to counter the risk of exposure of one category is considered to be no less strong than that required
to counter the risk of exposure of a number of categories. Consequently, in cases where exposure of
categories is a factor, the mapping should be equated with the Yellow Book MC case regardless of the
number of categories present.

For Compartmented mode operations where some of the users are not authorised to access all the
compartments, the Yellow Book recommends a class B I system as a minimum. This recommendation is
based on the functional aspects (i.e. mandatory access control) rather than the assurance aspects of this

• class. The recommendation for a minimum functionality class of F-BI for all Compartmented mode
operations ensures consistency with the Yellow Book.

Furthermore, the Yellow Book recommends a class B2 system as a minimum in cases where niultiple
compartments exist and the minimum user clearance is lower than the pseudo-level MC (see Section
4.5.2 for a definition of this level). TIhis, in the Australian context, equates to a system uperating in

* Compartmented mode where some users are cleared to TS(NV). In this case the guidelines are consistent
with the Yellow Book (see the example specified in Appendix D.4).

In certain cases, the guidelines do not satisfy the Yellow Book requirement "Where a system processes
class#1ed or compartmented data and some users do not have at least Confidential clearance at least a
class 82 system is required" (31 (e.g. systems operating in Multilevel security mode, processing data
at a maximum sensitivity level of Confidential with lowest cleared users at Restricted level). There is

* no rationale in the Yellow Book for this requirement and it is unclear whether it relates to B2-specific
functionality or assurance. We believe that these exceptional cases do not warrant this restriction in the
Australian context.

5.4 Limitations of TCSs

When considering the use of particular classes of TCS products, it is important to appreciate the
operational and procurement impacts that exist with them. The following points should be taken into
account in this regard:

1. While the ITSEC is a more general standard and includes the scope of the TCSEC, the
majority of TCS products have been developed according to the TCSEC standards.

2. Most commercially available products exist in the Cl, C2 and BI TCSEC classes.
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3. The TCS products in the B2, B3, and Al TCSEC classes are unique computers with limited
commonality with general commercially available computers and they support a limited set
of commercially available application software.

6 NETWORK CONSIDERATIONS

6.1 Introduction

The US National Computer Center Trusted Network Interpretation (TNI) [21] indicates two views for
the accreditation and evaluation of a network which are dependent on the operational and technical
characteristics of the environment in which the network exists. These views are summarised as follows:

1. Interconnected Accredited System (IAS) View
Parts of the network may be independently created, managed, and accredited. The network
consists of multiple TCSs (components) that have been independently assigned operational
sensitivity levels. Each component is accredited to handle sensitive information at either
a single level or over a range of levels. The range of sensitive information that may be
exchanged between two components cannot exceed the maximum sensitivity levels in common
between the two components and must not give rise to a potential cascading path. 0

2. Sing/ Trusted System View
A single trusted system is accredited as a single entity. The network has a single trusted com-
puting base referred to as a Network Trusted Computing Base (NTCB) which is distributed
across the network components in a manner that cnsures the overall network security policy
is enforced by the network as a whole.

Thi, document is primarily concerned with the assessment of risk in networks based on interconnected
accredited systems. A method for the possible reduction of overall risk by means of its confinement
within logical partitions within the network is specified below. It is not, however, the intention of
these guidelines to provide an algorithm for the definition of a minimal network security architecture.
When designing a minimal network security architecture it is necessary to consider factors such as
administrative controls, user community, network topology, and security policy. The specification of a S
single, generalised algorithm which encapsulates all these factors is beyond the scope of this document.
These guidelines provide a set of rules for the connection of evaluated components which, if followed,
will ensure that a particular network architecture presents an acceptable level of technical risk given that
the appropriate physical measures are in place.

For networks based on a single trusted computing base, the risk assessment should be carried out as
specified in Section 4, treating the whole network as a single distributed system. The system will then
satisfy the INM criteria at a TCSEC class which is equivalent to the minimum ITSEC evaluation level
required by the guidelines.

The following terms are used in the discussions which follow.

Netor* Component 0
A component is an element in a network which performs a specific function. This functionality
may range from that of a full TCS to a special limited functionality device (e.g. a LAN
server). In all cases the component must have an assigned range of sensitivity levels over
which data is stored and/or processed on the component and at least one direct user (this
may be a system/network administrator in the case of limited functionality components). All
components must possess the necessary functionality to import data from and/or export data
to the network.
Component Processing Range
The range of sensitivity levels of data which is stored and processed on a component.
Component Evaluation Range
The range of sensitivity levels of data over which a component can be trusted to export data
reliably. This range is determined by the component's ITSEC evaluation level. The ranges
are specified in Tables 6.1 or 6.2.
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Communication Channel Security Functionality
* The ability of a component to export/import data is determined by the component's ITSEC

functionality class. Table 6.3 specifies the minimum functionality class required to support
the various modes of communication between components.
Zone Processing Range
The aggregate range of sensitivity levels of data which is stored and processed within a zone'.
Zone Evaluation Level

* The evaluation level of the zone is equivalent to the level of the highest evaluated assurance
component in the zone (which is the evaluation level of all components in a homogeneous
zone). This level is equivalent to the Network Table Evaluation Class as specified in the TNI.

6.2 Risk Assessment in UAS Networks

* The assessment of risk in networks comprising a number of independently accredited components is
based on the concept of partitioning the network into a number of logical security zones.

An independently accredited component in the context of these guidelines is a component which satisfies
the requirements of the guidelines in isolation (i.e.. an assessment has been carried out as per Section
4 taking into account the data processed on the component and the users directly connected to the
component and the resultant minimum evaluation level required is less than or equal to the evaluation
level of the component).

The flow of data between zones is subject to certain conditions which are specified in Section 6.2.5. The
control of inter-zone data flow is achieved by the use of special limited functionality connection devices
which are described below.

l The assessment procedure comprises the following steps:

I. the partitioning of the network into zones;
2. for component connections within each of the zones, the application of the specified Intra-zone

connection rules and Cascading Problem Heuristic;
3. for each zone, the assessment of the aggregate risk; and
4. for connections between zones, the application of the specified Inter-zone connection rules.

0 Using this technique it may be possible to satisfy the requirements of the guidelines on a zone-by-
zone basis and, providing the Inter-zone connection rules are satisfied, satisfy the requirements of the
guidelines as a whole.

Tables 6.1 Network Component Evaluation Range Tables - National Security Material

Network Component Evaluation Ranges. National Security Material

Minimum Maximum sensitivity level t
sensitivity
/evel U R C S TS TS + CP

* U E2 E3 E4 ES (E4) *(E6) *

R - E2 E3 E4 E6 (E5) *

C -E2 E3 E5 (B4t) (116t)

S - E2 E44 E6 (E5t)

* TS E2 E4 (134t)

TS + CP E2

Legend

U = Unclassified

* ' The cowe p zofes is discusnd in a (olfowing mecion.
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R = Restricted
C = Confidential
S = Secret
TS = Top Secret

TS + CP = Top Secret with Compartment/s

Notes

I. (t) This table gives the required component evaluation level for a given component evalu-
ation range (maximum sensitivity level, minimum trusted sensitivity label). The maximum
sensitivity level refers to the upper bound of:

a. the range of data received from an external source in the case of a Pre-typer device
operating as a receiving device (Pre-typer and Integrity Filter Devices are discussed in
a later section);

b. the exporting zone processing range in the case of an Integrity Filter device or Pre-typer
device operating as an inter-zone connection device; or otherwise

c. the component processing range.

2. (t) These levels apply to components which have been developed and distributed in a Closed
Security Environment. Otherwise, it is assumed that components have been developed and
distributed in a Open Security Environment.

3. (*) The COMPUSEC security measures required to counter this level of risk are beyond the
state of current technology.

Network Component Evaluation Ranges - National Security Material

Evaluati- Maximum sensitvity level t
on
Level U R C S TS TS + CP

E2 U R C S IS TS+CP

E3 U U R C iS TS+CP

E4 U U U R S (Ct) TS (St)

ES U U U U C (Rt) S (Ct)

E6 U U U U R (Ut) C(Rf)

Notes

1. The contents of the main cells in the second table refer to minimum trusted sensitivity labels
as a function of component evaluation level and maximum sensitivity level.

2. (t) The maximum sensitivity level refers to the upper bound of:

a. the range of data received from an external source in the case of a Pre-typer device
operating as a receiving device;

b. the exporting zone processing range in the case of an Integrity Filter device or Pre-typer
device operating as an inter-zone connection device; or otherwise

c. the component processing range.

3. (t) These levels apply to components which have been developed and distributed in a Closed
Security Environment. Otherwise, it is assumed that components have been developed and
distributed in a Open Security Environment.
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Tables 6.2 Network Component Evaluation Range Tables - Sensitive Material

Network Component Evaluation Ranges - Sensitive Material

Minimum Maximum sensitivity level t
sensitivity level

U E2 E3 E4 E5

1 C -E2 E3 E4
P - E2 E3

HiP - E2

Legend

U = Unclassified
IC = In-Confidence
P = Protected
HP = Highly Protected

Notes

1. (T) This table gives the required component evaluation level for a given component evalu-
ation range (maximum sensitivity level, minimum trusted sensitivity level). The maximum
sensitivity level refers to the upper bound of:

a. the range of data received from an external source in the case of a Pre.typer device
• operating as a receiving device;

b. the exporting zone processing range in the case of an Integrity Filter device or Pre-typer
device operating as an inter-zone connection device; or otherwise

c. the component processing range.

• Network Component Evaluation Ranges Sensitive Material

Evaluation Level Maximum sensitivity level t

U IC P HP

E2 U IC P HP

* E3 U U IC P

E4 U U U IC

E5 U U U U

Notes

1. The contents of the main cells in the table refer to the minimum trusted sensitivity level as
a function of component evaluation level and maximum sensitivity level.

2. (t) The maximum sensitivity level refers to the upper bound of:

a. the range of data received from an external source in the case of a Pre-typer device
* operating as a receiving device;

b. the exporting zone processing range in the case of an Integrity Filter device or Pre-typer
device operating as an inter-zone connection device; or otherwise

c. the component processing range.
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Table 6.3 Communication Channel Functionality

Communication Channel Functionality

Level of Support Required Minimum ITSEC Functionality class

Single-level export channels where the sensitivity
level of the data transferred is implicity specified by F-C2
the attribute of the channel. 0
Single-level export channels where the sensitivity
level of the data transferred is explicity specified and
must match the attribute of the channel.
Multi-level export channels where the range of F-B I
sensitivities of data transferred is implicity specified
by the component processing range of the export
component.

Multi-level export channels where the range of
sensitivities of data transferred is explicity specified F-B2*
by the attributes of the channel.

Notes

1. These requirements are taken from the ITSEC Access Control requirements, see Section
5.1.2.2.

2. (*) For components exporting data outside the zone via a filter device, this requirement may
be relaxed as the filter device may provide the necessary functionality.

6.2.1 Logical Security Zones

In this section we introduce the notion of Logical Security Zones which can confer the following benefits:

I. They provide containment of risk within zone boundaries, thus creating a barrier to the
propagation of risk across a network.

2. They provide insulation from network elements outside the zone for the components (and
users) inside the zone.

3. They provide a link between the computer security architecture and the physical security
environment.
(Note: This aspect is outside the scope of this document.]

4. In certain circumstances, they "break" potential Cascading Paths.

The criteria for identifying zones is dependent on a number of issues which are identified as:

* the identification of user groups;
* the relationship between user groups and data use;
• the data flow requirements;
* the security functionality requirements; 9
• the volume of data;
• the number of users;
* the range of data sensitivity levels;
• the range of user clearance levels; and

• the presence of categories.
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Components in a zone need not be confined to a single physical location but may be geographically
* dispersed. An example of this is given by two networks located at separate sites and linked by a two-way

secure (high-grade cryptographic) communications link. If all the components and data paths in both
networks satisfy the conditions governing the definition of a valid zone (see Section 6.2.2) then the two
networks and their communication link constitute a single zone.

Zones may be homogeneous (i.e. consisting of components evaluated at the same level) or heterogeneous
(i.e. consisting of components evaluated at different levels). It is envisaged that most zones will be
homogeneous in nature. It is recommended that the design of heterogeneous zones be avoided unless
there are special circumstances which require TCSs at different evaluation levels to be connected within
a zone.

Partitioning of a network into zones should be kept to a minimum due to the stringent constraints imposed
on inter-zone data flow and the need for special-purpose zone interconnection devices. There is nothing

* to preclude the whole network being a single zone so long as the condiions governing the definition of
a valid zone are satisfied (see Section 6.2.2).

As will be seen in later sections, zones are interconnected with special purpose devices such as Integrity
Filters and Data Diodes.

* 6.2.2 Zone Partitioning

A group of interconnected network components constitute a valid zone if all the following conditions
are satisfied:

1. all components within the group operate under an agreed set of compatible administrative
controls;

2. all components within the group are subject to a common security policy,
3. all components within the group are linked by two-way data paths; and
4. no two components within the group are connected by a data path which is subject to manual

review.

In his paper "Factors Affecting Distributive System Security" [22], Nessett argues that, in distributed
* systems, the assumption that each component TCB trusts all other component TCBs is dangerous due

to physical security environment considerations. However, Nessett gives a proviso that the assumption
is valid where the physical security environment for each component is homogeneous. The conditions
required to satisfy membership of a zone (1. and 2. above) ensure that the physical security environment
for each component within a zone is homogeneous and, therefore, Nessett's argument will not hold
within zone boundaries.

6.23 Intra-Zone Connections

An intra-zone connection is defined as a two-way data path between two components in the same zone
where there are no intermediate components. For convenience, this two-way connection is separated out

* into two "logical" one-way connections. This is done in order to allow for the possibility of asymmetric
transfer of data sensitivity ranges (e.g. Component A exports data to Component B with a range U-S,
Component A imports data from Component B with a range C-S).

[Note: Data paths between components and zone interconnection devices are not considered as intra-
zone connections].

• A component's ability to export data to and import data from other components within a zone at a single
sensitivity level or over a range of sensitivity levels is dependent on the component's level of support
for communication channels. This is determined by the ITSEC Functionality class of the component.

For multilevel communication channels, the range over which a component can reliably export data to
another component in the same zone is dependent on the range of data sensitivity levels for which a
component can be trusted to segregate and manage. This is determined by the ITSEC Evaluation level

* of the component.
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For zones comprising two or more components, there is a potential risk of exposure resulting from the
cascading problem. This problem is described in Section 6.2.3.2.

In order to ensure that the transfer, within a zone, of labeled information is reliable and the risk of
exposure throughout the zone is within the limits of these Guidelines, it is necessary to apply the Intra-
zone Connection Rules and the Cascading Problem Heuristic as specified below.

6.2.3.1 Rules for Intra-zone Connection

These rules are required to ensure the reliability (i.e. the integrity) of the sensitivity labels attached to
data which are transferred between components within a zone. It may be argued that, since the exposure
risk is contained within zone boundaries, satisfying the Cascade Heuristic for intra-zone data transfer is
not necessary for the maintenance of confidentiality within a zone. However, the stronger, "TNr' label 0
integrity condition resulting from a Cascade analysis is a requirement of these Guidelines since:

1. it provides consistency with the TNI Interconnection Rule; and
2. it ensures that, for inter-zone transfer, the importing zone can rely on the integrity of the

sensitivity label of imported data, i.e. there is some level of assurance in the labelling
security functionality of the component from which the data originated to assume that the 0
data was correctly labelled.

For convenience, the rules have been categorised into those applicable to exporting components and
those applicable to importing components. The onus is on the importing component to ensure that the
sensitivity labels can be "believed".

6.2.3.1.1 Export of Data

The following rules apply to components exporting data to other components within the same zone and
it is the exporting component's responsibility, or more precisely that component's system administrator's
responsibility, to ensure that these rules are satisfied:

I. The component must have the necessary security functionality with respect to export com-
munication channels. This can be established by reference to Table 6.3.

2. Data may be exported only at sensitivity levels which are dominated by at least one level in
the target (importing) component processing range.

6.2.3.1.2 Import of Data

The following rules apply to components importing data from other components within the same zone
and it is the importing component's responsibility to ensure that these rules are satisfied:

1. The component must have the necessary security functionality with respect to communication
channels. This can be established by reference to Table 6.3.

2. It is the responsibility of the importing component, given knowledge of the evaluation range
and processing range of the exporter, to protect its own standards of trust in labelling, by
upgrading, if necessary, imported data which the importer may wish subsequently to re-export.
This will imply relabelling of data whose classification dominates the minimum sensitivity
level of the importer's evaluation range, but does not dominate the minimum sensitivity level
of the exporter's evaluation range, to a label which does dominate the minimum sensitivity
level of the exporter's evaluation range. Note that data whose sensitivity level is strictly
dominated by both the exporter's and importer's evaluation levels may be freely passed, as
there is an assurance that all users on both systems are cleared to see it, and that it can only
leave the zone via a manual downgrading process (as with system high).
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Figures 6.1, 6.2, 6.3, and 6.4 give examples of intra-zone connections.
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Figure 6.1 Intra-zone Connections - Example 1

Figure 6.2 represents a homogeneous zone where all components share a common processing level.
In th situation, it is valido transfer data over the whole processing range seot e there is no loss of
confidentiality within the zone (subject to the zone aggregation coasideratios, see Section o.2.4) and the
sensitivity labelling is homogeneous throughout the zone.
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Fire 6.2 represents a homogeneous zone where the intra-zone connction rules do apply. In this case
there are two problems.

I1. For Component 1, the data transfer range is a proper subset of the processing range. In this
situation, the component must possess the ability to assign explicitly a range of sensitivities

O to the communication channel. The ITSEC Functionality class F.BI does not support this

level of security functionality.
2. For export of data from Component 1, its evaluation range is insufficient to give the importing

Component 2 trust of data labelled at Restricted (which is within Component 2's evaluation
range). Restricted data exported from Component I would therefore need to be relabelled

• Confidential to be accepted by Component 2.
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Figure 6.3 Intra-zone Connections - Example 3

S
Figure 6.3 represents a heterogeneous zone which satisfies the intra-zone connection rules.
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Figure 6.4 Intra-zone Connections- Example 4

Figure 6.4 represents a homogeneous zone where the components have disjoint processing ranges. The
transfer from Component 1 to Component 2 is not allowed since the transfer range is not dominated
by any level in the processing range of Component 2. The transfer from Component 2 to Component
1 is allowed (since the transfer range is dominated by all levels in the processing range of Component
1). However, the two components do not constitute a valid zone since only uni-directional data transfer
between components is permitted. In this case the components must reside in separate zones.

All relevant intra-zone connections should be tested. If the rules are not satisfied for any connection then
that data path presents an unacceptable risk and the components cannot be connected in the way specified.
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6.23.2 Cascading Problem Heuristic

The cascading problem is described in the TNI as follows.

"The cascading problem exists when a penetrator can take advantage of network connections to compro-
mise information across a range of security levels that is greater than the accreditation range of any of
the component systems he must defeat to do so. Cascading is possible in any connected network that

* processes a greater range of security levels than any one of its component systems is accredited to handle,
and it is possible in others as well" [21].

Establishing whether a cascading problem exists within a logical security zone involves the consideration
of the risk of exposure along all data paths linking components within the zone. Since each individual
component satisfies these Guidelines in isolation, the risk of compromise at any single component is
acceptable, however, the cumulative effect of a number of compromises over several components along

* a particular data path may result in an unacceptable risk.

Appendix C.3.2 of the TNI specifies a number of approaches for the recognition of a potential cascade
problem. The approach given in these guidelines is an adapted version of the TNI algorithm, "An
Heuristic Procedure for Determining if an Interconnection Should Be Allowed".

The algorithm is based on the idea of dividing up a zone into sets of components that can potentially
• exchange information (i.e. send and receive data at a common sensitivity level) and are at or below

a given evaluation level. The range of sensitivity levels of data which may be potentially transferred
directly or indirectly between the components in the set is compared with the evaluation range for the
given evaluation level to determine if the set represents an acceptable risk.

In order to assess whether there is a potential cascade problem, the procedure below should be followed.

1. A Network Security Parameters Table is produced for the zone as a whole. [Note: A pro-
forma table is provided in Appendix A (Table A.3)].

2. If the Zone Evaluation Level is greater than the ITSEC level E3 (i.e. E4, E5, or E6), then
step 3 should be followed and a Network Security Parameters Table produced for each ITSEC
evaluation level below the Zone Evaluation Level down to and including E22.

3. Further Network Security Parameters Tables are produced by first recording any one compo-
nent in the zone whose evaluation level is equal to the ITSEC evaluation level being treated.
Added to the table are components which meet all of the following conditions.

a. They have an evaluation level less than or equal to the ITSEC evaluation level being
treated.

b. They receive data from another component within the same zone at a sensitivity level
that is being sent by a component which is already in the table.

c. They send data to another component within the same zone at a sensitivity level that is
equal to or less than that being received by a component which is already in the table.

[Note: Data paths between components and zone interconnection devices should not be
considered here].

• Each component at the ITSEC evaluation level being treated must be in a Network Security
Parameters Table for that level. In the situation where more than one component with that
evaluation level exists within the same zone and these components are linked only via a
component of a higher evaluation level then a table for each of these components is required.

4. For each table, the Table Evaluation Level, the Table Maximum, and the Table Minimum
should be recorded and compared, with reference to Tables 6.1 and 6.2, to establish whether

• the requirements of the guidelines have been satisfied.
5. If any table fails to satisfy the requirements of the guidelines then the zone presents an

unacceptable level of risk and should not be connected as currently designed.

2 Of corse them oust be at least one coriowent in the zone at a given level in wier to conmuct a Network Security

• ParauMeer, Tawle for tha level.
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If the heuristic is satisfied then it can be assumed that the risk of data at a particular sensitivity level being
improperly transferred to a component in the same zone which is not accredited to handle it is acceptable. 0
[Note: The cascade heuristic does not take into account any possible reduction in data exposure due to
favorable ancillary factors. It is possible to have a situation where components satisfy the Guidelines in
isolation but do not satisfy the heuristic. For this reason it is not possible to specify a general exclusion
clause for the cascade heuristic (e.g. homogeneous zones in which all components have a common level of
least cleared user are not guaranteed to be free of cascading paths). Conversely, no account is taken of the
effect of adverse ancillary factors. However this case is covered by the aggregation effects assessment.]

Processi6. raage: U-S Conetinsng Emnge: U-C
ir 6 c.5mleadusa. C pat.btwen Leo n cleared use2. R

11W in a pokew Palih from
C,•peab I so Compoom 2.
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Figure 635 gives an example of a cascading path between Component I and Component 2. Data classified
at Secret on Component 1 may be erroneously downgraded to Confidential and transferred across the
connection to Component 2. This data may then be exposed to users of Component 2 cleared only to
Restricted level. For this level of risk, the Guidelines require a minimum evaluation level of E4.

6.2.4 Aggregation Effects Assessment

In order ensure that the zone evaluation level is sufficient to counter a possible increase in the risk of
exposure resulting from a "blow-out" of the aggregate ancillary factors across the zone, an assessment
of the significance of the aggregation effects is required.

This rule effectively precludes the arbitrary partitioning of a system which fails to satisfy the Guidelines
as a single component due to high ancillary factors but may well satisfy the Guidelines when separated
into a number of components. It is recognised that in certain circumstances the high ancillary factors
may be restricted to a single component and that component evaluation level is sufficient to counter the
resultant increase in risk. The assessment takes this possibility into account.

For each zone, the following steps should be carried out. 0
1. For all components in the zone which process data at the highest sensitivity level of any data

in the zone, calculate the sum of the Volume of data at highest class$kation level factor
values, SdM.

2. For all components in the zone which have users cleared to a level which is the lowest
clearance level of any users in the zone, calculate the sum of the Number of users at lowest
clearance lvel factor values, ,S.

3. Compare the values Sdu and S,. with Tables 4.4 and 4.8 respectively.
4. If both values are in the High category and there is no one component within the zone for

whi'h both these factors are locally in the High category (with respect to data at the highest
sensitivity and users at the lowest clearance in the zone) then the risk within the zone is
unacceptable and the zone should not be connected as currently designed.
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In case where the risk is unacceptable, two possible methods of reducing the risk to an acceptable level
* are as follows.

i. Increase the evaluation level of every component in the zone which has an evaluation level
equal to the current zone evaluation level. [This effectively increases the zone evaluation
level].

ii. Re-group the components into two or more zones where the aggregate effects of ancillary
factors are no longer significant within each zone.

6.2.5 Inter-Zone Connections

An inter-zone connection is defined as a one-way data path between two components in different zones.
The data flow is controlled by an intermediate limited functionality security device, which is logically

* isolated from both zones. This control of data flow effectively creates a barrier against the propagation
of risk across zone boundaries and, in certain instances, confines the Cascading Problem within zone
boundaries.

6.2.5.1 Limited Functionality Security Devices

• In order to ensure limited and appropriate inter-zone data flow, certain security devices are necessary
which are of limited functionality. A consequence of this limit on functionality is the fact that the device
can more easily be developed to be highly trusted, thus providing a more cost effective countermeasure.

6.2.5.1.1 Data Diode

The security function of a data diode is to allow data to flow in only one direction so as to ensure
confidentiality.

A data diode may be used to help ensure integrity through the device having additional properties which
check on various attributes of the data which is transferred. For example, the diode may pass only
documents which satisfy a given format, or only those containing characters of a given alphabet. The

* main reason for this checking is to help prevent the introduction of viruses and other data which may
have a purpose other than that permitted.

If a data diode finds data which does not satisfy its given criteria, it may re-route the information to a
dedicated device or machine for checking.

The data diode is a device which falls into the ITSEC Functionality Class F-DX.

6.2.5.1.2 Classification Integrity Filter

A classification integrity filter performs a security function equivalent to enforced manual review of the
classification of data prior to its transfer. Because of this, the integrity filter is useful in allowing data to

• be passed outside a zone in circumstances where the zone carries data of a classification such that, with
the level of trust present in the computers used within the zone, the risk of passing the data outside the
zone would otherwise be considered too high. The effectiveness of the filter is derived from its ability
to transfer the review process back to the originator of information in such a manner that the "man in
the middle" solution becomes unnecessary.

(A data diode is a counterpart of the classification integrity filter in that it provides a mechanism to allow
• input of data to a zone without allowing output of data from the zone to bypass the integrity filter.)

The enforced manual review procedure within an integrity filter acts as a break in the data paths between
components in the sending zone and components in the receiving zone and, as such, restricts the Cascading
Problem to within the sending zone.

The risks involved in the output of data classified below the applicable component evaluation range for
• a particular class of TCS without manual review were identified in the Yellow Book. Essentially, the
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risks arise because the recipients of the data are considered as indirect users of the system which permits
the export of data without manual review.

An integrity filter, when certified as being highly trusted, can reduce unacceptable levels of risk in these
circumstances. The maximum range of data sensitivity levels over which the device can be trusted to
operate is determined by its evaluation level (see Tables 6.1 and 6.2.).

The operation of a classification integrity filter consists of two parts.

1. When there is a requirement to transfer data, the data is displayed to an authorised user for
review via an effective trusted path to ensure that the correct classification has been applied.

2. Following the manual review, the transfer can be performed via an effective trusted path.

If a delay is necessary between the two operations, then the reviewed data and its correct classification
may be "sealed" by applying a cryptographic checksum which can be decoded by the integrity filter. The
second operation may be performed some time later when the decoding of the checksum confirms that
neither the data nor the classification has been changed since the manual review took place.

The classification integrity filter is a device which falls into the ITSEC Functionality Class F-DX.

6.2.5.1-3 Pre-typer

A pre-typer is a device which is similar to the integrity filter except that the manual review operation
is superseded by a pre-determined automatic application of a sensitivity label. This functionality is
necessary in cases where a high data bandwidth makes human review procedures impractical.

The operation of the pre-typer consists of two modes:

I. Data imported from an external source has a pre-determined sensitivity label automatically •
applied by the device according to the source of the data. The sensitivity label is "sealed"
by applying a cryptographic checksum which can be decoded by the pre-typer and the data
is transferred to the initial receiving zone via an effective trusted path.

2. When there is a requirement to export the "sealed" data from the initial receiving zone to
another zone within a network, possibly via a number of intermediate zones, each zone along
the path of the "sealed" data must be connected to its immediate neighbour by a pre-typer 0
device which performs the following functions:

a. checks the integrity of the label; and
b. controls the transfer of "sealed" data to the neighbouring zone in accordance with the

security policy.

If the label is intact and the transfer is permitted then the transfer is performed via an
effective trusted path.

The pre-typer is a device which falls into the lTSEC Functionality Class F-DX.

6.2.5.2 Rules for Inter-Zone Connection

These rules are required for the following reasons:

1. to ensure that data at a particular sensitivity level is transferred only to zones which are able
to process that level;

2. to ensure that the importing zone can rely on the integrity of the sensitivity label attached to
data transferred from the exporting zone; S

3. to control the cascading problem between zones; and
4. to preclude data leakage via covert channels from a zone processing highly sensitive data to

a zone processing less sensitive data.

The rules for connection of network zones are dependent on the characteristics of the sending zone,
receiving zone, and the data path between the zones. The Inter-zone Data Flow Table in Appendix A.2
can be used to facilitate the testing for compliance with these rules.
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6.2.5.2.1 General Rules

The following rules apply to all inter-zone connections regardless of the type of connection.

1. For heterogeneous zones, only components evaluated to the same level as the zone evaluation
level may directly export data to or directly import data from another zone. This rule ensures
that only those components which have an evaluation level sufficient to process data at the

* highest level of sensitivity in the zone and to support the least cleared user of the zone without
risk are allowed to export and import data. As a consequence, the export or import component
is representative of the zone as a whole with respect to transfer ranges and minimum user
clearance conditions.

2. All data paths between zones are considered to be one-way only (i.e. no acknowledgments).
(This rule does not preclude data transfer between zones in both directions, however, the data

* paths are to be considered as two logically separate one-way connections]. This rule helps
prevent covert channels between the receiving zone and the sending zone.

3. The importing component can receive only data at a level which is dominated by at least one
level within its component processing range.
[If the level of the imported data is dominated by at least one level in the importing component
processing range but is outside the range then the imported data must be re-labelled upon

* reception at a single level which is the lower bound of the importing component processing
range]. This rule ensures that only those zones which are trusted to process this level of data
are allowed to import.

4. Both the exporting and importing components must have the necessary security functionality
with respect to the type of communication channel. This can be established by reference to
Table 6.3. This rule ensures that the transfer is functionally achievable.

* 5. If the required level of assurance for the zone interconnection is greater than or equal to
E6, then a "spooling" output to integrity filters3 is required to reduce the possible effect of
covert channels4 .

6.2.5.2.2 Functionality devices

The remaining rules specifically relate to the type of connection and are specified below.

6.2.5.2.2.1 Data Diode

In general, where it is required to transfer data to a zone processing highly sensitive data from a zone
processing less sensitive data, a data diode should be used.

Data may be transferred between two components in different zones via a data diode device subject to
the following conditions.

• 1. The sending zone processing range is dominated by the clearance level of the least cleared
user in the receiving zone. This rule effectively restricts consideration of the cascading
problem to within zone boundaries since all users in the receiving zone are cleared to access
the entire range of sensitivity levels of data processed on the sending zone.

2. The evaluation level of the device is sufficient to assure that the bandwidth of the potential
covert channel resulting from leakage of data from the receiving component to the sending
component is below an accepted maximum. It is recommended that the device be evaluated
to at least level E6.

3 See following seciom.
4 See also "Stubs: An Overview" by Anderson et al (ERL Research Repon Salisbry, 1992) for explanation concerning
spooling output and covet channels.
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Subject to the above conditions, the sending zone may transfer data over its entire processing range.

Figure 6.6 illustrates the application of these rules.
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Figure 6.6 Inter-zone Connections - Example 1

6.2.5.2.2.2 Integrity Filter

Where it is required to transfer data between components in different zones in which the range of
sensitivity levels is such that the importing component cannot rely on the exporting component to label
this range correctly, an integrity filter should be used.

Data may be transfer-td between two components in different zones via an integrity filter device subject
to the following conditions.

1. The range of sensitivity levels over which the device can be trusted to transfer data correctly
is bounded by its evaluation range. The evaluation range is a function of the evaluation level
of the device and is determined by reference to Tables 6.1 and 6.2.
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2. The evaluation level of each integrity filter along a data path must be sufficient to counter the
* risk of exposure due to a potential cascading problem along that path. That is, the evaluation

range must contain the range covering the lowest clearance level of all users in the zones
along the data path up to the highest sensitivity level of data in the sending zone.

Figure 6.7 illustrates the application of this rule.
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6.2.5.2.2.3 Pre-typer
Data may be transferred between different zones via a pre-typer devices subject to the following •
conditions.

SThe range of sensitivity levels over which the device can be trusted to correctly transfer data
is bounded by its evaluation range. The evaluation range is a function of the evaluation level
of the device and is determined by reference to Tables 6.1 and 6.2.

2. All inter-zone connections along data paths where "pre-typed" data is being transferred must 0
be linked by pre-typer devices of the same evaluation level which is the evaluation level
required of the initial receiving pre-typer.

3. The evaluation level of each pre-typer device along a data path must be sufficient to counter
the risk of exposure due to a potential cascading problem along that path. That is, the
evaluation range must contain the range covering the lowest clearance level of all users in
all the zones along the data path up to the highest sensitivity level of data received from 0
the external source.

Figure 6.8 illustrates the application of these rules.
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Figure 6.8 Inter.zone Connections. Example 3 0
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Figure 6.9 provides an example of a situation where there does exist an inter-zone cascading problem.
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Figure 6.9 Inter-zone Connections.- Example 4

6.2.5.2.2.4 Manual review

Data may be transferred between two components in different zones by non-electronic means (i.e. where
the data is in the form of a limited alphabet representation, e.g. printed matter) if an authorised user

* performs a review of the sensitivity label, prior to transfer, to ensure that the correct sensitivity label has
been applied. This effectively eliminates the risk of a component electronically applying an improper
sensitivity label to data which is to be exported to another component. The transfer is subject to the
following condition:

1. The sensitivity range of the data to be transferred must be within the processing range of
the receiving zone.
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6.2.5.2.2.5 Transfer of Data via Removable Media

Data which is transferred between zones without manual review via removable media (e.g. printed
matter, magnetic tape, removable disk) is subject to similar rules to those covering the diode.

1. The range of sensitivity levels of data transferred to removable media must be bounded by the
component evaluation range of the exporting component. The upper bound of the component
evaluation range is the highest sensitivity level of data residing on the exporting component.
The lower bound of the component evaluation range is a function of the comn3onent evaluation
level and is determined by reference to Tables 6.1 and 6.2.

2. The sending zone processing range is dominated by the clearance level of the least cleared
user in the receiving zone. This rule effectively restricts consideration of the cascading
problem within zone boundaries since all users in the receiving zone are cleared to access
the entire range of sensitivity levels of data processed on the sending zone.

Note that the general rule covering heterogenous zones applies in this case. Only components evaluated
to the same level as the zone evaluation level may directly export data to or directly import data from
another zone. This means that devices which read from and write to removable media must be located
on the highest evaluated component in the zone.
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8 GLOSSARY

*-property
A rule of the Bell & La Padula security model which prevents the occurrence of "write-
downs" (i.e. where a subject writes to an object which has a lower sensitivity level than
that of the subject).
Access
Refers to access to data through either:

"* a terminal connected to the system; or
"* another computer system; or
"* external media (i.e, hardcopy, removable disk, magnetic tape, etc) where no manual

review is required. 0
Assets
Assets include both the information processed by a computer system and the system itself.
This document is concerned with the informational assets which have a value to the owner
or user of the system. The value of an asset is a measure of its worth to the owner.
Availability
Refers to the security requirement whereby information and resources can be accessed by
authorised users when required.
Cascading Problem
For a network of component systems, the cascading problem exists when a penetrator can take
advantage of network connections to compromise information across a range of sensitivity
levels that is greater than the evaluation range of any of the component systems he must
defeat to do so.
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Category
The term category in the context of this document refers to all data whose access, over-and-
above the normal clearance restrictions, is subject to special handling conditions.
Caveat
Categories which may be accessed by a specified group of subjects and/or under specified
circumstances for which no special briefing is required. Caveats may be characterised into

• the following types:

• awareness - the labelling of data with warning caveats (e.g. WNINTEL);
* extensive - the extension of releasability to a set of subjects (e.g. releasability

indicators); and
* restrictive - the restricting of distribution to a set of subjects (e.g. AUSTEO).

• Closed Security Environment
A security environment is closed if both of the following conditions holds true:

* application developers (including maintainers) have sufficient clearance and authorisa-
tions to provide an acceptable presumption that they have not introduced malicious
logic; and

0 a configuration control provides sufficient assurance that applications are protected against
the introduction of malicious logic prior to or during the operation of system applications.

Communication Channel Security Functionality
The ability of a component to export/import data is determined by the component's ITSEC
functionality class. Table 6.3 specifies the minimum functionality class required to support
the various modes of communication between components.

0 Compartment
Categories which may be accessed only by subjects who have received a special briefing
covering the handling of this material. Compartments are always restrictive.
Compartmented Security Mode
A mode of operation which allows the system process two or more types of compartmented
information (information requiring a special authorisation) or any one type of compartmented

• information with other than compartmented information. In this mode, the system access is
secured to at least Top Secret (TS) level, but all system users need not necessarily be formally
authorized access to all types of compartmented information being processed and/or stored
in the system.
Compromise
The possible degradation to the security of an asset from a defined acceptable level.

• Confidenialit
Refers to the security requirement whereby information should only be disclosed to those
users who are authorised to access that information.
Covert Channel
An unintended communications channel that allows two cooperating processes to transfer
information in a manner that violates the system's security policy.
Countermesure
See Safeguard.
Data
For the purposes of COMPUSEC, this term refers to information, documentation, or software
which is stored and/or processed on a computer system.
Data Exposure
The impact caused by the unauthorised disclosure of information.
Dedicated Secarigy Mode
A mode of operation where a system is specifically and exclusively dedicated to and controlled
for the processing of one particular type or classification of information, either for full-time
operation or for a specified period.

* Denial of Service
Action or actions which prevent any part of the system from functioning in accordance with
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its intended purpose. This includes any action which causes the unauthorised destruction
modification, or delay of service.
Direct Users
These are persons authorised to have direct access to data via a terminal connected to the
system
Discretionary Access Control
A method of restricting access to data by subjects based on the identity and the "need-to-
know" requirements of the subject. The rules governing this type of access are discretionary
insofar as certain users are given the discretion of granting access to specific objects by
specific subjects.
Evaluation Level
The level of assurance afforded to a TCS with respect to the correct operation of its security
functions. •
Impact
See Threat Effects.
Indirect Users
These are persons authorised to have indirect access to data transferred via another computer
system electronically connected to the system or removable media (i.e., hardcopy, removable
disk, magnetic tape, etc) where no manual review has been performed 0
Integrity
Refers to the security requirement whereby information is being handled as intended and has
not been exposed to accidental or malicious alteration or destruction.
Limited Functionality Connection Devices
These devices are specifically designed to support the use of logical security zones, controlling
the data flow between zones. A consequence of this limit on functionality is the fact that the 0
device can more easily be developed to be highly trusted. Examples of these types of device
are integrity filters and data diodes.
Logical Security Zone
A zone comprises a set of one or more components that, between themselves, can potentially
exchange information in both directions, ie send and receive data at a common sensitivity
level, and have an evaluation class at or below a given level. The use of zones effectively
provides containment of risk by limiting the flow of data between each zone. This control of
inter-zone data flow is achieved by the use of special limited functionality connection devices.
The word logical is used to imply the fact that a zone can be geographically a dispersed entity.
Logical Security Zone Evalu•io, Level
The evaluation level of the zone is equivalent to the level of the highest evaluated component
in the zone (which is the evaluation level of all components in a homogeneous zone). This
level is equivalent to the Network Table Evaluation Class as specified in the TNI.
Logical Security Zone Processing Range
The aggregate range of sensitivity levels of data which is stored and processed within a zone.
MaUcious Logic
Software, firmware, and/or hardware which is deliberately introduced into a computer system
for the purpose of compromising the system.
Mandatory Access Control
A security policy which restricts the access to sensitive material by subjects based on a the
granting of a formal authorisation (i.e. clearance, and/or briefings) to the subject to access
the sensitive material.
Manual Review
Manual review is the activity carried out by an authorised person which ensures that the
sensitivity label of the data being reviewed accurately reflects the contents of the data.
Multilkvel Device
A device that is trusted to simultaneously process data of two or more sensitivity levels
without compromise.
Multeve Security Made
A mode of operation which allows two or more classification levels of information to be
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9 processed simultaneously within the same system when some users are not cleared for all
levels of information present.
Network Component
A component is an element in a network which performs a specific function. This functionality
may range from that of a full TCS to a special limited functionality device (e.g. a LAN server).
In all cases the component must have an assigned range of sensitivity levels over which data

• is stored and/or processed on the component and at least one direct user of the component
(this may be a system/network administrator in the case of limited functionality components).
All components must possess the necessary functionality to import data from and/or export
data to the network.
Network Component Ewluation Range
The range of sensitivity levels of data over which a component can be trusted to reliably

* export data. This range is determined by the component's ITSEC evaluation level. The
ranges are specified in Tables 6.1 or 6.2.
Network Component Processing Range
The range of sensitivity levels of data which is stored and processed on a component.
Object
A term used in security modelling to describe a container of information. The object may

0 be a storage item (record, block, sector, file, directory, etc.), a memory item (page, segment,
etc.), or a device (terminal, printer, etc.).
Open Security Environment
A security environment is open if either of the following conditions holds true:

"* application developers (including maintainers) do not have sufficient clearance (or
authorisation) to provide an acceptable presumption that they have not introduced

• malicious logic; or
"• configuration control does not provide sufficient assurance that applications are protected

against the introduction of malicious logic prior to or during the operation of system
applications.

Process
SA program which is in an execute state.

Risk Analysis
The identification of specific system assets, the threats to these assets, the system's vulnera-
bility to these threats, and the identification and cost of the safeguards necessary to counter
these threats.
Risk Assessment

*The comprehensive Jetermination of the state of risk associated with a system based upon
a risk analysis.
Risk index
This is a term taken from the Yellow Book and is a measurement of the degree of mis-match
between the highest classification level of information processed on a system and the lowest
clearance level of users of that system.

• Risk ManMagement
The combination of risk assessment, management decision, and control implementation. The
process involves the decision on how to most effectively reduce risks to system assets where
the assessed risk exceeds a given level of acceptability. This may involve cost/benefit analysis
of the safeguards required to reduce risks.
Safeguars (Countermeasures)

* The measures that protect assets from compromise by virtue of the safeguard's physical, logi-
cal, and procedural characteristics. Safeguards may be categorised as physical, administrative,
procedural, communications (COMSEC), and computer system (COMPUSEC). Examples of
COMPUSEC safeguards include:

* trusted systems;
* • trusted application or support software;

* trusted communication pathways; and

UNCLASSIFIED 77



ERL-0621-RR UNCLASSIFIED

trusted support hardware. 9
Guidance on the use of safeguards in other categories is provided in SECMAN 3. A system
is only considered secure when necessary safeguaras from all categories are implemented.
Single-level Device
A device which is trusted to process data at only one sensitivity level. This includes devices
which may process data at different sensitivity levels but not concurrently.
Subject •

A term used in security modelling to describe an entity which causes information flow ameng
objects. The subject may be a user, a process, or a device.
System High Security Mode
All system users in this environment possess clearances and authorizations for all information
contained in the system but some users do not have need-to-know access to all information.
The system output must be clearly marked with the highest classification and all system 0
caveats, until the information has been reviewed manually by an authorized individual to
ensure appropriate classifications and caveats have been affixed.
Threats
These are active forces posing some danger or menace to the assets. Threats may be people
(threat agents), occurrences, or entities that can compromise an asset's security.
Threat Agents
This is the perpetrator of a threat. Threat agents can be either human or environmental. The
measure of threat to an asset by a human agent is a function of the assets' attractiveness
to the agent, the motivation and capabilities of the agent, and the opportunities available
to the agent. The possible goals of the threat agent which are related to confidentiality are
as follows: to disclose data to interested individuals, foreign powers, press, competition,
government agencies, or to gain access to data (disclose to self).
Threat Effects (Impacts)
Potentially harmful outcomes of an action by a threat agent on the informational assets of a
computer system. The types of impact are as follows:

"* exposure of data;
"* corruption of data (including destruction); and
* denial of service.

Trusted Computing Base
The collection of software, firmware, and/or hardware which perform the security functions
necessary to enforce the security policy of a computer system.
Trusted Park
A software, firmware, and/or hardware feature which permits a user to communicate directly 9
with the TCB. The path is initialised either by the user or the TCB.
Users
For the purposes of COMPUSEC, this term refers to humans who are authorised to have
access to some or all of the data residing on a computer system.
Vudnrabilt,
The level of susceptibility of a system (and thereby the informational assets it processes) to 0
compromise.

7
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9 LIST OF ABBREVIATIONS

IC One Category

Ab Absolute

• ACSI Australian Communications-Electronic Security Instruction

ADP Automatic Data Processing

AIS Automated Information System

ALE Annualised Loss Expectancy

* ANSSR Analysis of Networked Systems Security Risks

AUSTEO Australian Eyes Only

BI Background Investigation

C Confidential

* CCTA Central Computer and Telecommunications Agency (UK)

CESG Communications - Electronics Security Group (UK)

COMPUSEC Computer Security

COMSEC Communications Security

COTS Commercial Off-the-Shelf

CRAMM CCTA Risk Analysis and Management Methodology

DADPSWG Defence ADP Security Working Group (UK)

DBMS Data Base Management System

DERI Data Exposure Risk Index

DoD Department of Defense

DSAP Designated Security Assessment Position

DSB Defence Security Branch

EPV Enhanced Positive Vetting

9 ERM Effective Risk Management

GCHQ Government Communications Headquarters (UK)

GENSER General Service

HP Highly Protected

* lAS Interconnected Accredited System

IC In-Confidence

ITSEC Information Technology Security Evaluation Criteria

LAVA Los Alamos Vulnerability/Risk Assessment

*MBytes Megabytes

MC Multiple Categories

N Not Cleared but Authorised Access to Sensitive Unclassified Information or Not
Classified but Sensitive

NBS National Bureau of Standards (US)

NCSC National Computer Security Center (US)
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NTCB Network TCB 9
NV Negative Vetting

P Protected

PC Personal Computer

PoT Position of Trust

PSM Protective Security Manual

PV Positive Vetting

R Restricted

ROM Read-only Memory

S Secret

S4 Sea Surface Surveillance System

SBI Special Background Investigation

SCI Sensitive Compartmented Information

SECMAN 3 Computer System Security Manualt

SOL Single Occurrence of Loss

SQL Structured Query Language

TCB Trusted Computing Base

TCS Trusted Computer System

TCSEC Trusted Computer System Evaluation Criteria

TNI Trusted Network Interpretation

"TS Top Secret

U Unciassified or Uncleared

UK United Kingdom

US United States

WNINTEL Warning Notice - Intelligence Sources and Methods Involved

f SECMAN3: System Information Security Manual, Edition 4, Department of Defence. 1991.
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APPENDIX

APPENDIX A RISK ASSESSMENT TABLES

A.1 Security Parameters

Table A.1 provides a checklist of parameters required to carry out a risk assessment.

Table A.1 Security Parameters Record

0 Security Parameters Record

System Identity ....... _"_•

Evaluation level

User Group Identity

0 Item Description Valid Range Parameter

Maximum Sensitivity of data on the system U, R, IC, C, P, S, HP, TS

Minimum Clearance of users in the group U, R. IC, C. P. S, HP,
_7(NV), TS(PV) _

* Most sensitive category type Caveat, Compartment,

None

Total volume of data MBytes

Volume of data at the maximum sensitivity MBytes
level

• Total number of users in the group I toN

Number of users at the minimum clearance I N
level

Security environment type Open. Closed

User Interface - Terminal type imited function,
Full function - dumb,

Full fwction - intelligent

User Interface - Session type Output only,
Transaction processing.

Interactive

* User Interface - Scope of Utilities Umited, Full

External environment Hostile, Neutral, Benign
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Table A.2 provides a record of the risk assessment values derived from the system security parameters.

Table A.2 Risk Assessment Record

Risk Assessment Record

System Identity

Evaluation level

User Group Identity

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1, 2, 3, 5

Most sensitive category type 0, 1, 2 9
R,= 0,1,2,3,4,5,6,7

Minimum Clearance of users, Rr, 0, 1, 2, 3, 5, 7

Volume of data at maximum sensitivity -0.25, 0, 0.25

Proportion of data at maximum sensitivity -0.25, 0, 0.25 S
Aa,. -0.5, -0.25, 0, 0.25, 0.5

Number of users L minimum clearance -0.25, 0, 0.25

Proportion of users at minimum clearance -0.25, 0, 0.25

Aw -0.5, -0.25, O, 0.25, 0.5 5
R~d -1,0, 1

DERI 0,1,2,3,4,5,6,7,8

Security environment type -0.5, 0

Terminal type 0,1,2

Session type 0,1,2

Scope of utilities 0, 1

User interface -1, -0.5, 0, 0.5

External environment -0.5, 0, 0.5

Rw -2, -1, 0, 1

Risk Index 0, 1, 2, 3, 4
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A.2 Network Security Tables

Table A.3 provides a record of the network security parameters.

Table A.3 Network Security Parameter Table

Network Security Parameter Table

Zone ID

Table Evaluation Level

Table Minimum

Table Maximum

ITSEC ITSEC LeastComponent EvaL Func. Cleared Processing Erport Import Min Max
ID Level Class User Range Range Range

Notes

1. The column entitled Processing Range refers to the range of sensitivity levels over which
the component stores and processes data.

2. The column entitled Export Range refers to the range of sensitivity levels over which the
component exports data within the zone.

3. The column entitled Import Range refers to the range of sensitivity levels over which the
component imports data within the zone.

4. The column entitled Mi refers to the minimum of:

a. the clearance level of the lowest cleared direct user of the component; and
"b. lower bound of the export range.

5. The column entitled Max refers to the maximum of:

a. upper bound of the processing range; and
b. upper bound of the import range.

6. The Table Minimum refers to the minimum of the component minima.
7. The Table Maximum refers to the maximum of the component maxima.

UNCLASSIFIE 85



ERL-0621-RR UNCLASSIFIED

Table A.4 provides a record of the inter-zone data flow.

Table A.4 Inter-zone Data Flow Table

Inter-zone Data Flow Table

Sending Zone Receiving Zone Interconnection Device

ID EvaL Processing ID Processing Least Type EvaL
Level Range Range Cleared Level

User
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APPENDIX B ALLIES NATIONAL SECURITY EQUIVALENCE TABLES

B.1 Data Classification Levels

Table B.1 provides broad equivalences between the Australian data classification levels and the US and

* UK counterparts.

Table B.1 Data Classification Equivalences

Data classification equivalences

Australia US UK

Restricted (R) Not classified but sensitive (N)t Restricted (R)

Confidential (C) Confidential (C) Confidential (C)

Secret (S) Secret (S) Secret (S)

Top Secret (TS) Top Secret (TS) Top Secret (TS)

Note
The table does not take into the account the presence of categories since there is no generalised equivalence
relationship.

t Also known as For Official Use Only (FOUO).

B.2 User Clearance Levels

Table B.2 provides broad equivalences between the Australian user clearance levels and the US and UK
counterparts.

Table B.2 User Clearance Equivalences

User Clearance equivalences

Australia US UK

Not Cleared but Authorised Not Cleared but known or
Restricted (R) Access to Sensitive Unclassified operating under supervision

Information (N)

Confidential (C) Confidential (C) Negative Vetting (NV)

Secret (S) Secret (S) Positive Vetting - Secret (S)

Top Secret through Negative Top Secret /Current Background Positive Vetting (PV)
• Vetting (TS(NV)) Investigation (TS(BI))

Top Secret through Positive Top Secret /Current Special Enhanced Positive Vetting
Vetting (TS(PV)) Background Investigation (EV)Vetting_____( ___(__V)___(TS(SBI)) ( __V)
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APPENDIX C MAPPINGS OF ITSEC TO OTHER SECURITY CRITERIA

C.1 Relationship between ITSEC and TCSEC

* The TCSEC, established a uniform set of evaluation classes which satisfy specific security requirements.
These requirements are grouped according to the security control objectives which are satisfied. These
objectives are:

"* Security Policy;
"* Accountability;
"* Assurance; and

* * Documentation.

A total of seven classes are identified (D, Cl. C2, Bi, B2, B3, and Al) grouped in four divisions (D, C,
B, and A). Each class satisfies a specific set of security objectives, indicating both security functionality
and the level of assurance offered.

Table C.1 provides a correspondence between the ITSEC criteria and the TCSEC classes.

Table C.A ITSEC/rCSEC Equivalences

ITSEC criteria to TCSEC classes

ITSEC Criteria TCSEC Class

• EO D

F-CI,E2 C1

F-C2,E2 C2

F-BI,E3 BI

* F-B2,E4 B2

F-B3,E5 B3

F-B3,E6 Al

Note
There is no TCSEC class equivalent to the ITSEC evaluation level El.

C.I.1 Rationale for ITSEC to TCSEC Assurance Criteria Mappings

Table C.1 is taken from para. 1.36 of ITSEC under "Relationship to the TCSEC".

• C.2 Relationship between ITSEC and CESG Computer
Security Memorandum No 3

The UK GCHQ document defines a standard set of UK Systems Security Confidence Levels. A total of
seven confidence levels are identified. Each level is described in terms of the required provisions and
approach under the ;oiiowing aspects ot the development process:

"* specification of security requirements;
"* architectural definition;
"* implementation;
* evaluation;
0 documentation; and

* a configuration control.
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Security functionality is not addressed in this document. 0

Table C1. provides a correspondence between the ITSEC Evaluation levels and the CESG confidence
level.

Table C.2 ITSEC/CESG Equivalences

ISEC Evaluation levels to CESG Confidence levels

ITSEC Evaluation level CESG Confidence level

EO UKLO

El UKLO

E2 UKLl/UKL2 0

E3 UKL3

EA UKL4

E5 UKL5

E6 UKL6 •

Notes

1. This table indicates which CESG confidence level will be satisfied by a system evaluated to
an specific ITSEC level.

2. The converse mapping does not necessarily hold due to the wider confidence requirements 0
found in the ITSEC criteria.

3. ITSEC evaluation level El criteria do not fully satisfy the UKL1 criteria (in the area of

configuration control).

C.2.1 Rationale for ITSEC to CESG Assurance Criteria Mappings

The following is a list of ITSEC requirements which satisfy, by aspect of the development process, the
UK Confidence level requirements:

1. UVLO Unassured 
0

No requirements.

2. UKL1 1Wndor Assured

a. Specification of security requirements
Security Target (El) 0

b. Architectural definition
No requirements.

c. Implementation
No requirements.

d. Evaluation
Independent Objectives Testing (El), Test Documentation (E2) 0

e. Documentation
Informal Architectural Design Specification (EI)Jnformal External Interface Specifica-
tion (El)

f Configuration control
Configuration Control System (E12)
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* 3. UKL2 Independently Tested

a. Specification of security requirements
Security Target (El)

b. Architectural definition
Informal Description of Architecture (El)

c. Implementation
* Testing against Security Target (El), Evidence of Developer Testing (E2)

d. Evaluation
Independent Objectives Testing (El), Test Documentation (E2)

e. Documentation
No additional requirements.

L Configuration control
• Approved Distribution Procedure (E2), Audited Sysgen Procedure (E2)

4. UKL3 Independently Assured

a. Specification of security requirements
Security Target (El)

b. Architectural definition
* Informal Description of Architecture (El)

c. Implementation
No additional requirements.

d. Evaluation
< criteria needed >

e. Documentation
• Informal Description of Detailed Design (E2),Test Documentation (E2), Library of Test

Programs (E2), Source Code (E3)
f. Configuration control

Acceptance Procedure (E3)

5. UKL4 Structurally Sound

* a. Specification of security requirements
No additional requirements.

b. Architectural definition
Structured Description of Architecture (E4)

c. Implementation
No additional requirements.

* d. Evaluation
No equivalent criteria

e. Documentation
No additional requirements.

L Configuration control
Acceptance Procedure (E3)

* 6. UKL$ Rigorous Design

L Specification of security requirements
Formal Security Policy Model (E4)

b. Architectural definition
Structured Description of Architecture (E4)

• c. Implementation
Implementation Vulnerability Analysis (E0), Source Code matches Detailed Design (E5)

d. Evaluation
No equivalent criteria needed

e. Documentation
Formal description and associated consistency proofs of key security functions (E4),

• Description of design vulnerability analysis and its results (E4), Description of the
implementation vulnerability analysis and its results (ES)
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f. Configuration control
Configuration Control on all Objects (E5)

7. UKL6 Assured Design

a. Specification of security requirements
No additional requirements.

b. Architectural definition
Formal Description of Architecture (E6)

c. Implementation
Object Code matches Source Code (E6)

d. Evaluation
Approved Languages only (E6)

e. Documentation
Formal Architectural Design Spec (E6), Description of the methods and tools used to
provide the formal proofs of consistency of the model and the architectural specification
(E6)

f. Configuration control
No additional requirements.

9
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APPENDIX D CASE STUDIES

D.1 Sea Surface Surveillance System (S4)

* This example is based on the Landwehr and Lubbes example given in the paper "Determining Security
Requirements for Complex Systems with the Orange Book" of a hypothetical system which keeps track
of objects on the surface of the seas. The system collects information from a variety of open and
secret sources and distributes it to a variety of customers. The system maintains a data base of sighting
information that is both automatically and manually updated.

The example has been embellished with more environmental detail in order to demonstrate the effects of
• the various factors on the final TCS recommendation.

The system operates in a Multilevel security mode and processes data up to TS level with a number
of compartments. The system data base contains 250 Mbytes of data and 20 Mbytes of this data is
classified at the "1S level.

There are three main user groups:

1. System Ma#aement Perseonel
This group is responsible for performing all system and security functions. The group
comprises a System Manager, and two Operators. All users in this group are cleared to
Top Secret (PV) level. The users have interactive connections via dumb terminals and have
access to system utilities.

0 2. Analysts
This group is responsible for the resolution of ambiguities when the system cannot associate a
particular sighting with a particular platform, they can cause messages to be sent to subscribers
automatically on a regular basis, and they can update the data base. The group comprises
50 users, all cleared to Thp Secret (PV) level. The analysts enter commands via intelligent

• workstations. Only pre-formatted commands are accepted by the system.

3. Remote SubscriberT
This group are recipients of reports generated by the system. They are located remotely via
receive-only terminals. The group comprises 110 users, with clearances ranging from Secret
to Top Secret (NV) with 10 users cleared to Secret. They cannot directly enter data into the
system, but they can issue fixed-format commands to request the location of particular objects.

The operational environment is subject to configuration control mechanisms. However, the operators
are permitted to perform application maintenance functions. The system is located in a highly secure
military headquarters building.

The risk assessment is carried out in three different ways in order to demonstrate how it is possible to
• reduce the TCS requirement by applying more sophisticated assessment techniques.
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Table D.1 Security Parameters S4 - Limited Yellow Book Assessment

Security Parameters Record

System Identity S4

Evaluation level

User Group Identity All users

Item Description Valid Range Parameter

Maximum Sensitivity of data on the system U, R, IC, C, P, Sý HP, Ys TS

Minimum Clearance of users in the group U, R, IC, C, P, S. HP, S
_S(NV), 7S(PV)

Most sensitive category type Caveat, Compartment, Compartment
None

Total volume of data MBytes

Volume of data at the maximum sensitivity MBytes
level

Total number of users in the group I to N

Number of users at the minimum clearance I t N
level

Security environment type Open, Closed Open

User Interface - Terminal type Limitedfunction,
Full fwncion - dumb,

Full function - intelligent

User Interface - Session type Output only,
Transaction processing,

Interactive

User Interface - Scope of Utilities Limited, Full

External environment Hostile, Neutral, Benign

9
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Table D.2 Risk Assessment S4 - Limited Yellow Book Assessment

Risk Assessment Record

System Identity S4

Evaluation level

User Group Identity All Users (limited Yellow Book)

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1, 2, 3, 5 5

Most sensitive category type 0, 1, 2 2

R._ 0,1,2,3,4,5,6,7 7

Minimum Clearance of users, R. 0.1,2,3, 5, 7 3

Volume of data at maximum sensitivity -0.25, 0, 0.25

Proportion of data at maximum sensi' vity -0.25, 0, 0.25

Ad _ __ -0.5, -0.25, 0, 0.25, 0.5

* Number of users at minimum clearance -0.25. 0, 0.25

Proportion of users at minimum clearance -0.25, 0, 0.25

A. 7-0.5, -0.25, 0, 0.25, 0.5

R.4 -1,0,1

* DERI 0,1,2, 3,4, 5, 6, 7.8 4

Security environment type -0.5, 0 0

Terminal type 0. 1,2 -

Session type 0, 1, 2

* Scope of Utilities O, 1

User interface -1, -0.5, 0, 0.5

External environment -0.5, 0, 0.5

R._. -2,-1,0,1 0

* Risk Index 0, 1,2,3,4 4

The Risk Index indicates a minimum requirement of ITSEC evaluation level E6 (TCSECAI) is required.
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Table D.3 Security Parameters S4 - Full Assessment with single user group

Security Parameters Record

System Identity S4

Evaluation level

User Group Identity AlU users

Item Description Valid Range Parameter

Maximum Sensitivity of data on the system U, R, IC, C, P. S, HP, nS TS

Minimum Clearance of users in the group U, R, IC, C, P, S. HP, S
TS(NV), TS(PV)

Most sensitive category type Caveat, Compartment, Compartment
None

Total volume of data MBytes 250

Volume of data at the maximum sensitivity MBytes 20
level

Total number of use-.s in the group I to N 163

Number of users at the minimum clearance I t N 10
level

Security environment type Open, Closed Open

User Interface - Terminal type Limited finction, S
Fullfunction - dumb, Full function - intelligent

Full function - intelligent

User Interface - Session type Output only,
Transaction processing, Interactive

Interactive

User Interface - User expertise Limited, Full Full

External environment Hostile, Neutral, Benign Benign
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Table D.4 Risk Assessment S4 - Full Assessment with single user group

Risk Assessment Record

System Identity S4

Evaluation level

User Group Identity All Users (full)

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1, 2, 3,5 5

Most sensitive category type 0, 1, 2 2

R__ 0,1,2,3,4,5,6,7 7

Minimum Clearance of users - Ri. 0, 1, 2, 3, 5, 7 3

Volume of data at maximum sensitivity -0.25, 0, 0.25 0

Proportion of data at maximum sensitivity -0.25, 0, 0.25 0

Adam -0.5, -0.25, 0, 0.25, 0.5 0

Number of users at minimum clearance -0.25, 0, 0.25 -0.25

Proportion of users at minimum clearance -0.25, 0, 0.25 -0.25

A,. -0.5, -0.25, 0, 0.25, 0.5 -0.O

R.4 -1,0,1 -1

* DERI 0,1,2,3,4,5,6,7,8 3

Security environment type -0.5, 0 0

Terminal type 0,1,2 2

Session type 0,1,2 2

* Scope of Utilities 0.1 1

User interface -1, -0.5, 0, 0.5 0.5

External environment -0.5, 0, 0.5 -0.5

R"_ -2,-1,O,1 0
* Risk Index 0, 1, 2,3,4 3

The Risk Index of 3 indicates a minimum requirement of ITSEC evaluation level E5 (TCSEC B3) is
required.

U
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Table D.5 Security Parameters S4 - Full Assessment with multiple user groups

Security Parameters Record

System Identity .. 4

Evaluation level

User Group G1 (System Management), G2 (Analysis), G3 (Subscribers) 0
Identity .. •__

Item Description Valid Range GI Parameter G2 Parameter G3 Parameter

Maximum U. R ....
Sensitivity of data HP, 7" S, P S, TS TS TS
on the system HP, TS

Minimum U, R, IC, C, P. S,
Clearance of users HP, TS(NV), TS(PV). TS(PV)
in the group 7S(PV) .. .. _.__,_____•

Most sensitive Caveat,
category type Compartment, Compartment. Compartment Compartment

None

Total volume of MBytes 2501 250 250
data

Volume of data at
the maximum MBytes 20 20 20
sensitivity level 0
Total number of I.toN 3 501 110
users in the group 1o•_._"_. _...0

Number of users at
the minimum I to N 3 50 .10
clearance level

Security Open, Closed Open open Openenvironment, type -. : ..:::I-! .. O u .. ,•..

User Interface - Lmitedfinction,
Terminal type Fullfu tion- Fulo . ... - F. function

dumb, umb Intlligent Lhnlted function 0
Full function -dumb Inti t

intelligent " ___._:-

User Interface - Output only,
Session type Transaction Interactive Transaction Transacton

processing, .. l processing processing
Interactive

User Interface - Limited, Full Full " . mld Llslted
Scope of Utilities " Full .- I.. mte Li.ited

External Hostile, Neutral, "Benin
environment Benign .__ __ Benign
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Table D.6 Risk Assessment S4 - Full Assessment with multiple user groupsI
Risk Assessment Record

S) tern Identity S4

Evaluation level

User Group Identity GI (System Management), G2 (Analysts), G3
__(Subscribers)

Item Description Valid Values GI G2 G3

Maximum Sensitivity of data 0, 1, 2. 3, 5 5 5 5

Most sensitive category type 0, 1, 2 2 2 2

R . 0,,12,3,4,5, 6,7 7 7

Minimum Clearance of users, RP,, 0,1,2,3,5,7 .7 7 3

Volume of data at maximum sensitivity -0.25, 0, 0.25 0 0 0

Proportion of data at maximum -0.25, 0, 0.25 0 0 0
sensitivity__ ____

Adu -0.5, -0.25, 0, 0.25, 0.5 0 0 0

Number of users at minimum clearance -0.25, 0, 0.25 0 :.0* -0.25
Proportion of users at minimum -0.25, 0, 0.25 0 0 -. 25
clearance

* Aw -0.5, -0.25, 0, 0.25, 0.5 0 0 -0.5
S.1,0,1 _ ._0 .1

DERI 0, 1, 2, 34, 5. 6, 7, 8 i3

Security environment type -0.5, 0 0 0 0

• Terminal type 0,1,2 1 2.0

Session type 0,1,2 2 1 1

Scope of Utilities 0,1 1 0 0

User interface -1, -0.5, 0, 0.5 0 0 -0.5

* External environment -0.5, 0,0.5 -0.5 -0.5 -0.5

R___-2, -1,0, 1 1 .1 -1

Risk Index 0,1,2,3,4 0 0 2

Taking the worst case Risk Index of 2 a minimum requirement of ITSEC evaluation level ES (TCSEC
• B2) is required

D.2 Command Support System (CSS)

This example is an information handling system supporting a number of applications which facilitate the
* strategic decision making process of the military high command and, additionally, carry out administrative

support functions.

The system comprises a network of workstations and supports a relational data base which is accessed
through an SQL server application. The majority of users interface with the system via a menu-based user
interface application. No software development tools are available on this system, software development
being done on a separate development system. All new or updated applications are manually verified

* and loaded by a system programmer and are subject to strict configuration control procedures.

UNCLASSFIED 99



ERL-0621-RR UNCLASSIFIED

The application developers are not authorised to have access to the production system and there are
sufficient physical protection measures to preclude the developers from having physical access to the
terminals connected to the production system.

There is a total of 1500 Mbytes of data on the system and the classification levels are distributed as
follows:

1350 Mbytes at Confidential or below;

100 Mbytes at Secret; and

50 Mbytes at Top Secret (including 15 Mbytes of compartmented data).

The users of the system may be categorised as follows:

1. System Management
This group is responsible for maintenance and operation of the network including the security
functions. The group comprises 5 members: a Network Manager, Database Manager, Security
Officer, and two System Programmers. The system programmers perform the loading of all
new software and all other operational functions. These users are all cleared to TS(PV). This
group has access to the operating system commands. S

2. Operaons
This group is responsible for the operational aspects of the system. All users are cleared to
TS(NV) level but have no authorisation to access compartmented data. There are 20 users in
this group. The interface to the system is via the transaction processing application.

3. Special O(perations
This group is responsible for the more sensitive operational aspects of the system. There
are 5 users in the group all of which are cleared to TS(PV) level and possess authorisations
to access some compartmented data. The interface to the system is via the transaction
processing application.

4. Administrative Support
This group is responsible for the personnel, accounting, and other administrative functions. S
There are 70 users who are cleared to Secret level. The interface to the system is via the
transaction processing application.

The system is located in a defence headquarters building which is subject to stringent physical security
measures.

The risk assessment is carried out using the Uniited Yellow Book and the multiple user groups approach.
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Table D.7 Security Parameters CSS - Limited Yellow Book Assessment

Security Parameters Record

System Identity CSS

Evaluation level

User Group Identity All users

Item Description Valid Range Parameter

Maximum Sensitivity of data on the system U, R, IC, C, P, S. HP. TS TS

Minimum Clearance of users in the group U. R. IC. C, P, S, HP,
nS(NV), TS(PV)

• Most sensitive category type Caveat, Compartment, Com at
None

Total volume of data MBytes

Volume of data at the maximum sensitivity MBytes
level

* Total number of users in the group I to N

Number of users at the minimum clearance 1 N
level

Security environment type Open, Closed Closed

• User Interface - Terminal type Limited function,
Full function - dumb,

Full function - intelligent

User Interface - Session type Output only,
Transaction processing.

Interactive

User Interface - Scope of Utilities Limited, Full

External environment Hostile, Neutral, Benign
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Table D.8 Risk Assessment CSS - Limited Yellow Book Assessment

Risk Assessment Record

System Identity CSS

Evaluation level

User Group Identity AU Users Olmited Yellow Book)

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1, 2, 3, 5 S

Most sensitive category type 0, 1, 2 2

R___ 0,1,2,3,4,5,6,7 7

Minimum Clearance of users - Ri. 0,1,2,3,5, 7 3

Volume of data at maximum sensitivity -0.25, 0, 0.25 .

Proportion of data at maximum sensitivity -0.25, 0, 0.25

Adft -0.5, -0.25, 0, 0.25, 0.5

Number of users at minimum clearance -0.25, 0, 0.25 -

Proportion of users at minimum clearance -0.25, 0, 0.25 -

A., -0.5, -0.25, 0, 0.25, 0.5 ____...._- __

R,4 -1,0,1 __ _

DERI 0,1,2,3,4. 5, 6,7,8 4

Security environment type -0.5,0 -0.5

Terminal type 0, 1, 2

Session type 0, 1, 2

Scope of Utilities 0, 1 .

User interface -1, -0.5,0,05 0.05

External environment -0.5,0, 0.5

S-2,4,0. .1

Risk Index 0, 1,2,3,4 3

The Risk Index indicates a minimum requirement of ITSEC evaluation level ES (TCSEC B3) is required.
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Table D.9 Security Parameters CSS - Full Assessment with single User Group

Security Parameters Record

System Identity CSS

Evaiwatiom level

User Group Identity All users

Item Description Valid Range Parameter

Maximum Sensitivity of data on the system U. R, IC, C, P. S, HP, 7S TS

Minimum Clearance of users in the group U, R. IC, C, P, S, HP, S
TS(NV), TS(PV)

* Most sensitive category type Caveat, Compartment, Compartment

None

Total volume of data MBytes 1500
Volume of data at the maximum sensitivity MBytes 50
level

0 Total number of users in the group I to N 100

Number of users at the minimum clearance I toN 70
level

Security environment type Open, Closed Closed

• User Interface - Terminal type Limited function,
Fullfunction dumb, Full function - Intelligent

Full function - intelligent

User Interface - Session type Output only,
Transaction processing, Interactive

Interactive

User Interface - User expertise Limited, Full Fail

External environment Hostile, Neutral, Benign Benign
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Table D.10 Risk Assessment CSS - Full Assessment with single User Group

Risk Assessment Record

System Identity CSS

Evluation level

User Group Identity AU Users (full)

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1. 2, 3, 5 5

Most sensitive category type 0, 1, 2 2

R. 0,1,2,3,4,5,6,7 7

Minimum Clearance of users, R. 0, 1,2,3,5, 7 3 0
Volume of data at maximum sensitivity -0.25, 0, 0.25 0

Proportion of data at maximum sensitivity -0.25, 0, 0.25 0

AdU -0.5, -0.25, 0, 0.25, 0.5 0

Number of users at minimum clearance -0.25, 0, 0.25 0

Proportion of users at minimum clearance -0.25, 0, 0.25 0

A. -0.5, -0.25, 0, 0.25, 0.5 0

Rdj -1,0,1 0..
DERI 0,1,2, 3,4, 5, 6, 7,8 4 0
Security environment type -0.5,0 -0.5

Terminal type 0,1,2 2

Session type 0,1,2 2

Scope of Utilities O,1 1

User interface -1, -0.5, 0, 0.5 0.5

External environment -0.5, 0, 0.5 -0.5

R• -2,-1,O,1 -1

Risk Index 0, 1,2,3,4 3

The Risk Index indicates a minimum requirement of ITSEC evaluation level ES (TCSEC B3) is required.
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Table D.11 Security Parameters CSS - Full Assessment with multiple User Groups

Security Parameters Record

System Identity CSS

Evaluation level

User Group Identity GI (System Management), G2 (Operations), G3 (Special Operations), G4
___(Admin Support)

GI G2 G3 G4Item Description Valid Range Parameter Parameter Parameter Parameter

Maximum
Sensitivity of data U. R, IC. C. P . TS . TS TS TS
on the system S, HP, TS..

Minimum Clearance U, R, IC, C, P,.
of users in the group S, HP, 7S(NV), TS(PV) TS(NV) TS(PV) S

_________ S(PV) _______

Most sensitive Caveat, oComp -!a opt . C ompart- Cnat Compart-
* category type Compartment, merIt meit mert. mert

None
Total volume of data MBytes1 1500 ISO 0I. 1500

Volume of data at
the maximum MBytes 50 so SO so

* sensitivity level •____.___•_ _ _.

Total number of ItoN 5 20 5 70
users in the group _ .. _ ________•_•

Number of users at
the minimum I to N 5 20 " 70

* clearance level ._.._..... •

Security Open, Closed Closed Closed Closed Closedenvironment type .. ...

User Interface - Limited function,
Terminal type Full function - Full Full Full Full

* dumb, Full functiom - function - function function -

function - Intelligent Intelligent Inteillgent Intelligent
intelligent _ _" _ _ . _______-_ •_.

User Interface - Output only, ' rm- Trans. Trans-
Session type Transaction Interactive action ato action

processing, . '
Interactive 

p s p sr s

User Interface - Limited, Full Full Limited Limited LimitedScope of Utilities

External Hostile, Neutral, Benig Benig Benig
environment Benign ....
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Table D.12 Risk Assessment CSS - Full Assessment with multiple User Groups
0

Risk Assessment Record

System Identity CSS

Evaluation level

User Group Identity GI (System Management), G2 (Operations), G3 (Special
Operations), G4 (Admix Support) ___

Item Description Valid Values GI G2 G3 G4

Maximum Sensitivity of data 0, 1, 2. 3. 5 5 ý5 S 5

Most sensitive category type 0, 1 2 2 2 2 2

R.u 0,1,2,3.45, .6, 7 7 .71 7 7 0
Minimum Clearance of users, Rw. 0,1,2,3,5, 7 7 -51 7 3

Volume of data at maximum -0.25, 0, 0.25 0 0 0 0
sensitivity
Proportion of data at maximum -0.25, 0. 0.25 0 6 0 0 •

sensitivity - -

Ad" -0.5, -0.25, 0, 0.25, 0.5 0 0 0 0

Number of users at minimum -0.25, 0, 0.25 0 0 0 0
clearance

Proportion of users at minimum -0.25, 0. 0.25 0 0 0 0 0
clearance

Aw -0.5, -0.25, 0, 0.25. 0.5 0 0 0 .0

R,4 -1.'01 0 0 0 0

DERI 0, 1, 2, 3, 4, 5, 6. 7, 8 0 2 0 4

Security environment type -0.5, 0 .0.5 -. ' .0.. -0.5 0

Terminal type 0,1.2 2 21 2 2

Session type 0.1,2 2 1 1 1

Scope of Utilities 0,1 1 0 0 0

User interface -1, - 0. 0.5 0.5 0 0 0 0

External environment -0-5,0,0.5 -0.5 .0.5 .0.5 -0.5
_____________ -2.-). 0.1I -1• -1 -1 -1

Risk Index 0 , 2., 3,.4 1 0 3

Taking the worst case Risk Index of 3, a minimum requirement of ITSEC evaluaton level ES (TCSEC 0

B3) is required, which is the same as the Yellow Book assessment.

D.3 Civilian System (DEPT X)

This example is of a hypothetical government department system. 0

The system holds a small number of sensitive files classified as Protected. The vast majority of the
files stored and processed on the system are either In-Confidence or Unclassified. The files classified as
Protected are imported from another system, having undergone a manual review to ensure the correctness
of the security labels prior to release from the originator, and are not updated on this system.

The system holds a total of 400 Mbytes of data of which only 2 Mbytes is classified as Protected.
The system runs a dedicated Office Automation package and all users with the exception System
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* Administrators and Operators communicate with the system exclusively through this package. All users
access the system via PCs. Only the System Administrators and Operators have direct access to operating
system commands.

There are four main user groups:

1. System Administration
* This group is responsible for running the system including the security aspects. The group

comprises a DP Manager (who is the security officer), a Systems Programmer, and Database
Administrator. These users are all cleared to access Protected material. This group has
unlimited access to the system utilities.

2. Operators
This group comprises 4 operators who are all cleared to access Protected material. The
operators have direct access to a limited set of utilities to perform backups and control
printing.

3. Data Entry
This group is responsible for entry and modification of unclassified and In-Confidence records.
The group comprises 100 users, 80 of which have authorisation to process In-Confidence

* records.

4. Executive Officers
This group is responsible for the departmental policy decisions based on information stored
on the system. The group comprises 10 users who are cleared to access all data on the system.

The operational environment is subject to configuration control mechanisms, however, the applications
• running on the system were developed by uncleared personnel. The system is located in a city centre

office.

The risk assessment is carried out firstly taking all users together, and then by separating out the user
groups.
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Table D.13 Security Parameters DEPT X - Full Assessment with single User Group

Security Parameters Record

System Identity DEPT X

Eyluawiox level

User Group Identity All users

Item Description Valid Range Parameter

Maximum Sensitivity of data on the system U, R, IC, C, P. S. HP, Tn P

Minimum Clearance of users in the group U. R, IC, C, P. S, HP, U
TS(NV), 7S(PV)

Most sensitive category type Caveat, Compartment, None 0
None

Total volume of data MBytes 400

Volume of data at the maximum sensitivity MBytes 2
level

Total number of users in the group I toN 117

Number of users at the minimum clearance I t N 20
level

Security environment type Open, Closed Open

User Interface - Terminal type Limited function, 0
Fullfunction - dumb, Full function - intelligent

Full function - intelligent

User Interface - Session type Output only,
Transaction processing, Interactive

Interactive

User Interface - Scope of Utilities Limited Full Full l

External environment Hostile, Neutral, Benign Neutral
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Table D.14 Risk Assessment DEPT X - Full Assessi.:ent with single User Group

Risk Assessment Record

System Identity DEPT X

Evaluation level

User Group Identity All Users

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1, 2, 3, 5 2

Most sensitive category type 0. 1, 2 0

R,. 0,1,2,3,4,5,6,7 2

• Minimum Clearance of users - R 0, 1, 2, 3, 5, 7 0

Volume of data at maximum sensitivity -0.25, 0, 0.25 -0.25

Proportion of data at maximum sensitivity -0.25, 0. 0.25 -0.25

Ad" -0.5. -0.25, 0, 0.25, 0.5 -0.5

* Number of users at minimum clearance -0.25, 0, 0.25 0

Proportion of users at minimum clearance -0.25, 0, 0.25 0

A.. -0.5, -0.25, 0, 0.25, 0.5 0

R,4 -1,0,1 -1

* DERI 0,1,2, 3,4,5,6, 7,8 1

Security environment type -0.5, 0 0

Terminal type 0,1,2 2

Session type 0,1,2 2

• Scope of Utilities O,1 1

User interface -1, -0.5, 0. 0.5 0.5

External environment -0.5,0,0.5 0

R&. -2, -1. 0.1 0

Risk Index 0, 1,2,3,4 1

The Risk Index of I indicates a minimum requirement of ITSEC evaluation level E3 (TCSEC BI) is
required.
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Table D.15 Security Parameters DEPT X - FuU Assessment with multiple User Groups

Security Parameters Record

System Identity DEPT X

Evaluation level

User Group G1 (System Admin), G2 (Operators), G3 (Data Entry), G4 (Execs)
Identity_____ ________ ___

Item Description Valid Range GI G2 G3 G4

Maximum U,R,IC.C,P,
Sensitivity of data HP, ,S p p p p
on the system •

Minimum U, R, IC, C, P, S,
Clearance of users HP, TS(NV), P P U P
in the group 7S(PV)
Most sensitive Caveat,
category type Compartment, None None None None

None

Total volume of MBytes 400 400 400 400
data

Volume of data at
the maximum MBytes 2 2 2 2
sensitivity level •

Total number of IN 3 4 100 10
users in the group

Number of users at
the minimum I toN 3 4 20 10
clearance level

Security Open, Closed Open Open Open Openenvironment type

User Interface - Limuted fiuction.
Terminal type Full Function. Full Full Full Full

dumb, function - tunctlon- function - function -
Fullfunction - iat dumb dumb Int

intelligent

User Interface - Output only,
Session type Transaction Interactive Trans proc Trans proc

prcessing,
Interactive

User Interface - Limited, Full Full Limited Limited Limited
Scope of Utilities mid Fl
External Hostile, Neutral, Neutral Neutral Neutral Neutral
environment Benign
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Table D.16 Risk Assessment DEPT X - Full Assessment with multiple User Groups

Risk Assessment Record

System Identity DEPT X

Evaluation level

User Group Identity GI (Admin), G2 (Operators), G3 (Data Entry), G4 (Exec)

Item Description Valid Values GI G2 G3 G4

Maximum Sensitivity of data 0. 1, 2, 3, 5 2 2 2 2

Most sensitive category type 0,1,2 0 0 0 0

R_,.. 0,1,2,3,4,5, 6,7 2 2 2 2

Minimum Clearance of users - Rj, 0,1,2,3,5, 7 2 2 0 2

Volume of data at maximum -0.25, 0, 0.25 0 0 .0.25 0
sensitivity I

Proportion of data at maximum -0.25, 0, 0.25 0 0 -0.2S 0
sensitivity

Ad" -0.5, -0.25. 0, 0.25, 0.5 0 0 AS.5 0

Number of users at minimum -025 0, 0.25 0 0 0 " )
clearance

Proportion of users at minimum -0.25, 0, 0.25 0 0 0 0
clearance

S-0.5, -0.25, 0, 0.25, 0.5 0 0 0 0

R4 -1,0,1 0 0 -1 0

DERI 0,1,2, 3,4, 5, 6, 7, 8 0 0 1 0

Security environment type -0.5, 0 0 0 0 0

Terminal type 0,1,2 2 2 2 2

Session type 0,1,2 2 2 1 1

Scope of Utilities 0,) 1 0 0 0

User interface -1, -0.5, 0, 0.5 0.5 0 0 0

External environment -0.5, 0, 0.5 0 0 0 0

R___ -2,-1.0,1 0 0 0 0

Risk Index 0, 1,2, 3,4 0 0 1 0

The worst case Risk Index of 1 indicates a minimum requirement of lTSECevaluation level E3 (TCSEC
BI) is required. In this case, the separation into user groups did not produce a reduction in risk.
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Table D.17 Security Parameters DEPT X - Full Assessment with multiple User Groups

_________Security Parameters Record

System Identity DEPT X

Evaluation level

User GroupG1 (System Adminj: C.2 (Operators), G3 (IData Entry), G4 (Execs)

Item Descnipfion Valid Range GI G2 G3 G4

Maximum UR, IC, C, P, S,
Sensitivity of data H.T
on the systemHP7PP

Minimum U, R, IC, C, P, S,
Clearance of users HP, TS(NV)L P -P V P
in the group ThYV) _____ _________

Most sensitive Caveat,
category type Compartment, None None None None

None0

Total volume of Me 0 0 0 0
data _____40_40_0040

Volume of data at
thenmaximum MBytes 2 2 2 2
sensitivity level

Total number of I [N 3 4 100: 10
users in the group

Number of users at
themiznimum DoN 3 '":4 20 10
clearance level

environment typ Open, Closed Open Open Open open

User Interface - Limited funcion,
Terminal type Full Function - Full ]um Ful Full

dumb, function - fanction - functikn - function-
Full functon - lot dumb dumb: mt

________________ intelligent _____ _____ _____

User Interface.- Output only,
Session type Transaction ~~i .po Iaupo

processing,
Interactive

User Interface - Ubd ulMLmo iie iie
Scope of Utilities Imtd ul Fl ~ ie iie iie

External Hostile, Neutral, ev Niit Neutra Neu Itral
environment Benign __________ ______ _____
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Table D.18 Risk Assessment DEPT X - Full Assessment with multiple User Groups

Risk Assessment Record

System Identity DEfT X

Evaluation level

User Group Identity GI (Admin), G2 (Operators), G3 (Data Entry), G4 (Exec)

Item Description Valid Values GI G2 G3 G4

Maximum Sensitivity of data 0. 1, 2, 3, 5 2 2 2 2

Most sensitive category type 0, 14 2 0 0 0 0

R.._ 0,1,2,3,4,5,6,7 2 2 2. 2

Minimum Clearance of users - Rjn 0,1,2,3,5, 7 2 2 0 2

Volume of data at maximum -0.25, 0, 0.25 0 0 -0.25 0
sensitivity -0.5_ 0,0.5_10_.25..

Proportion of data at maximum -0.25, 0, 0.25 0 0 -0.25 0
sensitivity __

Ad__ -0.5, -0.25, 0, 0.25, 0.5 0 0 -0 5 0

Number of users at minimum -0.25, 0, 0.25 0 0 0 0
clearance

Proportion of users at minimum -0.25, 0, 0.25 0 0 _0 0
clearance

Am, _ -0.5, -0.25, 0, 0.25, 0.5 0 0 0 0

R.4 -1,0.1 01. 0 .1 0

DERI 0.1,2,3, 4, 5, 6, 7,8 0 0 1 0

Security environment type -0.5, 0 0 0 0 0

Terminal type 0,1.2 2 2 2 2

Session type 0,1,2 2 2 I 1

Scope of Utilities 0,1 1 0 0 0

User interface -1, -0.5, 0, 0.5 0.5 0 0 0

External environment -0.5,0,0.5 0 0 0 0

R _" a -2,l.0, 0 0 0 0

Risk Index 0, 1, 2, 3,4 0 0 1 0

The worst case Risk Index of I indicates a minimum requirement of ITSEC evaluation level E3 (TCSEC
BI) is required. In this case, the separation into user groups did not produce a reduction in risk.

D.4 Compartmented System (COMP)

This example describes a system operating in Compartmented mode under which the Yellow Book
"minimum" TCS requirement can be reduced if system factors are taken into account.

The hypothetical system is an intelligence gathering facility processing highly sensitive compartmented
material, located in a highly secure central agency office.

The database consists of 100 Mbytes of data, 10 Mbytes is at TS level.
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Of the 100 users, 20 are cleared to TS(PV) and the remainder to TS(NV). Not all the users have been 0
authorised access to every compartment. All users are connected to the system via dumb terminals and
access the database is via a transaction-based application.

The system is subject to strict configuration control procedures and no software development is carried out
on the system. The application software was developed externally by personnel cleared to Secret level.

The risk assessment is done in two ways, the Limited Yellow Book, and the full assessment. In
this example, the partitioning into separate user groups is not appropriate since there are no distinctly
identifiable subgroups.

Table D.19 Security Parameters COMP - Limited Yellow Book Assessment

Security Parameters Record

System Identity COMP

Evaluation level
User Group Identity 411 users

Rte= Description Valid Range Parameter

Maximum Sensitivity of data on the system U, R, IC C. P,S HP, nS TS

Minimum Clearance of users in the group U, R, IC, C, P, S, HP,
7S(NV), Tn(PV) • N.

Most sensitive category type Cavea, Compartment, Com m ent
None

Total volume of data MBytes

Volume of data at the maximum sensitivity MBytes
level

Total number of users in the group I toN

Number of users at the minimum clearance I N
level

Security environment type Open, Closed Closed

User Interface - Terminal type Limited finction, :
Full functiwon - dumb,

Full function - intelligent

User Interface - Session type Output only,
Transaction processing,,

Interactive

User Interface - Scope of Utilities Lhmited, Full

External environment Hostile, Neutral, Benign
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Table D.20 Risk Assessment COMP - Limited Yellow Book Assessment

Risk Assessment Record

System Ident.y COMP

Evaluation level

User Group Identity AU' Use (limited Yellow Book)

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1, 2, 3, 5 5

Most sensitive category type 0, 1, 2 2

R,= 0,1,2,3,4,5,6,7 7

Minimum Clearance of users, R 0, 1, 2, 3, 5, 7 $

Volume of data at maximum sensitivity -0.25, 0, 0.25

Proportion of data at maximum sensitivity -0.25, 0, 0.25

A~a -0.5, -0.25, 0, 0.25, 0.5

Number of users at minimum clearance -0.25, 0, 0.25

Proportion of users at minimum clearance -0.25, 0, 0.25

A.w -0.5, -0.25, 0, 0.25, 0.5

R. -1,0,1
DERI 0, 1,2, 3, 4, 5, 6, 7,8 2

Security environment type -0.5,0 -0.-

Terminal type 0, 1, 2

Session type 0, 1, 2

Scope of Utilities 0, 1

User interface -1, -0.5, 0, 0.5 _ _ _ _

External environment -0.5,0,0.5 _________ ._____j. -2, -1,o,1 -.. 1 .. .

Risk Index 0.1,2,3,4 2

The Risk Index indicates a minimum requirement of ITSEC evaluation level E4 (TCSEC B2) is required.
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Table D.21 Security Parameters COMP - Full Assessment with single User Group

Security Parameters Record

System Identity COMP

Evaluation lvel

User Group Idextioy All users

Item Description Valid Range Parameter

Maximum Sensitivity of data on the system U, R, IC, C, P, S, HP, MS TS

Minimum Clearance of users in the group U. R, IC, C. P. .ý HP, TS(NV)
T3(NV), TS(PV) T(V

Most sensitive category type Caveat, Compartment, 0

N one .p .

Total volume of data MBytes 100

Volume of data at the maximum sensitivity MBytes 10
level

Total number of users in the group I to N 100

Number of users at the minimum clearance 1w.N..
level ltoN 80.

Security environment type Open. Closed Closed

User Interface - Terminal type Limited finction, 0
Full function - dumb, Full function -dumb

Full function - intelligent

User Interface - Session type Output only,
Transaction processing, Transaction processing

Interactive

User Interface - Scope of Utilities Limite4 Full Limited

External environment Hostile, Neutral, Benign Benign
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Table D.22 Risk Assessment COMP - Full Assessment with single User Group

Risk Assessment Record

System Identity COMP

Evaluation level

User Group Identity All Users (full)

Item Description Valid Values Value

Maximum Sensitivity of data 0, 1, 2, 3, 5 5

Most sensitive category type 0, 1, 2 2

Rwm 0,1,2,3,4,5,6,7 7

Minimum Clearance of users - Ruin 0, 1, 2, 3, 5, 7 S

Volume of data at maximum sensitivity -0.25, 0, 0.25

Proportion of data at maximum sensitivity -0.25, 0, 0.25

A~u -0.5, -0.25, 0, 0.25, 0.5

• Number of users at minimum clearance -0.25, 0, 0.25

Proportion of users at minimum clearance -0.25, 0, 0.25

A. -0.5. -0.25, 0, 0.25, 0.5

R.4 -1,0,1 0

* DERI 0, 1,2, 3,4, 5, 6, 7,8 2

Security environment type -0.5, 0 -0.5

Terminal type 0,1,2 1

Session type 0.1,2 1

* Scope of Utilities 0,1 0

User interface -1, -0.5, 0, 0.5 -0.5

External environment -0.5,0,0.5 -0.5
R." -2, -1, 0, -1.5

Risk Index 0,1,2,3,4 1

The Risk Index indicates a minimum requirement of ITSEC evaluation level E3 (TCSEC BI) is required.

D.5 A Network of UAS Components (NET)

• The following example is based on a simple network architecture comprising 6 components. The data
flow between components is illustrated in Figure D.I.
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Procesiogrange U-CProcessing ruse: U-ft0

Ovrtini mode- Mult:ievel

0

Compoent0

0

FigLAM clae 1sr NewrCDtfo 0
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The security parameters for each of the network components are specified in Table D.21.

Table D.23 Security Parameters NET Example

Security Parameters Record

System Identity NET

* Evaluation level

User Group
Identity ___ ____ . ._

Item Description Valid Range Cpt I Cpt 2 Cpt 3 Cpt 4 Cpt 5 Cpt 6

Maximum
* Sensitivity of U, R, IC, C, P, S R C S S TS

data on the HP, TS
system .. . . __.... .
Minimum ":: .. .,Clearance of U, R, IC., C, P. S.

nHP, TS(NV), R U U C C TS(NV)
* users in the 7S(PV)

group

Most sensitive Caveat
category type Compartment, None None None None None None

None

• Total volume of MBytes 20 10 100( 20 20 10
data
Volume of data
at the maximum MBytes 8 5 20 5 5 1
sensitivity level _I___.

Total number of
usersintthe ItoN 2 10 .5 2
group

Number of users
at the minimum Ito N 5 1 12 2 2
clearance level

* Security
environment Open, Closed Open
type ___

User Interface - Limited function,
Telrminal type Full function. - -n.n

dumb, Fu" fuueto, tel t
Full function -

intelligent

User Interface - Output only,
Session type Transaction T P

processing,,
• Interactive

User Interface -
Scope of Limited, Full LImlted
Utilities

External Hostile. Neutral, Neu"
environment Benign
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An initial risk assessment of each component in isolation is illustrated in Table D.22.

Table D.24 Risk Assessment NET Example

Risk Assessment Record 0
System Identity . NET

Evaluation level

User Group Identity
CptCp

Item Description Valid Values Cpt Cpt 2 Cpt 4 Cpt 5 Cpt
1 3 6

Maximum Sensitivity of data 0, 1, 2,3, S 2 1 2 3 3 5

Most sensitive category type 0, 1, 2 0. 0 0 0 0 0

R,. 0,1,2,3,4,5,6,7 2 .1 2 3 3 5

Minimum Clearance of usersRma0, 1,2, 3, 5,7 1 0: 0 2 2 5

Volume of data at maximum -o.25, 0 0.25 0 0 0 0 0 0
sensitivity

Proportion of data at
maxrimumosenstiity -0.25, 0. 0.25 .0 0 0 0 0 0maximum sensitivity :: ::.!::: .

Adu -0.5, -0.25, 0. 0.25, . o
0.50 0 0 0 0 0

Number of users at minimum -025, 0, 0.25 0 0 0 0 0
clearance

Proportion of users at 025 0025 0 0 0 0 0
m in im u m c le ara n c e .0.2 5 0 0 . ......

A. -0.5, -0.25, 0, 0.25, * 0 " 0 0 0
0.5

R. -1,0,1 0 0 0 0 0

DERI 0,1,2,3,4,5,6,7.8 1 1 2 1 1 0

Security environment type -0.5,0 0 0 0 0 0 0

Terminal type 0,1,2 .2 2 2 2 2 2

Session type 0,1,2 : 1 1 1 1 1

Scope of Utilities 0, 0 - 0 0 0 0 0

User interface -1. -0.5, 0, 0.5 0 0 0 0 0 0

External environment -0.5, 0, 0.5 0 0 0 0 0 0

R___ -2, -1, 0,1 0 0 0 0 0 0

Risk Index 0, 1,2, 3,4 1 1 2 1 0

The results of the risk assessment are given in Tabble D.23.
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Table D.25 Minimum Component Evaluation Levels NET Example

Component Minimum Evaluation
Component ID Evaluation Level Risk Inder Level recommended by

Guidelines

I E3 I E3

2 E3 1 E3

0 3 E4 2 E4

4 E3 1 E3

5 E3 1 E3

6 E2 0 E2

Table D.23 indicates that all the components satisfy the recommendations of the Guidelines in isolation.

0 However, Table D.24 indicates that several of the components do not satisfy the Intra-zone connection
rules and the required overall Network Evaluation Level is not achievable, given current COMPUSEC
technology.
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Table D.26 Network Security Parameter Table NET Example

Network Security Parameter Table

Zone ID Whole Network

Table Evaluation Level see nmote a.

Table Minimum U

Table Maximum TS

ITSEC ITSEC Least
Component Eval, Func. Cleared Processing ERort Import Min Max

ID Level Class User Range Range Range

I E3 F-B2 R U-C R-C U-C R C

2 E3 F-BI U U-R U-R U-R U R

3 E4 F-B2 U U-C U-C U-C U C

4 E3 F-BI C U-S U-S* U-S U S

S E3 F-B2 C U-S U-S* U-S U S

6 E3 F-B2 TS(NV) U-TS U-S* U-S U TS

Notes

1. The evaluation level required to counter this level of risk is beyond the state of current
COMPUSEC technology.

2. (*) This range is not allowed by the Intra-zone connection rules.

In order to satisfy the Guidelines it is necessary to partition the network into a number of zones. The •
partitioned network is represented in Figure D.2.
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* Figure D.2 Network Dataflow with Zones

Least cleared user: R Least cleared user-. U
Lpraiat e:Mul 'evel Q~tignxL-: Mutiee

Compnet 1lae ue

Component 4

FAX-B2ZONE B

Proessng ang: UC CDevice type: Integrity File

L~at ce- use UEvaluation level: E5 se

Device type : D Oeaodemd: utiee
Evaluauion leve I: U-S

* Component 4

S-

______ ___ U CLASSII~ _..........12



ERL-0621-RR UNCLASSIFIED

For Zone A, the Intra-zone connection rules and Cascading Problem Heuristic are reproduced in Tables
D.27 and D.28.

Table D.27 Intra-zone connection test - Zone A

Network Security Parameter Table

Zone ID Zone A

Table Evaluation Level E4

Table Minimum U

Table Maximum C

Component ITSEC ITSEC Least
ID Eval. Func. Cleared Processing Export Inport Min MarID Level Class User Range Range Range

1 E3 F-B2 R U-C R-C U-C R C

2 E3 F-B I U U-R U-R U-R U R

3 E4 F-B2 U U-C U-C U-C U C

Notes

1. The Intra-zone connection rules are satisfied.
2. The Cascading Problem Heuristic must be applied since the Table Evaluation Level is greater

than E3.

Table D.28 Cascade Heuristic - Zone A

Network Security Parameter Table

Zone ID Zone A (E3 sub-zone)

Table Evaluadon Level E3*

Table Minimuw U

Table Marmlam C

component ITSEC ITSEC Least Processing Export Import
ID EyaL Func. Cleared Range Range Range Min Mar

Level Class User

1 E3 F-B2 R U-C R-C U-C R C

2 E3 F-B I U U-R U-R U-R U R

Note
(*) This evaluation level does not satisfy the Guidelines which suggests there is a potential Cascading 0
Path between Component I and Component 2.
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* Although Zone A satisfies the Intra-zone connection rules, there is a potential Cascading Path between
Component I and Component 2. A possible solution to this problem is to isolate Component 2 in its
own zone. Figure D.3 shows a revised architecture for Zone A.

Processing famge: U-C
Leas clae uE'. R

'U-C

Q 011li ag Mode_ uuv

r-rI/

I Prcsira:U-

.......... ZONE A2

Figure D.3 Zon A Parftito

However, for the purposes of this example, we shall ignore this potential cascading path.
For Zone B, whPich is homogeneous, the components have a common pocessing range (U-S). Hence, the
intra-zone rules and Cascade Heuristic do not apply.

For Zone C, there are no gnta-zone connections.

1~ble D.29 indicates that none of the zones have signifiant aggregate ancillary factors.
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Table D.29 Minimum Zone Evaluation Levels NET Example

Volume of data at Number of Users Volume of data Number of users

Zone ID highest at lowest
classicaion level clearance level Category Category

A 130 26 Medium Medium

B 40 10 Medium Medium

C 5 1 Low Low

Finally, we test whether the Inter-zone connections rules are satisfied. Table D.30 indicates that the
rules are satisfied.

Table D.30 Inter-zone Data Flow Table

Inter-zone Data Flow Table

Sending Zone Receiving Zone Interconnection Device

ID Eval Processing ID Processing Least Type Eval,
Level Range Range Cleared Level

User

A E4 U-C B U-S C Diode E6

B -U-S A -- integrity E
_______ ___ _____Fil~ter

B E3 U-S C U-TS TS(NV) Diode E6

c U-s n .Ii .Integrity E6CUBFilter (closed)

Note
Entries marked (-) are not applicable to the interconnection device type.
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