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Executive Summary

This research aims to develop new and more accurate acoustic models for speaker-independent
continuous speech recognition, by extending previous work in segment-based modeling and by intro-

ducing a new hierarchical approach to representing intra-utterance statistical dependencies. These

techniques, which are more costly than traditional approaches because of the large search space

associated with higher order models, are made feasible through rescoring a set of HMM-generated

N-best sentence hypotheses. We expect these different acoustic modeling methods to result in

improved recognition performance over that achieved by current systems, which handle only frame-

based observations and assume that these observations are independent given an underlying state

sequence.

In the first six months of the project, in coordination with a related DARPA-NSF grant (NSF

no. IRI-8902124), we have:

"* Improved the N-best rescoring paradigm by introducing score normalization and more robust

weight estimation techniques.

"* Investigated techniques for improving the baseline stochastic segment model (SSM) system,

including context clustering for robust parameter estimation, tied mixture distribution, a two

level segment/microsegment formalism, and multiple pronunciation word models.

"* Extended the classification and segmentation scoring formalism to context-dependent mod-
eling without assuming independence of observations in different segments, which opens the

possibility for a broader class of features for recognition.

Our current best results represent an 18% reduction in error over the last six months; we cur-

rently report 3.95% word error on the October 1989 Resource Management test for the SSM alone,

and 3.1% word error for the combined SSM-HMM system. On the recently released September

1992 test set, our performance figures are 7.3% and 6.1% word error, respectively. In addition, we

see much room for further improvement, as these models still rely on an assumption of conditional

independence assumption and do not take full advantage of the segment formalism.
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1 Productivity Measures

"* Refereed papers submitted but not yet published: 0

"* Refereed papers published: 0

"* Unrefereed reports and articles: 2

"* Books or parts thereof submitted but not yet published: 0

"* Books or parts thereof published: 0

"* Patents filed but not yet granted: 0

"* Patents granted (include software copyrights): 0

"* Invited presentations: 0

"* Contributed presentations: 1

"* Honors received:

Served on the IEEE Signal Processing Society Speech Technical Committee

"* Prizes or awards received: 0

"* Promotions obtained: 0

"* Graduate students supported > 25% of full time: 0

"* Post-docs supported > 25% of full time: 0

"* Minorities supported: 0
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2 Summary of Technical Progress

Introduction and Background

In this work, we are interested in the problem of large vocabulary, speaker-independent continuous
speech recognition, and specifically in the acoustic modeling component of this problem (as opposed
to language modeling). In developing acoustic models for speech recognition, we have conflicting
goals. On one hand, the models should be robust to inter- and intra-speaker variability, to the
use of a different vocabulary in recognition than in training, and to the effects of moderately noisy
environments. In order to accomplish this, we need to model gross features and global trends. On
the other hand, the models must be sensitive and detailed enough to detect fine acoustic differences
between similar words in a large vocabulary task. To answer these opposing demands requires
improvements in acoustic modeling at several levels. New signal processing or feature extraction
techniques can provide more robust features as well as capture more acoustic detail. Advances in
segment-based modeling can be used to take advantage of spectral dynamics and segment-based
features in classification. Finally, a new structural context is needed to model the intra-utterance
dependence across phonemes.

This project will address some of these modeling problems, specifically advances in segment-
based modeling and development of a new formalism for representing inter-model dependencies.
The research strategy includes three thrusts. First, speech recognition is implemented under the
N-best rescoring paradigm [4], in which the BBN Byblos system is used to constrain the segment
model search space by providing the top N sentence hypotheses. This paradigm facilitates research
on the segment model through reducing development costs, and provides a modular framework for
technology transfer that has already enabled us to advance state-of-the-art recognition performance
through collaboration with BBN. Second, we are working on improved segment modeling at the
phoneme level by developing new techniques for robust context modeling with Gaussian distribu-
tions, and a new stochastic formalism - classification and explicit segmentation scoring - that more
effectively uses segmental features. Lastly, we plan to investigate hierarchical structures for repre-
senting the intra-utterance dependency of phonetic models in order to capture speaker-dependent
and session-dependent effects within the context of a speaker-independent model.
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Of the different approaches to acoustic modeling for speech recognition, statistical models have
the advantage that they can be automatically trained and have yielded the best performing sys-
tems to date. We have chosen to base our work on a statistical approach, but with the goal of
developing new models rather than following the traditional hidden Markov model (HMM) [1]
approach. HMMs have two disadvantages that our work attempts to address: they require frame-
based features and they assume that observations are conditionally independent given the Markov

state sequence. (Of course, HMMs also have many advantages associated with efficient automatic
training and recognition algorithms, which our work can benefit from to some extent.) The Stochas-

tic Segment Model (SSM) [5, 61 is an alternative to the HMM for representing variable-duration
phonemes. The SSM provides a joint Gaussian model for a sequence of observations. Assuming

each segment generates an observation sequence Y = [y,.-.,yL] of random length L, the model
for a phone a consists of 1) a family of joint density functions (one for every observation length),
and 2) a collection of mappings that specify the particular density function for a given observation

length. Typically, the model assumes that segments are described by a fixed-length sequence of

locally time-invariant regions (or regions of tied distribution parameters). A deterministic mapping
specifies which region corresponds to each observation vector. In research supported by NSF and
DARPA, under NSF grant number IRI-8902124, we achieved improved SSM recognition perfor-
mance through advances in context modeling, time-correlation modeling and speaker adaptation.

In addition, we developed search algorithms that greatly reduce the complexity of recognition.
Our results demonstrate the potential of segment-based models, though much remains to be taken

advantage of in this formalism.

Summary of Recent Technical Results

In the first half of Year 1, we have focused on improving the performance of the basic segment word
recognition system. Through this grant and work sponsored by a related DARPA-NSF grant (NSF
no. IRI-8902124), we have already accomplished many of the goals for Year 1, including:

Improved N-Best rescoring techniques: Early this year, we developed a grid-based search to
avoid local optima in the weight optimization criterion, together with methods for choosing among

different local optima to obtain more robust results [3]. More recently, we have found that normal-
ization of scores by sentence length prior to the linear combination allows us to obtain more robust
weights and has reduced our error rates by roughly 10% on the October 1989 test set.

Developed a method for clustering contexts to provide robust context-dependent mode) param-
eter estimates: We investigated both agglomerative and divisive clustering methods for grouping

triphone labels into classes for tying covariance parameters, finding both methods work well and
provide a factor of two reduction in storage and run-time memory costs. In this work, we intro-

duced a new divisive clustering criterion based on a likelihood ratio test, which is a variant of the

agglomerative measure suggested in [2].
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Extended the classification and segmentation scoring formalism: An important step forward in

building a formalism for using posterior distributions in classification is our recent development of a

mechanism to handle context-dependent models without requiring the assumption of independence

of features spanning different phone segments. The context-dependent model was derived using

a maximum entropy criterion in estimating a combined function of posterior probability terms.

This formalism will allow the use of acoustic measurements over a longer time span and facilitate

hierarchical modeling. We evaluated the context-dependent model and determined that the current

approach for computing segmentation scores, which is not context-dependent, needs to be extended

to a more detailed model as well.

In addition to the original research plan, we have also investigated other areas for improving

recognition performance, including:

Evaluated a new time warping (distribution mapping): In previous phone recognition research

sponsored by NSF, we found that a slightly modified distribution mapping led to recognition perfor-

mance improvements. Recently, we have confirmed that this warping leads to improved performance

on the Resource Management word recognition task, reducing error rate on our development test

set by 8%.

Investigated the use of different phone sets and multiple-pronunciation networks: A facility for

generating multiple pronunciations, developed under NSF grant number IRI-8805680 for obtaining

high quality phonetic alignments of speech, was extended to the Resource Management recognition

applications. No improvements have been obtained as yet, but the algorithm for estimating robust

probabilities in pronunciation networks is still under development.

Investigated the use of tied mixture distributions: Though many HAMM recognition systems now

use tied mixture distributions, the trade-offs between tied mixture and full covariance modeling had

not been fully investigated. In our SSM implementation of tied mixtures at the frame level, we

evaluated different covariance assumptions and training conditions and found that detailed, full-

covariance models were in fact useful for this task, contrary to the results others have reported.

We achieved a 10-15% reduction in word error over our previous best results on the Resource

Management task.

Extended the two level segment/microsegment formalism: The use of two level segment models,

which can be thought of as mixture distributions below the segment level but above the frame level,

was previously introduced and evaluated for context-independent phone recognition. Here it has

been extended for use in word recognition with context-dependent models. In evaluating the trade-

offs associated with modeling trajectories vs. mixtures, we found that mixtures are more useful

for context-independent modeling but representation of a trajectory is more useful for context-

dependent modeling. However, these microsegment mixtures were not tied, and results from our

tied mixture studies at the frame level suggest further experiments.
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Our current best result is based on the tied-mixture system, which achieves 3.95% word error

on the October 1989 test set (compared to 3.8% for BBN's Byblos system and 3.2% for LIMSI's

HMM system, the best reported HMM results) and 7.3% word error on September 1992 test set (a

respectable result for this difficult test set). Our best combined HMM-SSM result on the October

1989 test set is 3.1% word error, based on the microsegment SSM. This system has not yet been
evaluated on the September 1992 test set, but with improved score normalization and the tied-

mixture SSM, our combined HMM-SSM result on this data is 6.1% word error, a 13% reduction in

our previous error rate.

Future Goals

Based on the results of the past year and our original goals for the project, we have set the following

goals for the remainder of Year 1: (1) continue system developments in multiple pronunciation

networks and segmentation scoring; (2) move to a new recognition task, either the DARPA ATIS

or 5000-word Wall Street Journal tasks; and (3) focus on development of the hierarchical model

formalism, and implementation of robust training algorithms.
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3 Publications and Presentations

Two conference papers were written during the first half of Year 1, as listed below. Copies of these

papers are included with the report.

"* "Continuous Word Recognition Based on the Stochastic Segment Model," M. Ostendorf,
A. Kannan, 0. Kimball and J. R. Rohlicek, Proceedings of the 1992 DARPA Workshop on

Continuous Speech Recognition, to appear. (This work was presented at the conference by

John Makhoul from BBN, since the Principal Investigators of this grant were unable to attend

the meeting.)

"* "A Comparison of Trajectory and Mixture Modeling in Segment-based Word Recognition,"

A. Kannan and M. Ostendorf, Proceedings of the International Conference on Acoustics,

Speech and Signal Processing, to appear April 1993.
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4 Transitions and DoD Interactions

This grant includes a subcontract to BBN, and the research results and software is available to

them. Thus far, we have collaborated with BBN by combining the Byblos system with the SSM

in N-Best sentence rescoring to obtain improved recognition performance, and we have made our

improvements in weight estimation for score combination available to BBN, which will be useful

for their work in segmental neural network rescoring.

The recognition system that has been developed under the support of this grant and of a joint

NSF-DARPA grant (NSF # IRI-8902124) has been used for automatically obtaining good quality

phonetic alignments for a corpus of radio news speech under development at Boston University in

collaboration with researchers at SRI International and MIT. The subset of the corpus that has

been phonetically aligned has been given to Colin Wightman at the New Mexico Institute of Mining

and Technology, and others have expressed interest in obtaining the data. We also have plans to

request support from the Linguistic Data Consortium to use this software to phonetically align the

remainder of the corpus.
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5 Software and Hardware Prototypes

Our research has required the development and refinement of software systems for parameter es-
timation and recognition search, which are implemented in C or C++ and run on Sun Sparc
workstations. No commercialization is planned at this time.
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fn the DARPA Proceedings on Continuous Speech Recognition
Workshop, September 1992.

Continuous Word Recognition Based on
the Stochastic Segment Model*

Mari Ostendorf, Ashvin Kannan, Owen Kimball, J. Robin Rohlicek t

Boston University t BBN Inc.
44 Cummington St. 10 Moulton St.
Boston, MA 02215 Cambridge, MA 02138

ABSTRACT tions currently implemented and used in the September

This paper presents an overview of the Boston University 1992 evaluation. Next, we describe our current approach
continuous word recognition system, which is based on the to modeling context-dependent variation, a recent ad-
Stochastic Segment Model (SSM). The key components of vance in the system based on divisive clustering. We
the system described here include: a segment-based acous- then review the N-best rescoring formalism for recogni-
tic model that uses a family of Gaussian distributions to tion, together with our current approach for estimating
characterize variable length segments; a divisive clustering the weights for score combinations. Finally, we present
technique for estimating robust context-dependent models; experimental results in speaker-independent word recog-
and recognition using the N-best rescoring formalism, which nition on the Resource Management task, and conclude
also provides a mechanism for combining different knowledge with a summary of the key features of the system and a
sources (e.g. SSM and HMM scores). Results are reported
for the speaker-independent portion of the Resource Man- discussion of possible future developments.
agement Corpus, for both the SSM system and a combined
BU-SSM/BBN-HMM system. 2. GENERAL SSM DESCRIPTION

The Stochastic Segment Model (SSM) [1, 2] is an alterna-

1. INTRODUCTION tive to the Hidden Markov Model (HMi\I) for represent-

In the last decade, most of the research on continu- ing variable-duration phonemes. The SSM provides a
ois speech recognition has focused on different varia- joint Gaussian model for a sequence of observations. As-
tions of hidden Markov models (HMMs), and the various suming each segment generates an observation sequence
efforts have led to significant improvements in recogni- Y = [Y1, -. . , YL] of random length L, the model for a
tion performance. However, some researchers have be- phone a consists of 1) a family of joint density functions
gun to suggest that new recognition technology is needed (one for every observation length), and 2) a collection of
to dramatically improve the state-of-the-art beyond the mappings that specify the particular density function for
current level, either as an alternative to HMMs or as a given observation length. Typically, the model assumes
arn additional post-processing step. One such alterna- that segments are described by a fixed-length sequence
tive that has shown promise is the stochastic segment of locally time-invariant regions (or regions of tied distri-
model (SSM). The SSM has some of the advantages of bution parameters). A deterministic mapping specifies
the 11MM, including the existence of well understood which region corresponds to each observation vector.
training and recognition algorithms based on statisti- The specific version used here assumes that framescal methods, and the SSM can borrow from many of Teseii eso sdhr sue htfae
calmetheogis, achevd bye HMs Hanbooweer, m t y of h within a segment are conditionally independent giventhe gaditonal advated that it canever, ac the moe h the segment length. In this case, the probability of athe additional advantage that it can accom m odate m ore s g e t g v n p o e c s t e p o u t o h r b b l t
gcneral features sets and less restrictive probabilistic as- egm entagi one ani the product of th probitsitinpt ions, of each observation Yi and the probability of its (known)

duration 
L:

In this paper, we will overview a continuous word recog- L
nition system based on the SSM, which serves as a test- p(YIa) = p(Y, L[a) = P(Lla) jP(y 3 ia, TL(i)),
bed for further development of this acoustic modeling
formalism. We begin by introducing the general for-
mealism for modeling variable-length segments with a where the distribution used corresponds to region TL(i).
stochastic model, and describing the specific assump- The distributions associated with a region j, p(y1o,j),

"*This research was jointly funded by NSF and DARPA under are multivariate Gaussians. The phone length distribu-
NSF grant number IRI-8902124, and by DARPA and ONR under tion p(Lja) can be either parametric (e.g., a Gamma dis-
ONR grant number N00014-92-J-1778. tribution) or non-parametric; the results reported here



[ F 1 Given phone segmentations, maximum likelihood (ML)
L =4 parameter estimates are computed for the mean and co-

-*-. *variance associated with each region, using all the obser-
"-* ~vation frames that mapped to that region according to

TL. In this work, where initial segmentations were pro-

m =86' 6 0 0 a O • "•o vided by the BBN HMM, only a few training iterations
were needed.

L 12
3. CONTEXT CLUSTERING

Robust context modeling is an important problem in
", ", ; speech recognition in general, but particularly for theelsfo uderereenedcotets T otan obstes

', ', "eters and therefore suffers from poorly estimated mod-
8b '. els for underrepresented contexts. To obtain robust es-

m 8 timates for context-dependent models in the SSM, co-
variance parameters are tied across similar classes [4].

Figure 1: Illustration of mapping from observations to Simple examples of classes for tying include left-context,
distribution regions for m = 8 regions and L = 4 and 12 right-context and hand-specified linguistically motivated
frames, subsets. Recently, we have investigated the use of au-

tomatic clustering techniques to determine the classes
for tying. This approach is motivated by previous workare based on a non-parametric smoothed relative fre- i otx lseig[,6,htdfesfo te p

quency estimate. TL(i) determines the mapping of the in context clustering [5, 6], but differs from other ap-
L-long observation to the m regions in the model. The proaches in that we cluster continuous rather than dis-L-log obervaioncrete distributions, in the specific clustering criterion
function TL(i) in this work is linear in time, exclud- used, and in that the goal of clustering is to determine

ing the initial and final frames which map to the initial classes for covariance parameter tying.

and final regions, as illustrated in Figure 1. This func-

tion represents a slight modification from previous work, Divisive clustering is performed independently on the
where the warping was linear in time for the entire seg- observations that correspond to each region of a phone,
ment. The endpoint-constrained warping yields an 8% with the goal of finding classes of triphones that can
reduction in error over the strictly linear warping. share a common covariance. More specifically, the clus-

The segment model that uses the assumption of condi- tering algorithm is a binary tree growing procedure that
successively partitions the observations (splits a node in

tional independence (given segment length) of observa- the tree), at each step minimizing a splitting criterion
tions can be thought of as a hidden Markov model with a over a pre-determined set of allowable questions. The

poveriaupre-determinedpsetgof allowableequestions.oThe
particular complex topology, or a hidden Markov model questions used here are linguistically motivated, related
with a constrained state sequence. The conditional in- to features such as the place and manner of articulation
dependenc3 assumption has the consequence that the of the immediate left and right neighboring phones of
model does not take full advantage of the segment for- the triphone. To reduce computation and simplify the
malism; it captures segmental effects only in the dura-
tion distribution and the length-dependent distribution individual features; that is, neither compound questions
mapping. However, it has been useful for exploring is- nor linear combinations of features are used.
stues associated with robust context modeling and word
recognition system implementation, which will facilitate An important aspect of divisive clustering is the node
incorporation of acoustic models with less restrictive as- splitting criterion. As we wish to cluster together data
sumptions (e.g. [3]). which can be described with a common Gaussian dis-

h is an tribution, we evaluate a two-way partition of data in aThe parameter estimation algorithm for the SSM ian node according to a likelihood ratio test along the lines

iterative procedure analogous to "Viterbi training" for 7] to choose between one of two hypotheses:

ttMMs, which involves iteratively finding the most likely of[

segmentation and the maximum likelihood (ML) param- * H0 : the observations were generated from two dif-
eter estimates given that segmentation. Given a set of ferent distributions (that represent the distributions
parameters, new phone segmentations for the training of the child nodes), and

data are found using a dynamic programming algorithm

to maximize the probability of the known word sequence. * HI: the observations were generated from one dis-



tribution (that represents the distribution of the ber of covariance parameters (and storage costs) by a
parent node). factor of two.

Define a generalized likelihood ratio, A, as the ratio of 4. N-BEST RESCORING
the likelihood of the observations being generated from FORMALISM
one distribution (Hi) to the likelihood of the observa-
tions in the partition being generated from two different In [9], we introduced a general formalism for integrat-
distributions (Ho). For Gaussians [7], A can be expressed ing different speech recognition methodologies using the
as a product of the quantities ACoV and AMEAN, where N-best rescoring formalism. The rescoring formalism is
both these terms can be expressed in terms of the suffi- reviewed below, followed by a description of the estima-
cient statistics of the Gaussians. AMEAN depends on the tion procedure for the score combination parameters.
means of the distributions while Acov depends on their
covariance-. Since the purpose of clustering is only to 4.1. N-best Rescoring in Recognition
obtain better covariance estimates (the triphone means Under the N-best rescoring paradigm, a recognition sys-
are used directly in recognition), we use only the Acov tem produces the N-best hypotheses for an utterance
factor in the splitting criterion. We define the reduction which are subsequently rescored by other (often more
in distortion due to the partition as -log Acov: complex) knowledge sources. The different scores are

n [l _ combined to rerank the hypotheses. This paradigm of-
- log Acov =W- log P•tlj, fers a simple mechanism to integrate very different types

of knowledge sources and has the potential of achieving
where ng and n, are the number of observations in the better performance than that of any individual knowl-
left and right child nodes with n = nt + nr, tj and edge source [9]. In addition, the rescoring formalism
t, are the maximum-likelihood estimates for the covari- provides a lower cost mechanism for evaluating word
ances given the observations associated with the left and recognition performance of the SSM by itself, through
right nodes, a = , and W is the frequency weighted simply ignoring the scores of the HMM in reranking the
tied covariance, viz., W -t, ! +!!r. We evaluate this sentences.
quantity for all binary partitions allowed by the question
set and over all terminal nodes, and then split the ter- Although the scores from more than two systems can
minal node with the question that results in the largest be combined using this methodology, we consider only
reduction in distortion [8]. two systems here. The BBN Byblos system was used to

generate the N-best hypotheses, and the Boston Univer-
For the context clustering tree, it is assumed that all sity SSM system was used to rescore the N hypotheses.
valid terminal nodes must have more than T, observa- The BBN Byblos system [10, 11) is a high performance
tions, where T, is an empirically determined threshold HMM system that uses context-dependent models in-
to indicate that a reliable covariance can be estimated cluding cross-word-boundary contexts. The HMM ob-
for that node (we use T, = 250, for vector dimension servation densities are modeled by tied Gaussian mix-
29). The tree is grown in a greedy manner until no more tures.
splits are possible that result in valid child nodes. When
the tree is grown, each terminal node has a set of obser- Word recognition by the SSM is performed by rescoring
vations associated with it that map to a set of triphone the candidate word sequences for each sentence hypoth-
distributions. The partition of observations directly im- esis, given a phone/word segmentation from the HMM.
plies a partition of triphones, since the allowable ques- A phone network for the constrained SSM search is cre-
tions refer to the left and right neighboring phone la- ated by concatenating word pronunciation networks and
bels. Each node is associated with a covariance, which then expanding the entire network to accommodate tri-
is an unbiased estimate of the tied covariance for the phone models, so triphone context is modeled across
constituent distributions computed by taking a weighted word boundaries without distinguishing between cross-
average of the separate triphone-dependent covariances. word and non-cross-word contexts. A dynamic program-
During recognition, all distributions associated with a ming search through this network provides the optimum
terminal node share th;s covariance. SSM phone sequence and segmentation, and the desired

new score. The segmentation is constrained to be within
Experimental results indicate that context clustering re- +10 frames (100 ms) of the original HMM segmenta-
suits in a slight improvement in performance over co- tion, allowing for insertion and deletion of phones asso-
variance tying classes given simply by the left and right ciated with alternate pronunciations. The 10 frame con-
phone labels, while at the same time reducing the num- straint was chosen to significantly reduce computation,
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Figure 2: The N-best rescoring formalism, illustrated with the knowledge sources used in this work.

without affecting recognition performance. In addition, training. Note that the error function is piece-wise con-
phoneme-dependent minimum and maximum segment stant over the weight space; a particular ranking of the
lengths constrain the possible segmentations. hypotheses corresponds to a region (cell) in weight space

defined by a set of inequalities that describe a polytope.
Once the N-best list is rescored by the different knowl- In the hope of obtaining a more robust estimate, we
edge sources (such as the SSM), it is reordered according find an approximate center for each of the lowest error
to a combination of the scores from the different knowl- cells and choose the cell with the largest "volume". The
edge sources. In this work, we use a linear combination "center" of a cell is found by: 1) measuring the amount
of "scores", specifically the SSM log acoustic probability, of slack for the different coefficients along the coordi-
the number of words in the sentence (insertion penalty), nate axes such that the weight remains within the cell,
the number of phones in the sentence, and optionally, 2) computing a new "center" that is the midpoint de-
the HMM log acoustic probability, fined by the slacks, 3) moving to the new "center" and

iterating this procedure a few times. The product of the
4.2. Score Combination slacks in the different coordinate directions at the final

N-best rescoring requires estimation of the weights used "center" is an approximate indicator of the "volume" of

in the score combination. Different optimization criteria the cell. Weights which correspond to the final "center"

may be useful for finding the weights, depending upon of the chosen cell are used for combining scores in the

the application. For recognition, where the goal is to test set.

minimize word error, the optimization criterion for score We use the February 89 and October 89 speaker-
combination minimizes average word error in the top independent (SI) test sets to estimate weights that
ranking hypothesis.b Estimation of the weights is an were used to combine scores for the evaluation test set
unconstrained multi-dimensional minimization problem, (September 92). As the error function for male speakers
that we initially [9] approached using Powell's method. differs significantly from female speakers, we estimate
However, we noticed that optimization was sensitive tothe arg nuber f lcalminia i th errr fncton, gender-dependent weights. In [12], where we studied er-
the large number of local minima in the error function, ror function mismatch for different test sets, we recom-
and therefore introduced an alternative procedure [12], mended weight estimation on a large number of speakers

for robust estimates. Therefore, we trained weights on

We begin by evaluating the error function at a large two test sets (February 89 and October 89) for this eval-

number of points in the weight-space, specifically, on a uation. As we shall see from the experimental results,

multi-dimensional lattice spanning the range of proba- test set mismatch is still somewhat of a limitation.

ble weights to determine the set of weights that results
in the best performance for the test set used for weight 5. RM EXPERIMENTS

For speech understanding applications where natural Ianguase Results are reported on the speaker-independent Re-
processing may take the top N sentences in order of their rank, the
generalized mean of the rank of the correct sentence (proposed in source Management task, which has a vocabulary of 991
[9]) is a more appropriate optimization criterion, words. The SSM models are trained on the SI-109, 3990



Wt. Training Test Set SSM HMM SSM+HMM Wt. Training Test Set SSM HMM SSM+HMM
Feb 89 Oct 89 4.4 3.8 3.3 Feb 89 Oct 89 19.2 - 17.5

Feb, Oct 89 Sep 92 8.5 6.7* 7.0 Feb, Oct 89 Sep 92 24.5 23.3* 22.3
Sep 92 Sep 92 7.7 - 5.9 Sep 92 Sep 92 23.5 - 21.7

Table 1: Performance for word-pair grammar case (in Table 2: Performance for no grammar case (in average
average word error percentage). * indicates that weights word error percentage). * indicates that weights were
were trained only on the Feb 89 set. trained only on the Feb 89 set.

utterance SI training set. The training was partitioned mance of our system. These numbers (last row in table)

to obtain gender-dependent models; the specific gender show that degradation in performance is due in part to

used by the SSM in recognition was determined by the weight mismatch. However, our results, like those of oth-

BBN system for detecting gender. The recognition dic- ers, suggest that this evaluation test set is indeed very

tionary is the standard lexicon, with a small number of different from the two test sets that we have used to

words having multiple pronunciations. develop our system.

The BU SSM system uses frame-based observations of 6. CONCLUSIONS
spectral features, including 14 mel-warped cepstra and In summary, we have described the Boston University
their first differences, plus the first difference of log en- continuous speech recognition system and presented ex-
ergy. The segment model uses a sequence of m = 8 mul- perimental results on the Resource Management task.
tivariate (full) Gaussian distributions, assuming frames The main features of the system include the use of
are conditionally independent given the segment length. segment-based acoustic models, specifically the SSM and

In our experiments, we use N = 20 for the N-best list. the N-best rescoring formalism for recognition. The re-

The correct sentence is included in this list about 98% cent developments incorporated in this version of the

of the time by the Byblos system, under the word-pair system, include a new distribution mapping (time warp-

grammar condition. The SSM uses no grammatical in- ing function), the use of divisive clustering for robust and

formation other than the constraints imposed by the efficient context modeling, and a more robust weight es-

BBN N-best hypotheses. The Byblos system uses either timation technique.
the no-grammar condition or the standard RM word-pair Our previous experimental results on the speaker-
grammar for the N-best list generation, independent Resource Management corpus yielded much

Performance of our system on the October 89 develop- lower error rates than we observed for the September 92

ment test set and the September 92 evaluation test set for test set, both for the SSM system and the combined

the word-pair grammar and no grammar case is shown in HMM-SSM system. In assessing the results of the dif-

Table 1 and Table 2 respectively. The results represent ferent participating systems and listening to the speech

the average word error rate in the top ranking hypothe- in the September 92 test set, we feel that the system

sis. The "SSM" system is the BU-SSM system while the result could be improved by robust modeling of pronun-

"SSM+HMM" system uses the HMM scores of the By- ciation variation. Other system improvements that we

blos system in the score combination also. The "HMM" hope to pursue include extension of the clustering al-

system alone includes HMM rescoring to address approx- gorithm to accommodate more complex questions and

imations made in the N-best search and to simplify the a bigger window of context, assessment of the benefits

use of cross-word models in the HMM. of shared mixture distributions, and more effective use
of the segmental framework either through time correla-

The results for the October 89 test set (Table 1) clearly tion modeling [31 and/or segmental features in a classi-
show performance gains associated with combining the fication/segmentation framework [13), and possibly un-
I1MM and the SSM, and this result is among the best supervised adaptation.
reported. However, there was actually a degradation
in performance in combining the two systems for the ACKNOWLEDGMENTS
September 92 test set using the word-pair grammar, in
contrast to our results on other test sets. To see if this The authors gratefully acknowledge BBN, especially
was due to weight mismatch, we optimized weights on George Zavaliagkos, for their help in providing the N
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A COMPARISON OF TRAJECTORY AND MIXTURE MODELING IN
SEGMENT-BASED WORD RECOGNITION
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ABSTRACT a discussion of our results and possible future work.

This paper presents a mechanism for implementing 2. MICROSEGMENT FRAMEWORK
mixtures at a phone-subsegment (microsegment) level The framework consists of two levels: the upper level
for continuous word recognition based on the Stochastic represented by phones and the lower level represented
Segment Model (SSM). We investigate the issues that by microsegments (MS). Each phone-length segment is
are involved in trade-offs between trajectory and mix- divided into a fixed number of MS-sized regions. A
ture modeling in segment-based word recognition. Ex- region is characterized by a set of MS models, each
perimental results are reported on DARPA's speaker- an independent-frame SSM with a fixed number of
independent Resource Management corpus. distributions (multivariate Gaussians) representing a

variable-length sequence of frame-level observations.
The number of distributions (or MS model length) may

1. INTRODUCTION vary across regions but is constant for different MS
In earlier work, the Stochastic Segment Model (SSM) models representing the same region. We use a deter-[1n eharli eer w hork, t toh eatic ble Seg e rntaMo el ( t) ministic linear warping to obtain the MS-level segmen-
[1, 2] has been shown to be a viable alternative to tation within a phone segment, since dynamic segmen-
the Hidden Markov Model (HMM) for representing tation did not lead to improved performance [3] and isvariable-duration phones. The SSM provides a joint much more expensive.

Gaussian model for a sequence of observations. Assum- The equeneo
ing each segment generates an observation sequence of variety of techniques. In [3], the sequence is modeled as

random length, the model for a phone consists of 1) a a first-order Markov chain, an assumption that was also

family of joint density functions (one for every obser- used in this work for CI models. For CD models, how-
vation length), and 2) a collection of mappings that
specify the particular density function for a given ob- ever, the computation was too costly given the minimalsectify lthe part iculladesy, funtion for asgiven obt benefit over independent MS regions. Consequently, for
servation length. Typically, the model assumes that the CD MS system, we represent only marginal proba-

segments are described by a fixed-length sequence of bilities of the microsegment regions, which is equivalent
locally time-invariant regions (or regions of tied distri- to a mixture distribution at the microsegment level.

bution parameters). A deterministic mapping specifies Thus the probability of an observed segment Y given
which region corresponds to each observation vector. Thone p of an asY

A framework has recently been proposed for model- phone a is defined as:

ing speech at the microsegment level (a unit smaller p(Yla) = f -, p jai, ,a)p(a•Pa) (1)
than a phone segment) (3], in addition to the seg- a.
ment and frame level. Initial experiments with context-
independent (CI) phone classification suggested that where Y1 and ai represent observations and MS labels
microsegment models provided a significant gain over respectively for MS region i. The components of the
the standard SSM when both models assumed con- MS mixture are MS models p(Y]lai) and the probabil-
ditional independence of frames given the phone seg- ities p(aija) which serve as mixture weights. In earlier
mentation. In this paper, we modify the microsegment work (3], it was found that tied-mixtures (sharing the
framework for word recognition, extend it to context- mixture components across all phones) produced poor
dependent (CD) modeling using mixture distributions, results, so tied mixtures were not explored here.
and investigate the trade-offs of using more distribu- We implemented three MS systems and compared
tions per microsegment (model length) versus more their performance with the 8-distribution long SSM.
mixture components. We present experimental results The (3,2,3) system used three MS regions in a segment
on the Resource Management task, and conclude with with 3 distributions in the first and last MS region and

To appear in Proc. ICASSP-93 I IEEE 1993



(1.1.1) MS (3.2.3) MSsy m proximation

......... p(Ya) maxp(Y, Aa) ,maxp(aia)p(Yiaia),
A 4

where A represents an MS label sequence for the phone

""i iz- .i"•--4-'" a. (Note that, for the Markov MS label sequence as-r :iL ....... 77 sumption, p(aila) is replaced by p(ailai_.,a) and a
I.., I-... MS-level dynamic programming search is needed.) As

.... ______. we allow for a variable number of microsegment com-ponents per region, choosing the dominant component

(b1) MSSys= of the mixture results in the grammar introducing dif-
fering penalties on phones with different numbers of
mixture components. Therefore, the grammar is used

rm'mrf-i 1"_-' in determining the best MS sequence but left out from
8-di S •LJLJ the segment acoustic probability, i.e.,

____.....___.. UJLJL. p(Yla) - pYiAa) ;t fp(YI la,,a), (2)

Figure 1: Tr.,jectory assumptions (illustrated for one and this algorithm is what is referred to here as

feature) for the SSM and MS systems. Clockwise "Viterbi" recognition. In experiments, it was observed

from top-left, (1,1,1), (3,2,3), (8x1) MS systems and 8- that the grammar probabilities had no effect on recog-

distribution SSM. Mixture components (when present) nition performance.

are shown below the solid line. 4. ESTIMATION OF MS PARAMETERS

2 distributions in the middle MS region. The (1,1,1) Estimation of MS parameters involves estimating
system used three regions with one distribution length means and covariances of their associated Gaussians
each, and the (8xl) system used 8 regions each one dis- and the grammar probabilities for the MS units. We
tribution long. These systems make different assump- first describe the basic procedure and then describe ex-
tions about the modeling of trajectories of features of tensions to context modeling.
speech. The (3,2,3) system assumes that trajectories
move within a region, while the (1,1,1) system assumes 4.1. Basic procedure
trajectories are fixed within a region but has more mix- Since the microsegments do not correspond to any lin-
ture components. The (8xl) system assumes no re- guistic unit, we need to automatically determine and
striction on the trajectories, and has the same form label them in the training database. Training of MS
as 8-distribution SSM except that the distributions are parameters involves the following steps:
mixtures. These trajectory assumptions are schemati-
cally illustrated for one feature in Figure 1. 1. With the phone segmentation fixed, find initial es-

timates of MS models -

3. RECOGNITION (a) Use binary divisive clustering on data to get
initial means and partitions.

Implementation of the recognition search involves a dy- it) means and partitions.

namic programming or Viterbi search at the segment (b) Use K-means to improve partitions and define

level, as for other SSM systems. For the microsegment microsegments labels.

framework, the difference from the standard SSM is (c) Find maximum-likelihood estimates of mix-
the computation of the probability of a segment for a ture components with the partitions found in

o- athesized phone label, which can be implemented 1 (b).
c,.her as a mixture distribution (as in Equation 1) or 2. Use segmental K-means to iteratively improve
approximated by finding the most likely MS sequence. mixture component parameter estimates -
Both methods were investigated here.

The segment probability computation based on the (a) Segment speech with current MS parameters.
dominant mixture components was investigated to re- (b) Find maximum-likelihood estimates of the MS
duce recognition search costs. Under this mode, the parameters with the new segmentation.
search jointly finds the most probable phone and MS
sequence, replacing the probability p(Yla) by the ap- These steps are described in more detail below.

2



Initialization Instead we define context classes by the collection of tri-

Each MS region is initialized independently of other phones at the terminal nodes of the context tree grown
regions. For each m-distribution long MS region, an n- using binary divisive clustering as in [4], but with the

ary tree with one node for each phone is specified. Each generalized likelihood ratio distance measure [5, 6].

node consists of all the observations from the training Once we define context classes to use, we can model
set that map to this particular phone and MS region context using microsegments in different ways and two

according to the deterministic linear warping. To split schemes were evaluated. First, we can retain the CI MS

a node in step 1 (a), K-means clustering with K=2 is alphabet' and estimate models for these labels condi-

performed at the microsegment level (the mean of a tioned on the context classes. In this case, we estimate

cell is of dimension m x k, where k is the dimension of CD models from the MS observations that are assigned
the feature vector), using a Mahalanobis distance and a a CI label according to the training segmentation and

linear time warping to map observed frames to regions also correspond to the specific context class. Alterna-

in the microsegment. A greedy-growing algorithm is tively, we can incorporate information of the context

used to split the node with the maximum reduction classes in the MS initialization process and obtain a

of node distortion. The reduction of node distortion is CD MS alphabet. In this case, the MS tree growing
the difference between the total distortion of the parent procedure is modified to start with a node for each
node and the sum of the total distortions of the two context class for each phone, with observations arising

child nodes, where the distortion of a node is defined as from that specific context class and that MS region.

the sum of length-normalized microsegment distances The tree is grown until we have the desired number of

from the mean. terminal nodes. The rest of the procedure is analogous

The number of terminal nodes is constrained so that to the estimation of CI MS acoustic models.

the number of free parameters are comparable across The current approach to estimating the CD MS al-

experiments. Specifically, for the CI experiments the phabet results in many fewer free parameters than the

number of terminal nodes is equal to three times the context-dependent system based on the CI MS alpha-

number of initial nodes, resulting in three times as bet. In order to compare systems with similar numbers

many parameters as that used in the CI 8-distribution of free parameters, the MS tree growing algorithm was

SSM. After the tree has been fully grown, K-means modified such that the tree is grown beyond the first-

clustering is performed within each phone sub-tree, to level "terminal" nodes (called "covariance nodes" and

obtain better estimates (Step l(b)). The resulting clus- having at least 250 observations to estimate a full co-

ters define the phone-dependent MS alphabet, referred variance) to a second-level set of terminal nodes ("mean

to here as the CI MS alphabet. The means and covari- nodes") based on a lower threshold, i.e. 50 observa-

ances of the observations in the terminal nodes are the tions. The mean nodes now constitute an "extended"

initial estimates for the CI MS models. alphabet and share the covariance of their parent co-
variance node.

Iterative segmentation/re-estimation 5, EXPERIMENTAL CONDITIONS

Once initial estimates for the MS models are available,
a segmental K-means procedure is used to obtain bet- Word recognition with the MS-based SSM is performed
ter estimates. This involves iterating between segment- using the N-best rescoring formalism [2] on DARPA's
ing speech into microsegments using the current MS Resource Management speaker-independent corpus
parameters and finding new maximum-likelihood esti- with the word-pair grammar. Gender-dependent MS
mates for the MS models from the segmented speech. models are trained on the SI-109, 3990 utterance set.

1ligram and marginal probabilities of the MS labels The systems use frame-based observations that include

(p(ailai-1 ,a) and p(aita), respectively) are given by 14 mel-warped cepstra and their first differences, plus
the relative frequencies observed after each segmenta- the first difference of log energy.

tion pass. The bigram probabilities, which are used Development was performed on the February 1989
only for experiments with the 3-region CI MS alphabet, test set and results are also reported on the October

are smoothed with the a priori probabilities. During 1989 test set. The experimental results for the dif-

recognition it was observed that the grammar score is ferent systems using Viterbi recognition are shown in

two orders of magnitude smaller than the acoustic score Table 1. For the CI MS systems, we see that it is bet-
of the microsegments and its exclusion does not affect ter to have more mixture components than mixtures

recognition performance with the Viterbi search. IFor context-modeling experiments, "Cf MS alphabet" refers
4.2. Context Modeling to using the MS labels that were produced from the Cl MS tree.

In the strict sense, this is not really CI as during re-estimation
Context modeling with microsegments is not practical of the models we use context-dependent variants of these labels.
with equivalents of "diphones" or "triphones", since However, we use this nomenclature to differentiate this from the

the alphabet size is much larger than that for phones. "CD MS alphabet" that is introduced later.
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that there is a trade-off in using mixture models and
Average Ward Error (1 ) trajectory models, associated with the level of detail

MS System (8xl (3,2,3) (1,1,1) of the modeling unit (e.g., CI vs. CD), although some
Context-independent 7.8 7.6 7.3 level of trajectory constraints is useful even for CI mod-

CD with CD MS alph. - 6.3 6.5 els. The results support the use of whole segment mod-
CD with CI MS alph.I- 5.8 6.1 els in the context-dependent case, and microsegment-

u Viterbi level (and possibly segment-level) mixtures rather than
Table 1: Performance of the MS systems using frmeleelmitues
recognition on the February 89 test set. The 8- frm-elmites
recognibtion on thievFebruar 8.9% tet se.8% TderIn the "mixture" implementation of recognition, we
distribution SSM achieves 8.9% and 4.8% word error ue Smdl hc eenttanduiga"re

for I ad C modls espctivly n tis tst et. used MS models which were not trained using a "true"
for CI and CD models respectively on this test set. mitrpocdebtwhtesgenaon r-

mixture procedure, but with the segmentation pro-

duced by the dominant component of the best scoring
of sequences since the (1,1,1) system has the best CI mixture, i.e., with a Viterbi-style training. Perform-
performance. On the other hand, for CD systems, it ing mixture training may improve performance further.
is more important to model the trajectory, since the Another possible extension is to further investigate the
(3,2,3) system outperforms the (1,1,1) system. In ad- use of tied microsegment mixtures. Although previous
dition, the 8-distribution CD SSM, which does not use work suggested that tied MS mixtures were not useful,
mixtures and models the trajectories at the segment these results were based on region-dependent mixtures,
rather than the MS level has the best performance. which we have since found are not robust in recent ex-

The initial experiments showed that the CI MS al- periments with frame-based mixtures in the SSM.
phabet gave better performance than the CD MS al-
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