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ABSTRACT

A summary of the results obtained in research sponsored by the Office of
Naval Research under Contract N00014-89-J-1375 and conducted during dhe period
December 1, 1988 to November 30, 1991 is presented. This research investigated
several problems in the areas of spread-spectrum multiple-access techniques for
satellite and mobile radio networks; multiple-access techniques for optical net-
works; and distributed detection, estimation, and data fusion in the presence of sta-
tistical uncertainty and correlated observations.



1. SUMMARY OF RESEARCH

During the nearly three years of the research effort supported by the Office of
Naval Research under contract N00014-89-J-1375, work was carried out in the follow-
ing five areas:
(i) Spread-Spectrum Multiple-Access Techniques for Satellite and Mobile Radio Net-

works
(ii) Multiple-Access Techniques for Optical Networks
(iii) Distributed Detection and Data Fusion in the Presence of Statistical Uncertainty

and Correlated Observations.
In the first area, we evaluated the performance of spread-spectrum multiple-access

systems for use in satellite and mobile radio (including cellular) communications.
Among the issues studied were the broadcast capability of direct-sequence and hybrid
spread spectrum for satellite and mobile radio communications; the accurate assess-
ment of the effect of unequal power levels for frequency-hopped, direct-sequence, and
hybrid spread-spectrum cellular communications; the exact evaluation of the probabil-
ity of capture and of multiple simultaneous receptions in spread-spectrum systems for
the purpose of incorporating them into the analysis of network protocols; and the
developement and performance evaluation of multi-access strategies for integrated
voice/data code-division multiple-access (CDMA) radio networks.

In the second area, we provided the first accurate analysis of coherent random-
carrier (RC) CDMA schemes recently introduced for use in high-capacity optical net-
works; accurate modeling of phase noise and oth_.-r-user interference in such systems
was carried out. The performance of coherent dense wavelength-division multiple-
access (WDMA) schemes was accurately analyzed in the same context. Moreover,
comparisons of WDMA and hybrid of WDMA and CDMA were carried out for high-
capacity optical networks.

In the third area, we derived and analyzed algorithms for robust (optimal
minimax) data fusion for multi-sensor detection systems; distributed multi-sensor
parameter estimation in dependent noise; robust quantization and fusion in multi-sensor
systems for the detection of weak signals in dependent noise; and quantization and
fusion for multi-sensor discrimination for dependent observations.

A detailed description of the progress made in each one of the above areas is
presented in the Sections 2.1-2.3. A list of the publications supported by the ONR
contract, as well as of related publications, is provided in Section 3. The papers in
that list serve as references for Sections 2.1-2.3. Finally, in Section 4 a list of the
Theses and Dissertations supported by or related to the ONR contract is provided.
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2. DETAILED PROGRESS REPORT

2.1 Spread-Spectrum Multiple-Access Techniques for Satellite and Mobile Radio
Networks

Objective
Our objective was to evaluate accurately the capability of spread-spectrum signal-

ing techniques (direct-sequence, frequency-hopping, and hybrid) for use in satellite,
mobile radio, and cellular communication systems. The interface with network proto-
cols (vertical, multi-layer integration) also had to be assessed. Issues of the integration
of voice and data traffic had to be addressed.

Accomplishments
In [2] we studied in detail the broadcast capability of direct-sequence and hybrid

spread spectrum for satellite and mobile radio communications; this work has esta-
blished the theoretical basis for the use of spread spectrum in broadcast and multicast
systems and finds applications in personal communication networks.

In [I I] and [9], we provided the most accurate to date assessment of the effect of
unequal power levels to the performance of frequency-hopped, direct-sequence, and
hybrid spread-spectrum cellular communications. It was quantitatively established that
the rule-of-thumb that frequency-hopped systems suffer less from the near-far problem
than direct-sequence systems do is correct, but, at the same time, frequency-hopped
signals also suffer and have a smaller multiple-access capability than what is theoreti-
cally attainable. Actually, we have shown that the multiple-access capability of
frequency-hopped systems is larger than previously thought. Moreover, in [18] we
analyzed multi-hop cellular radio networks employing frequency hopping.

In [7], we carried out the exact evaluation of the probability of capture and the
rejection of primary other-user interference (i.e., when different users use the same sig-
nature sequence) for direct-sequence, frequency-hopped, and hybrid spread-spectrum
systems. Moreover, in [10] we provided the exact evaluation of the probabilities of
multiple simultaneous correct/incorrect receptions in frequency-hopped spread-spectrum
systems as well as a time-efficient approximation which is valid for a broad range of
system parameters. These results are extremely useful for the design and analysis of
spread-spectrum radio networks, because they enable the (vertical) integration of the
physical, data-link, and network layers of the OSI model by incorporating the probabil-
ities of capture and multiple simultaneous correct receptions into the analysis of net-
work protocols.

In [211, we developed multiple-access strategies for integrating efficiently voice
and data traffic in CDMA packet radio networks. Our protocol uses a movable boun-
dary in the code domain; it accommodates several voice calls simultaneously, while
the data users contend for the remaining (if any) multiple-access capability of the
CDMA channel. This innovative scheme finds applications in both terrestrial (packet
radio or cellular) and satellite (mobile radio) applications. Extensions of this
multiple-access scheme to mixed-media (HF, UHF, and EHF SATCOM channels) and
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hybrid (terrestrial/satellite) networks with integrated voice and data traffic are currently
under investigation.

2.2 Multiple-Access Techniques for Optical Networks

Objective

Our objective was to analyze and design signaling schemes and network protocols
for optical communications. Our emphasis was placed on the accurate modeling of
phase noise and other-user interference in optical multiple-access schemes that employ
coherent detection techniques.

Accomplishments

In [22], we provided the first accurate analysis of coherent random-carrier (RC)
CDMA schemes recently introduced for use in high-capacity optical networks. In this
scheme, coherent optical techniques are employed to exploit the huge bandwidth avail-
able in single-mode optical fibers and are coupled with spread-spectrum direct-
sequence modulation in order to mitigate the interference from other signals (in-band
other-user interference) due to the frequency overlap caused by the instability of the
carrier frequency of the laser, or to potential mistakes in frequency coordination and
assignment. In our work, accurate modeling of phase noise and other-user interference
in such systems was carried out. To evaluate accurately the average bit-error probabil-
ity of RC CDMA scheme, we employed the characteristic-function of the other-user
interference at the output of the optical matched filter. Our evaluation method allowed
the analysis and comparison of binary phased-shift-keying (BPSK) and on-off-keying
(0OK) data modulation schemes. Schemes with time-synchronous or asynchronous
users were analyzed. The analysis was carried out for arbitrary values of the CDMA
spreading gain and number of interfering users, whereas the overall optical fiber
bandwidth remained fixed.

In [27], we extended and completed the work of [22] by analyzing accurately the
performance of two more optical multiple-access schemes that are candidates for use in
high-capacity optical networks: wavelength-division multiple-access (WDMA) schemes
and hybrids of WDMA and CDMA. WDMA schemes appear very promising for pro-
viding maximum bandwidth utilization efficiency in high-capacity optical networks.
However, the instability of the laser's carrier frequency may cause frequency overlaps
of neighboring signals and may degrade the bandwidth utilization efficiency. The use
of CDMA, together with WDMA, can mitigate the other-user interference effects and
restorethe desirable efficiency. In our work, we first analyze accurately the perfor-
mance of pure WDMA schemes with coherent detection in the presence of phase noise
and other-user interference. The characteristic-function technique was used in this
context. BPSK and OOK data modulation schemes were considered, as well as
scenarios with time-synchronous or asynchronous users. These results provide the
first accurate evaluation of dense WDMA schemes. Moreover, our analytical tech-
niques have enabled the evaluation of the performance of hybrid WDMA and CDMA
schemes and their comparison with pure WDMA schemes. It has been shown that for
a fixed optical-fiber bandwidth and number of simultaneous users hybrid
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WDMA/CDMA schemes outperform pure WDMA schemes for a substantial range of
the system parameters.

We have also initiated work on protocols for video, voice, and data integration in
optical multiple-access networks. The schemes under consideration involve fixed-leght
frames with two movable boundaries. The video and voice users make their schedules
in advance by using a preassigned slot. The first portion of the frame is assigned to
the variable-rate video users, while the variable-rate voice users occupy the last portion
of the frame. Data packets fill up the remaining slots between these two movable
boundaries in a random-access contention resolution fashion. The protocol is optim-
ized with respect to blocking probabilities for voice and video, packet dropping proba-
bility for video, and average delay for data. Most of this work was carried out during
B. Ghaffari's (see Section 4) Ph.D. dissertation and will result in a publication that is
currently under preparation.

2.3 Distributed Detection and Data Fusion in the Presence of Statistical Uncer-
tainty and Hostile Interference

Objective

Our objective was to derive and analyze reliable and time-efficient schemes for
the distributed detection, estimation, and data fusion of arbitrary signals from multiple
sensors in environments characterized by correlated sensor observations and uncer-
tainty in the statistics of the dependent noise. Emphasis was placed on robust such
schemes that are easy to implement.

Accomplishments
In [4], we derived optimal minimax robust data fusion schemes for multi-sensor

detection schemes. The sensor observations were modeled as i.i.d. random variables
with probability distributions only known to belong to uncertainty classes determined
by two-alternating Choquet capacities. Optimal schemes for the cases of large number
of sensors and of large number of times the fusion center collects the sensor decisions
were derived.

In [8], the problem of the distributed of a weak non-random location parameter in
additive stationary dependent noise (according to m -dependent, 0-mixing, and p-
mixing models) was addressed. Suboptimal M-estimates employing memoryless non-
linearities were employed by each sensor. The nonlinearities were selected to optimize
suitable performance measures that coupled the estimation procedure of the multiple
sensors. This optimization resulted in having to solve linear integral equations involv-
ing the sensor nonlinearities. For an m -dependent Gauchy noise paradigm we have
established that our multi-sensor estimation schemes outperform the ones that ignore
dependence in sensor observations.

In [24] and [26], several quantization and data fusion schemes based on memory-
less sensor nonlinearities were optimized and their performance was evaluated. In
those schemes, different amounts of information (binary sensor decisions, non-binary
quantized sensor decisions, quantized sensor observations, or unquantized sensor test



statistics) are passed from the sensors to the fusion center and are combined according
to several fusion rules. The sensor nonlinearities and the coefficients of the fusion
rules are optimized with respect to suitable performance measures. Again, linear
integral equations are solved to obtain the optimal nonlinearities. Comparisons of the
performance of our schemes to the ones that ignore dependence in sensor observations
establish the superiority of the former. Similarly, in [25], similar results are obtained
for multi-sensor discrimination between two arbitrary m-dependent or p-mixing time-
series obserbed by multiple sensors.
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Broadcast Capability of Direct Sequence and Hybrid
Spread Spectrum

EVAGGELOS GERANIOTIS, SENIOR MEMBER, IEEE, AND BEHZAD GHAFFARI. STUDENT MEMBER, IEEE

Abstract-Two forms of spread-spectrum signaling: direct sequence each receiver despreads and demodulates one of the trans-
and hybrid (direct sequencelfrequency hopped) are shown to provide milled signals using distinct spread-spectrum codes with-
hip broadcast capability, especially when used in conjunction with out any cooperation from other receivers; and the multi-.forward-error-contrat coding schemes. The broadcast capability is de.

heed a the maximum number of simultaneous distinct messages that pie-access mode (multipoint-to-point), in which several
an be transmitted to distant receivers from a single transmitter at a stations communicate with a single receiver, which eem-

given bit-error-rate. This quantity provides a useful measure of the ploys matched filters to despread and demodulate all or

capacity of hub-to-mobile or satellite-to-earth-station links of corn- some of the transmitted signals either separately (subop-
munieation networks. When bursty data or voice traffic is dominant In timal multireceiver, see 111n-1121), or with some degree
such networks, the above forms of spread-spectrum code-division mul-
tiple-acess (CDNtA) provide a viable alternative to frequency-division of cooperation between the different matched filters (op-
(FDMA) or time-division (TDNIA) multiple-access. timal or near-optimal multireceiver. see 1131-1 14]). In

Different ways of multiplexing the direct-sequence and hybrid sig- both cases, the multiple-access capability of the spread-
nasl are presented which employ distinct carriers, distinct pairs of or- spectrum system is defined as the maximum number of
thogonal carriers, and only two orthogonal carriers for broadcasting simultaneous distinct transmitted signals from indepen-
the different messages. Systems with chip-synchronous signals and sys-
tems with random delays between the signals are considered. The aver- dent stations that can be tolerated in the neighborhood of
iage error probability of all systems is evaluated using the character- a single or multiple receiver, so that the error probability

istle-flnction and Gaussian-opproximation techniques. Besides the for the reception of a particular signal does not exceed a
uncoded systems, systems using Reed-Solomon and convolutional codes prespecified maximum value.
re analyzed. A comparison of the broadcast capability of the different By contrast, the broad•cast iuode of operation, in which

Kheme is presented. several distinct messages or a common message are trans-

mitted simultaneously from a single station to different
I. INTRODUCTION receivers, has not received sufficient attention. In our con-

N the past ten years, spread-spectrum multiple-access ference paper (see 1151), we introduced broadcast direct-
(SSMA) systems have received considerable attention sequence (DS) spread-spectrum systems and presented

in the literature (see [11-1141, which in no way constitute some preliminary results. In this paper, we examine sev-
an exhaustive list). Besides the properties of low detect- eral alternatives of broadcast spread-spectrum systems and
ability (LPI), antijam resistance, and privacy, which are evaluate their broadcast capability, defined as the maxi-
especially desirable in military multiple-access systems, mum number of simnultaneous distinct messages that can
SSMA offers simultaneous channel access without the be transmitted to distant receivers from a single station at
need for time coordination between the different users, a given received bit-error-rate. This quantity provides a
low peak-to-average power ratio (desirable for butsty useful measure of the capacity of hub-to-mobile or satel-
traffic situations) and resistance to frequency-sclective and lite-to-earth-station links in communication networks such
multipath fading. These properties of SSMA are of inter- as the MSAT and the VSAT. When bursty data or voice
est to commercial multiple-access systems like the mobile traffic is dominant in such networks, the above forms of
satellite systems (MSAT) and the very small aperture ter- spread-spectrum CDMA provide a viable alternative to
minal satellite systems (VSAT). FDMA or TDMA multiple access.

Two modes of operation of SSMA have attracted most The system configurations described in our paper rely
attention: the interference channel mode (several point- on minimum synchronization and coordination require-
to-point or paired transmissions, see 111-1101), in which ments; the users do not know each other's sequences and

are not necessarily time-synchronous; the central station
knows the identities of all users; each receiver monitors

Manuscript received March 15. 1939: revised December 29. 1989. This continuously his signature sequence in anticipation of
work was supported in part by the Office of Naval Research under Con- messages transmitted to it. Besides the less strigent re-
t Ns1004-86-K-0013 and N0014-.9-J-1375 and in part by the Systems
Research Center at the University of Maryland. College Park. through the quirements on time coordination, there are several other
National Science Foundation's Engineering Research Centers Program: advantages in using CDMA instead of TDMA or FDMA
NSF CDR 8303012. in the mobile satellite environment. These include 1) the

The authon are with the Department of Electrical Engineering and Sys-
m Research Center. University of Maryland. College Park. MD 20742. use of spread-spectrum with two antennae polarizations

IEEE Log Number 9034778. (instead of only one that can be used with FDMA) be-
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Effect of Worst Case Multiple Partial-Band Noise and
Tone Jammers on Coded FH/SSMA Systems

EVAGGELOS GERANIOTIS, S•ENIOR MIMIUR. IF.FI17

Abstracd-In this paper. we characterize and evaluate the effect of simultaneous multiple partial-band noise or tone jammers
simultaneous'mulliple partial-band iolse or lone jummers and other and other-user interference on a single commnunication link
User Interference on a sihgle conummunicalion link employing frequency- employing FIll/SS signaling, M-ary frequency shift key-
bopped spread-spectrunu (Fil/SS) signaling. Af-ary frequency shift
krying (FSK) modulation uith aneonhereut demodulation, and Reed- ing (FSK) modulation with noncohercnt demodulation,
Solomon coding. For the symbol error probability or I hee systems, we and Reed-Solomon coding. We develop techniques for
derive exact expressinn% in the absence or multiple-access (MA) inter- the evaluation of the symbol error probability-also
ference and light upper bounds in the presence or other-user Interfer- termed symibol error rate (SER)-of these systems. In par-
ante. Although our analytical methods are valid for any number or ticular, we derive 1) exact expressions and tight upper
multiple jasmmers, we restrict our numerical study to the cases of two
and three partial-band noise and lone jammers. bounds for SER whet miultiple partial-band noise or tone

For fixed values of the spectral densities or noise Jammers, or the jammcrs but no other-user interference are present, and 2)
energies per symbol of tone Jammers, we evaluate the worst case frac- 'tight upper bounds on SER when both multiple noise or
-lion of the band that each Jammer should use In order ts maximize the 'tone jammers and other-user interference are present. In
error probability of the FII/SS or FIltSSMA system. For the range Of 'the case of FH/SSMA systems, we can analyze accurately
the signal-to-Jarlmer power ratios examined, multiple nolse air tone
Jammers appear to have no advantage over a single noise or tone jam- the effect of other-user interference with different power
mer or equivalent spectral density or energy per symbol, but achieve levels by extending the results of 191. The expressions for
approximately the same worst case performance by jamming smaller SER can also serve as upper bounds for the bit error rate
fractions of the band. (BER).

Although our analytical methods are valid for an arbi-
I. INTRODUCTION trary number ofjanimers and interfering users, we restrict

E effect of worst case partial-band noise and tone our numerical study to the cases of two and three multiple

T jamming on frequency hopped spread spectrum noise or tone jammers; the numerical study of FH/SSMA
(FH/SS) has been thoroughly studied over thc years. R ef- systems disturbed by a larger number of simultaneousercnces b1e-161 constitute a representative selection of jammers was prohibited by the excessive computationsneeded to evaluate the worst case allocation of fractionsworks that describe FUSS systems operating in the pres-
ence of a single partial-band noise or tone jammer. More- of the band jammed. There is no restriction on the number

over, worst case interference has been identified and sev- of interfering users. Numerical results are generated for
eral error-control schemes have been proposed for both uncoded and Reed-Solonion coded FH/SS and FH/

enabling the FH/SS systems to combat interference. SSMA systems with errors-only decoding. When the
More recently, the combined effects of partial-band spectral densities of the noise jammers or the energies per

noise jamming, other-user interference [also termed mul- symbol of the tone jammers are fixed, we evaluate the
tiple-access (MA) interference), Rician nonselective fad- optimal fraction of the band that each jammer should use
ing, and additive white Gaussian noise (AWGN) were in order to maximize the error probability of the FHl
studied in [8]. A common characteristic of thd work de- SSMA system; this corresponds to a worst case scenario
scribed in [11-161 and 181 is that hostile interference con- from the communicator's standpoint. We also compare the
sists either of a single unmodulated signal, which is performance of multiple noise (or tone) jammers to that
hopped around the targeted frequency band, or of white of a single noise (or tone) jammer, whose spectral density
noise generated in different subbands of the targeted fre- (or energy per symbol) equals the sum of the spectral den-
quency band. A single jamming device generates these sities (or energies per symbol) of the multiple jammers.
signals. 4 Finally, we compare the performance of noise and tone

In this paper, we characterize and evaluate the effect of jammers and assess the effects of other-user interference
on the worst case scenario.

Manuscript received March 14. 1989; revised September 6. 1989. This The paper is organized as follows. Multiple partial-band
wv'k was supported in part by Ihe Office or Naval Research under Con- noise jammers are treated in Section 11 where error prob-
tracts N00014-86-K-0013 and N0O014-89-J-137S and in parn by the Naval abilities are computed exactly (or bounded) for thie single-
Research Laboratory. userand multuser cases in Sections 1l-A and B. respec-

The author Is with the Department of Electrical Engineering and Sys-
tems Research Center. University of Maryland. College Park. MD 20742. tively; this is repeated in Section III for multiple partial-

IEEE Log Number 9034786. band tone jammers. In both sections, the cases of two and
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Spread-Spectrum Revisited: An Analysis Of
the Effect of Unequal Power Levels

EVAGGELOS GERANIOTIS, SPNIOR MFMB[ER, IEEE

Abstract-In this paper we present a new method for the evaluation lured in the evaluation of the error probabilities for FH/SSMA
of the probability of error of uncoded asynchronous frequency-hopped systems.
spread-spectrum multiple-access (FIt /SSMA) communications. For sys- In the performance of FIt/SSMA and hybrid FH-DS/SSMA
tems with binary FSK modulation our method provides an accurate Systcms with M-ary FSK modulation and noncoherent demodulation
approxlmalion and a tight upper bound to the bit error probabilily; for F,(K), the probability of a symbol error, given that K other users

systems with M-ary FSK modulation, it provides tight upper bounds to share the same channel with the user under consideration (desired
the symbol error probabilily. The method enables the compulationslly signal), plays a seminal role. This probability is evaluated as
efficient averaging of the error probability with respect to the delays, follows; if P,(k) denotes the conditional probability of a symbol
phan angles, and data streams of the different users. It relies on the error when hits from k users occur and Ph the probability that any
Integration of the product of the characteristic function of the env, lope particular other user will hit a symbol of the desired signal, then

of the branch or the IBFSK demodulator, which carries the desired Pe(K) is upper bounded by
signal, and of the derivative of the characteristic function of the cave-
lope of the other branch. For suffcient 'frequency separation between K(K) p (I ps2 k - p•)-p(k. k)
the BFSK tones, the new method can achieve any desirable accuracy. k-0

Moreover, the computational effort required for Its evaluation grows
linearly with the number of Interfering users. In the Af-ary case, tight In (1), P,(k) actually denotcs the probability of error when k full
ipper bounds based on the union bound and the results of the binary hits occur. We say that a full hit from an interfering signal occurs
case are derived. when the signal is present in the same frequency bin (slot) for the

The new method allows us to quantify accurately the effect of unequal entire duration of the particular M-ary symbol. Similarly, a partial
power levels on other-user Interference In Fit /SSMA systems for the hit occurs when the interfering signal is present in the same
first time. Comparison of the multliple-access capability of Fil /SS frequency bin for part of the M-ary symbol's duration. The terms
systems without error-control can support (at a given error rate) consid- full and partial hits described above have been used in the relevant
erably many more simultaneous users than previously thought when the literature to mean exclusively hits that occur at the level of the
relative received powers of the users are not significantly different. This frequency-hopping pattern. However, to evaluate the performance
trend Is amplified further for systems with error control. Our results of FH/SSMA systems accurately, one has to distinguish between
Indicate that the Fit / SSMA systems also suffer from the near-far two levels of hits: those occurring at the frequency hopping level

problem, although less seriously than direct-sequence SSMA systems. (on the frequency bins or slots used for frequency hopping) and
those occurring at the level of the M-ary FSK tones (used for
modulating the data); we name the former FI! hits and the ltter
tone hits (refer to Fig. I for a pictorial representation of the various

I. INTRODUCrIoN AND PROBLEM STATEMENT kinds of hits). The probability of an FH hit (full br partial) for an

pREVIOUS research on frequency-hopped spread-spectrum mul- AWGN or a nonselective fading channel and random memoryless

tiple-access systems (FII/SSMA) has not provided exact results hopping patterns is given by 11[ as Ph = (I + I/N,(l - l/q))l/q,
,on the average probability of error, primarily because of the dimf- where N, is the number of M-ary FSK symbols per dwell time and

*.culty in evaluating accurately the conditional probability of error, q the number of frequencies available for hopping. Therefore, (i)

given that a number of interfering signals hit the desired signal. Due provides an upper bound, since it Is assumed that all..H hits that
-to the lack of accurate expressions for the error probability, the occur with probability P, are full FH hits.

effect of unequal power levels of the interftring users-termed the Hard bounds and approximations on P,(k) are available In the'

near-far problem in the context of direct-sequence spread-spectrum existing literature. Specifically in [I], the conditional probability of

(DS/SS) systems-has not been studied. In this paper, we remedy error, given that k users cause full FH hits, was upper-bounded by'

this bituation by deriving accurate approximations and tight upper I due to the difficulty of obtaining more accurate estimates of its,

bounds on the bit (and symbol) error probabilities of the FH/SSMA value; in it, it was assumed that all (FH) hits resulted in symbol

systems that take, into consideration the effect of unequal power errors. Later in [21 and [3], a Gaussian-approximation technique
levels of the interfering signals. In the following, we present a brief was proposed for evaluating the P,(k) of coherent and noncoherent
review of the existing results and identify the difficulties encoun- hybrid FH-DS/SSMA systems. if the number of chips per bit N is

set to 1, these results provide approximations to P,(k) for
FH/SSMA systems. For coherent systems, the accuracy of the

Paper approved by the Editor for Spread Spectrum or the IEEE Communi- Gaussian-approximation technique was checked via a more accurate
cations Society. Manuscript received August 22, 1988; revised January 26, characteristic-function technique. However, for noncoherent sys-
1989. This work was supported in part by the Office of Naval Research tems the accuracy of the Gaussian-approximatlon technique was*
under Contract N00014-86-K-0013, and in part by the Naval Research t
Laboratory. This paper was presented in part at the 1988 Conference of never validated by more accurate results, because there are not any.
Information Sciences and Syslems. Princeton, NJ, March 1988.. - Recently, in [91 an exact expression for the error probability was

The author is with the Department of Electrical Engineering and Systems derived for orthogonal BFSK when there is one interfering user, but
Research Center, University of Maryland, College Park, MD 20742. only simulation was used to evaluate the performance for the case of

I iEEE Log Number 9036350. multiple interfering users.
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Performance of Binary and Quaternary Direct-
Sequence Spread-Spectrum Multiple-Access
Systems with Random Signature Sequences

Evaggelos Geraniotis, Senior Member, IEEE, and Bchzad Ghaffari, Student Member, IEEE

Abstract-The performance of synchronous and asynchronous, Knowledge of the performance of DS/SSMA systems em-
binary and quaternary (with and without offset) direct-sequence ploying random signature sequences is desirable for several
spread-spectrum multiple-access communication systems employ- reasons. First, random signature sequences are often used
lag random signature sequences and arbitrary chip waveforms
Is lavestigated. The average probability of error at the output in an attempt to match certain characteristics of extremely

of the correlation receiver is evaluated using a characteristic- complex signature sequences with a very long period. Second,
function approach for all the above systems. Numerical results are random signature sequences models may serve as substitutes
"presented that illustrate performance comparisons between sys- for deterministic models when the communications engineer
tems employing random and deterministic signature sequences, is given little or no information about the structure of the
synchronous and asynchronous systems, systems with rectangular
or slnewave chip waveform;, and binary and quaternary systems signature sequences to be used in the system. Finally, in cases

with the same data rates and bandwidth. In all cases, the accuracy that the number of active users is very large, the required
of the Gaussian approximation Is also examined, computational effort for evaluation of the conditional error

probability -given the number of interfering users-may
become prohibitive when different deterministic signature se-

I. INTRODUCTION quences are used by the different users. In that case, the
"D IRECT-SEQUENCE spread-spectrum mulliple-access use of random signature sequences in the analysis remains

(DS/SSMA) communication systems have received the only hope for obtaining computable closed-form expres-
considerable attention in the past 10 years (see [11-110]). sions. Networks with large finite '(or even infinite in the
The performance of binary and quaternary DS/SSMA systems limit) populations employing random access schemes coupled

operating over additive white Gaussian (AWON) channels has with DS/SS signaling and hybrid direct-sequence frequency-

been investigated thoroughly both for the average signal-to- hopped (DS-Fli) SSMA systems belong to this class of

noise tato (see [11-[31) and for the average error probability at problems.

the output of the correlation receiver (see [61). Consequently, In the present paper, we evaluate the average probability of
the* results concerning deterministic signature consequences error at the output of the correlation receiver of both binary

.may be deemed complete. By contrast, for binary DS/SSMA and quaternary synchronous and asynchronous DS/SSMA

asynchronous systems employing random signature sequences, systems that employ random signature sequences and arbitrary

the average signal-to-noise ratio at the output of the correlation time-limiled chip waveforms, using an expanded form of the

receiver was evaluated in [ 11 and [4] and only recently bounds characteristic-function method introduced in [6] for determin-

and approximations on the error probability were derived in istic signature sequences. This method, which is based on

[9). In this paper, the characteristic function of the other-user the integral of the characteristic function of multiple-access
Interference for asynchronous binary DS/SSN4A systems with interference, provides an accurate approximation for most

random signature sequences was derived. However, our own cases of interest and its accuracy can be improved (see 16])
work of [81 preceded 191 in the derivation of the characteristic by its combination with a series expansion method.
function of other-user interference for such systems and the The contribution of this paper is three-fold.
actual method of derivation was different than that of 191. 1) The characteristic function of other-user interference in

"Before detailing the contributions of the current paper beyond DS/SSMA systems with random sequences is derived;
those of [9), we provide a justification for the need to evaluate from that we derive the average error probability of the
'the performance of SSMA systems with random sequences. correlation receiver. Our derivation is different from that

" Paper approved by the Editor for Multiple Access Strategies of the of [9] and, as such, is suitale for application to qua-
IEEE Communications Society. Manuscript received March 30, 1989; revised ternary systems with and without offset and extension
August 12, 1990. This work was supported in part by the Office of Naval to coherent hybrid DS-FlI SSMA systems (see (101),
Research under Contracts N(XIot4-89-K-00l3 and NOOOi4.89-i-1375 and in
part by the Systems Research Center at tho University of Maryland, College as well as to broadcast DS and hybrid spread-spectrum
Park, through the National Science Foundation's Enginetring Research Cen- systems (see [11).
ters Program: NSF CDR 8803012. 2) The validity of the random sequences model (which,

The authors are with the Department of Electrical Engineering and Systems
Research Center, University of Maryland, College Park, MD 20742. as explained above, has many desirable features) is

IEEE Log Number 9144549. established by comparing the performance of DS/SSMA
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Probability of Capture and Rejection of
Primary Multiple-Access Interference

in Spread-Spectrum Networks
Mohscn Sorouslinejad, Member, IEEE, and Evaggelos Geraniotis, Senior Member, IEEE

Abstract- The probability of capture is evaluated for the overlaps in time with other packets. The basic mechanism
situation in which several transmitters use the same spread- for capture is the ability of the receiver to synchronize with
spectrum code for the attention of a single receiver. The first stage and lock on to one packet and subsequently reject other over-
In the capture mechanism is that of the acquisition of capture.
In the literature, randomization of the arrival time has been lapping packets as noise (see [41). We consider packet radio

proposed to provide delay capture and the probability of this networks employing receiver-oriented transmission policies.
occurrence has been derived. We are concerned with the second When a node wishes to communicate with another node, it
stage, that of retaining capture in the presence of interference uses the SS code assigned to the intended receiver for its
from contending users. The probability of retaining capture is transmission. In this way, all neighbors of a receiving node
computed via accurate approximations and upper bounds for
direct-sequenee, frequency-hopped, and hybrid spread-spectrum may be competing for its attention and, since all are using the
signaling formats and for different data modulation and demodu- same SS code, collisions occur that may prohibit successful
lation schemes. The calculation of the overall probability of cap- reception altogether. The multiple-access interference (MAI)
ture is carried out for spread-spectrum systems with and without generated during this mode of operation is termed primary
forward-error-control; in the latter case, Reed-Solomon codes, MAI, in contrast to the more frequently encountered other-user
as well as binary convolutional codes, are considered. Finally, when users with different SS codes are
the capability of rejecting primary multiple-access interference interference generated when is tered secodary M:
.in spread.spectrum radio networks is examined by computing transmitting simultaneously, which is termed secondary MAi.
the maximum number of users that may contend for the same Besides SS radio networks with receiver-oriented trans-
receiver, without causing the probability of capture to fall below mission policies, out quantitative results for the probability
some desirable level. It is observed that, in systems employing of capture are also useful for mobile satellite (MSAT) SS
spread-spectrum signaling and forward-error-control coding, the
capture performance follows a graceful degradation rather than radio networks. In some MSAT applications, different starting
a threshold behavior, phases of the same signature sequence (SS code) are assigned

to the various users. Although this is in principle a situation
I. INTRODUCTION characterized by secondary interference, the average error

probability of the typical user is equal to one minus the
N networks employing spread-spectrum (SS) signaling and probability of retaining capture, a quantity evaluated in this

ireceiver-oricnted transmission policies, the capture effect paper.
and the capability of rejecting primary multiple-access inter- Another motivation for our work stems from the need to
ference are important issues. lowever, except for the study of find out if primary interference in SS packet radio networks
the acquisition of power capture considered in [11 and [21 and causes a performance degradation that is graceful or follows a
of delay capture considered in 131, no other quantitative results threshold behavior. The latter capture model was employed in
are available in the literature. This paper presents important the SS packet radio network of [5). However, as we establish
quantitative results on the capture phenomena in SS packet in this paper, capture probability degrades gracefully as the
radio networks. number of primary interferers increases; thus, the threshold

Capture phenomena characterize the ability of a receiver model is not appropriate.
to successfully receive a packet (with nonzero probability), Here we focus on the problem of contention among many
even though rlrt or all of the packet arriving at the receiver transmitters for a common receiver. It is assumed that all

Paper approved by the Editor for Spread Spectrum of the IEEE Communi- transmitted signals have the same received power at the
cations Society. Manuscript received August 19, 1987; revised July 7, 1990. receiver; therefore, the near-far problem is absent from our
This work was supported in part by the National Science Foundation under f WSes"
GnoM ECS-85-16689 and in part by the Office of Naval Research under Con. formulation. When the SS code employed does not repeat
bats N00o14-SW-K-0013 and N4)1=14-89J-1375. This paper was presented within a packet duration, the competing users' packets are
at the 1967 Conference on Information Sciences and Systems, The Johns strongly correlated over each data symbol, if they arrive at a
Hopkins University, March 1987.

K Somushnefad was with the Department of Electrical Engineering and the receiver simultaneously, but pseudoorthogonal, if they arrive
Systems Research Center, University of Maryland, College Park, MD 20742. with a time offset. This property allows the first packet to
He Is now with AT&T Bell Laboraories, Hlolmdel, NJ 07703. . e captured and successfully received, while the others are

I. Genkiotk is with the Department of Electrical Engineering and the
Systems Reeartch Center,. University of Maryland, College Park. MD 20742. rejected as noine with some probability. In general, there is a

IEEE Log Number 9144880. vulnerable period at the beginning of a packet, denoted by T. "
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Multireception Probabilities for
FH/SSMA Communications

Thomias J. KtetscogtltI and 1:vaggelos Geraniotis, Secnior Mlembewr, IELT,

Abstract-Exact c trevions' ftir lthe probahilitics IllI. irn - Ilk) formats, data miodulation schemes, and error-control coding
or i corivct pricLet receptions and tit - I torroneous mes5, (o~t schemnes.
or total k packets conttendinag In a slut, are presented for the Ini this paper we evaluate these quantities for frequency-
ca*st of freqtieticy-hopped spread-siaectruin random-~access slotted hpe n pedsetu ulpeac~ SM)nt

¶ networks enphoiniag ranitnhitt frequency hovpping patterns. Thecse opd(11)sra-pcum uti-act xpessin forA nt
expressions are dillieult to evaluate numerically for values or works. Specifically, we develop ex.c xrsin o
Mn > 3. However. our niometicat analisis indica'tes that under I"(1, tit - Ilk) for F[Il/SSNIA systems with RS encoding and
light traffic coinditioans Ithese prohabilit) values tire very close various types of minimium-distance decoding. These exact
to the ones pros ided by lthe independent receiver operation exp~ressions are valid for all values of 1, tit, and k but are
assumption, under vihich thre distribution or nultireceeptitin obteys difficult to compute numerically, since thmeir computational
the binomial Ianw.I

complexity grows exponentially wsithi too. Numerical results
obtained from these exact e-xpressions are compared with

I. IrtuuuttONA~t PiimitiEt IRNIJLAIONthose obtained via the independence receiver operation
AN important lu~antity in spread-spectrumi radio networks assumptjtioln (IRiA) methiod commonly used in the literaturc
A sthe probability that exactly I out of tie packet tranls- ill, 121. This meLthod assumes that packet errors among

* missions are successful, given th~at k users attempt to trans- different receivers are mutually independent, which greatly
mit their packets simultaneously; this quantity is decnoted'by simplifies the computation. It is established that, for Ili = 2

*PQI, tY - Ilk). The intheger tit denotes the number ot receivers and sit = 31, the independence assumption is valid for a wide
of interest; in most practical situations. it, < k. Specifically, in range of values of the ratio k/q. It is alist) shown that it is valid
problems involking nultircccpltion with a bank of In receivers for all tit under light traffic k/q <~ 1 . Although we conjecture

* at a single location, tire probabiility'ms Itincir that tlse approximation based onl the independence assumption
is sa tisfactory foir all tit > and any val ue of A/ij, additional

P(I. ti - Ilk) fior I = 0. 1, ---. .,n and tit < k work is required it) prove thmis claim.
D~erivations and comparisons are carried out for FIl/SS sys-

describes 'lthe multireceiver performance. Moreover, in prob- tems employing N117SK modulation wvith noncoherentl dcmodu-
lems it which ltme evaltuatioin of the throughput or delay of lation and Reed -Solomion (RS) (i. A, ) forward error-control
various network pitoticuts is desirable (e.g.. 1ll, 121). coding with erasures-only. errors-only, and errors/erasures

minimium-distance 131 decoding. It is assumed that each RS
I~.I~k =I',(I.I:- Il)symbol carries one .1I-ary symbol (i~e.. t = il). that each

FiI dwell time (hop) carries one RS sy-mbiol, and that one RS

(I i,)~A-ik o I t- kcdeword per packet is transmitted. *rle frequency-hopping
patterns of the different users are modeled as random memory-

is required where l.II)denotes tlse probability of any I less hopping patterns 141. Thus, each of qj available frequencies
correct packet receptions out of A simultaneous transmissions. is visited with equal probability and independently of each

Consequently, in practical spread-spectrumi packet radio other during any dwell tinme (hop) by cach user and mutually
networks, there is an undisputed need to evaluate the proba- independent hopping patterns are assigned to distinct users.
bilities MI(. sit - Ilk) and 1P, 0. tit - Ilk) =()P(lCan - Ilk) Thle various users are packet-synchronous but may be hop-
(I = 0, 1, -- smt awal tin < Ak) for different spreading signaling asynchronous; in this context, both hop-synchronous and hop-

asynchronous Fl I/SSMA systems are considered. Also thermal
Paper approed by lthe Foliitur (ti Randtomn Acess~ and Ditf tihuted Commu- noise modeled as additive white Gaussian noise (AWGN) is

n ication Sysienis of the ll;Fl (,,ntnuuioticalit Sticiem). klarascnpt received .
October 26, t1tN9. resiwd Nd'ruji) to,. 1~991. This uork %%as suparuo'ld in Incorporated ito the analysis.
part by the Naval Restarch tat rfattry and in pill by the SýStenas Rc~cuyeh This paper is organized as follows. In Section 11 exact
Center at the Umiterisy lot %tliqlaitd. Ciottuge PaiL, MID, through the National epessions forP(.#-Il)aedrvdfrllcsso

j NSF CD7R 8110)3t1t11 eteaten tEetiil nicrn.Ui interest enumerated above. In Section 111, the approximate
T. J. Ketsettgtoo -Atl ' itti1:N~laa fEorclEsncrn.Ui expressions based (in the independence assumption are citcd.

Wefsily of P61ar)jtojt. O'tutege Prk.L Nl) 220742. Ile is atm 'jth Siem"ns Numerical results and conmparisonq of the two approaches are
Athens, Greece.

E. Geriniotis. in wjitth clt pWritmet lof Electrical LEngineering and lthe presented provided in Section IV. Ini Section V, conclusions
Systems Rescairch ('ettlef. t' ise~ t' %tjtovdniJ. Ciollege Mil.tk Nil) Nm742. are drawn.
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Performance Comparison of Different
Spread-Spectrum Signaling Schemes
for Cellular Mobile Radio Networks

"Molisen Soroushnejad, Member, IElEE, and Evaggelos Geraniolis, Senior Member, IEEE

Abstract-A comparison of different spread-spectrum signal- Before elaborating upon the contributions of this paper, we
lag schemes in a cllular mobile radio network in terms of review thl! most relevant previous work in the area of mobile
throughput and packet error probability is conducted. Bounds SS radio networks. In thc cellular radio network of [11, which
on the bit and packet error probabilities are derived for data
modulation sclhoees ,4sih binary phase shift keying with co- employs P11 signaling, the model of the SSMA interference
herent demodulation and M-ary frequency-shift keying with was not sufficiently accurate, although the effects of varying
noncoherent demodutlatiun. Reed-Solomon coding is employed other-uscr interference power and channel falding have'been
for error-correction purposes. In all cases, the effect of varying taken into account properly. By contrast, the models of [2] take
Interference power (according to some Inverse power of distance) into consideration the FlI/SS modulatiin in% an accurate way,
of the desired signal, of the interfering signals, and of Rayleigh
nonselective channel fading is accurately taken Into account, but leave out the effccts of varying received power and fading

The throughput in Ihe mobile-to-base transmission mode is on other-user interference. This is due to an tipper bound on
evahlated for tile above data modulation, demodulation, and the conditional probability of error, given that one or more hits
forward-error-control coding schemes. Our comparison shows have occurred (see [31), which is indepcndcnt of the recived
that, under the varying interference power model, thie frequency- power of other-user interference. In our own work of [4] we
hopped scheme performs best among all schemes with the same
bandwid:h. Power control mechanisms are required to Improve combine the models of [11 and [2] and provide a detailed
the performance of direct-sequence systems. It has further been analysis of the effects of FII/SS modulation and error control
observed that coding significantly enhances the performance of coding, as well as of varying received power and fading on

the above schemes. oilier-user inlerference. However, the presentation of [4] was

limited to cellular networks employing FIiSS signaling ard

I. INTRODUCTION did not provide a comparison of the performance of diffeient

N mobile cellular radio networks employing spread- SS signaling schemes.

.spectrum (SS) signaling, the effect of the varying In this paper, we complement and enhance the results of

received power levels due to interfering signals is a (1], [21, and [41 by providing a precise characterization of

major issue determining system performance. Although the multiuser interference for DS and hybrid FII-DS signaling'in

literature on spread-spectrum multiple-access (SSMA) systems cellular mobile radio networks, and compare the performance

(see references) provides the average error probability of of these schemes in- terms of throughput and packet.error

frequency-hopped (F71), direct-sequence (DS), and hybrid probability. The results presented in our paper differ. from

(FII-DS) SSMA systems under a variety of operating the ones given in [I in two ways. First, we base our results

scenarios, no accurate evaluation of the effects of varying on a communication system approach. while in [1] theMA
power interfering signals is currenlly available. A comparison protocols are analyzed in an information theoretic manner.
of the performance of the various SS signaling formals in this Second, the comparison in [1] is between the traditional
context has not been undertaken either. Moreover, although DS frequency-division multiple-access (FDMA) protocol and the

systems are known to suffer more from the near-far problem slow frequency-hopped (SFH1) system, while the comparison

than FH systems, no accurate quantification of this difference in our paper is among different code-division multiplexing

"Ais available for cellular networks. Our paper is motivated by schemes. This paper also extends our previous work of [4]

these two issues. in three direclions. First, for cellular networks employing
M U FII/SS, an accurate analysis of the bit error probability.of•Paper approved Ivy the Editor for Spread Spectrum or the IEEE Commu- nochrn BFS deouainiCefre ae h.h
noncoh rent BFSK demodulation is performed based on the

nicationa Society. Manuscript received April 15, 1989; revis.d August 15,
1990. Thl work was supporfed in part by the Office of Naval Research under recent results of [ 11]; Ihis completes and validates the results
Contract and N00014-89-J-1375 and In part by the Systems Research Center Of [4). Second, cellular networks employing DS/SS and hybrid
at the University of Maryland, College Park, through the National Science FH-DS/SS modulation schemes are analyzed in detail. Third,
Foundation's Engineering Rcsearch Centers Program: NSF CDR 8803012. h S sgang

M. Soroushnejad wa, with the Department of Electrical Engineering and
Systems Research Center University of Maryland College Park, MD 20742. schemes is compared for a cellular network environment under
Ite is now with the AT&T [Bell Laboratories, llolmdcl NJ 07703. a common bandwidth allocation.

E. Geraniotis is with the Department or Electrical Engineering and Systems
Research Center 1tniveraiiy of Maryland College Park, MD 20742. In a cellular radio network employing DS or hybrid sig-

IEEE Log Number 91Irn(WN. naling and forward-error control (FE'C) coding, the bit and
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MULTI-ACCESS STRATEGIES FOR

AN INTEGRATED VOICE/DATA CDMA PACKET RADIO NETWORK

Mohsen Soroushnejad and Evaggelos Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

The problem of voice/data integration in a random-access radio network employing the
A.LOHA protocol in conjunction with retransmission control is investigated. Code-division
multiple-access (CDMA) is used as a suitable modulation in a radio environment to decrease
the effect of multiple-access interference. Multi-access control strategies are introduced which
take advantage of the multiple-access capability of the CDMA channel to accommodate several
voice calls simultaneously, while the data users contend for the remaining (if any) multiple-
access capability of that channel. The retransmission probabilities of the backlogged data users
are updated based on estimates of data backlog and number of established voice calls, which
are obtained from the side information about the state of channel activities. A two-dimensional
Markovian model is developed for the voice and data traffic, with the data backlog and number
of established voice calls representing the state of the system. Based on this model, the voice-
call blocking probability, the throughput of both traffic types, and the delay of the data packets
are evaluated and the tradeoffs between the parameters of different traffic types are quantified.
It is observed that by taking advantage of multiple-access capability of the CDMA channel in
the control of data traffic, we may achieve movable-boundary channel access in the code
domain.

This research was supported in pan by the Naval Research Laborstory, Washington D.C., in part by the Office of Naval
Reearch under contract N00014-89-J-1375. and in part by the Systems Research Center at the University of Maryland, College
PULk



PERFORRMANCE OF CELLULAR FREQUENCY-iIOPPED SPREAD-SPECIRUM

RADIO NETWORKS

Jeffrey W. Cluck and Evaggclos Gcraniotis

Abstract

We characterize multiple-acccss interference for cellular mobile networks, in which users

are assumed to be Poisson-distributcd in the plane and employ frequency-hopped spread-

spectrum signaling with a transmitter-oriented assignment of frequency-hopping patterns.

Exact expressions for the bit error probabilities are derived for binary coherently demodulated

systcms without coding. Approximations for the packet error probability are derived for

coherent and noncoherent systems and these approximations are applied when forward-error-

control coding is employed. In all cases, the effects of varying interference power are accu-

rately taken into account according to some propagation law.

Numerical results are given in terms of bit error probability for the exact case and

throughput for the approximate analyses. Comparisons are made with previously derived

bounds and it is shown that these tend to be very pessimistic.

This research was supported in part by the Naval Research Laboratory, Washington, DC, and
in part by the Office of Naval Research tinder contract N00014-89-J-1375.



ANALYSIS OF COHERENT RANDOM-CARRIER CODE-DIVISION MULTIPLE-ACCESS

FOR HIGH-CAPACITY OPTICAL NETWORKS

B. Ghaffari and E. Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD. 20742

ABSTRACT

In this paper we provide an accurate analysis of the performance of a random-carrier (RC)
code-division multiple-access (CDMA) scheme recently introduced for use in high-capacity optical
networks. According to this scheme coherent optical techniques are employed to exploit the huge
bandwidth of single-mode optical fibers and are coupled with spread-spectrum direct-sequence
modulation in order to mitigate the interference from other signals due to the frequency overlap
caused by the instability of the carrier frequency of the laser, or to the mistakes in the frequency
coordination and assignment.

The average bit error probability of this multiple-access scheme is evaluated by using the char-
acteristic function of the other-user interference at the output of the matched optical filter. Both
phase noise and thermal noise are taken into account in the computation. Time-synchronous as
well as asynchronous systems are analyzed in this context. Binary phase-shift-keying (BPSK) and
on-off-keying (OOK) data modulation schemes are considered. The analysis is valid for arbitrary
values of the spreading gain and the number of interfering users. The performance evaluation of RC
CDMA establishes the potential advantage in employing hybrids of wavelength-division multiple-
access (WDMA) and CDMA to combat inter-carrier interference in dense WDMA systems.

This research was supported in part by the Office of Naval Research under contract N00014-
89-J-1375 and in part by the Systems Research Center at the University of Maryland, College
Park, through the National Science Foundation's Engineering Research Centers Program, NSF
CDR 8803012.
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COMPARISON OF WDMA AND HYBRID WDMA/CDMA FOR

THE MULTIPLEXING OF OPTICAL SIGNALS

B. Ghaffari and E. Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland

College Park, MD. 20742

ABSTRACT

In this paper, we first provide an accurate analysis of the performance of coherent dense
wavelength-division multiple-access (WDMA) schemes introduced for use in high-capacity optical

networks. In this analysis, the effects of interference from other signals due to the frequency overlap

caused by the instability of the carrier frequency of the laser, or to mistakes in the frequency

coordination and assignment, are taken into account. Phase noise and thermal noise are also

taken into consideration. Dense WDMA is then coupled with spread-spectrum direct-sequence

modulation in order to mitigate the effect of the interference from other signals. The performance

of this hybrid of WDMA and code-division multiple-access (CDMA) scheme is also analyzed and

compared to that of pure WDMA.

The average bit error probability of the dense WDMA and WDMA/CDMA schemes is eval-

uated by integrating the characteristic function of other-user interference at the output of the

matched optical filter. Time-synchronous, as well as asynchronous systems, are analyzed in this
context. Binary phase-shift-keying (BPSK) and on-off-keying (OOK) data modulation schemes

are considered. The numerical results provided in this paper quantify accurately for first time

the multiple-access capability of dense WDMA schemes and the advantages offered by employing

hybrids of WDMA and CDMA.

This research was supported in part by the Office of Naval Research under contract N00014-

89-J-1375 and in part by the Systems Research Center at the University of Maryland, College

Park, through the National Science Foundation's Engineering Research Centers Program, NSF

CDR 8803012.
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Robust Data Fusion for Multisensor
Detection Systems

EVAGGELOS GERANIOTIS, SENIOR MEMIBER, ir-t , AND YAWGENG A. CI IAU, S'tl )I Ni MEMIIIJR

.Abstrac-Mlnlmax robust data fusion schemes For mulilsensor detec- uttsion center) decides whether to stop or make a decision.
tion systems with discrete-lime observations characterized by statistical In [41 it was established that, when a fusion center was
uncertainty are developed and analyzed. The observations are assumed
to be LI.d and the decisions of nil sensors Independent, when condl- employcd to make the final decision and the number of
Honed on either of the two hypotheses. The probability distributions of sensors large, equal thresholds can be used without arty
the sensor observations are only known to belong to uncertainty classes loss of optimality for the block fusion rule; not similar
determined by 2-alternatlng Choquet capacities. Block, sequential, and result for the sequential fusion rule was derived, It was
aerial fusion rules are considered. The performance measures employed proved in a recent paper [20], that for the fusion' rule of
and made robust with respect to the uncertainties Include the error fixcd sequential decisionmaking, the local sensor deci.
probabilities of the hypothesis testing problem in the block fusion case
and the error probabilities and expected numbers of samples or sensors sions were optimized by employing likelihood ratio tests
In the sequential and serial fusion cases. For different sensor observ,- on their individual thresholds. In [7] a serial fusion rule
lion statlstics,'the minimax robust rusion rules are derived for two that combined the decisions of previous sensors with the
asymptolic cases of interest: a) wkhen the number of sensors Is large and current observation from the last sensor was considered.
b) when the number of times the fusion center collects the local (sensor) I
decisions Is large. Moreover, for the case of identical sensor observation

statistics and a large number or sensors, It Is shown that there is no loss tions were assumed to be completely known a priori, an
in optilmality, If local tests using likelihood ratios and equal thresholds assumption not always satisfied in realistic situations in
are employed In the sequential fusion rule. in all situations, the robust which only partial or incomplete knowledge of the statis-
decision rules at the sensors and the fusion center are shown to make tics may be available. In our own work of [8] we addrcssL..d
use of IlI-.elihood ratios and thresholds that depend on the least- the problem of minimax robust distributed detection with-
favorable probability distributions of the uncertainly class describing

"the statistics of sensor observations. out a fusion center for general uncertainty classes charac-
terized by 2-alternating Choquct capacities. There the
two sensors coordinated their decisions to jointly optimize

1. INTrRODUCTION a common cost function, and that was done so as to
a data guarantee a minimum level of acceptable performance

.:D tems have recently attracted considerable attention within the uncertainty class.
In this paper, we consider several problems of data

(s 1]-[7], and [201), as they are used in many problems fusion from sensors with observations experiencing statis-
of practical interest. In [11 it was shown that the optimal tical uncertainty and design robust fusion rules and localscheme of distributed detection with a fixed fusion rule decision schemes for the sensors, which guarantee accept-
"involves using likelihood ratio tests at the sensors for local able performance levels despite the uncertainty. The de-
"decisions with dependent thresholds that satisfy coupled sign philosophy is that of inimax robustness, meaning
equations. In [3] the thresholds of the local decisions were that we derive the best combination of local-decisions and
held fixed and the fusion rule was optimized. In [5] and fusion-role for the least-favorable (worst-case) situation
[61 the combined problem of optimizing both the fusion presented by the statistics of the observations in the
rule'and the local decisions was addressed. Sequential assumed classes; if this robust scheme guarantees a de-
decisionmaking was considered in [2], [41, and [20]. In [21 sired level of performance under worst-case conditions,
the cost consisting of the Bayesisan risk and the expected then for all other situations in the unceirainty class its

simple :size was optimized, and each sensor (not the performa ll be better.
7, performance will be better.

"l--. p' r.ceved 27, 189reiseNThis paper makes two primary contributions. The first
"wornwasanpt rucepred April 27, 1989; revised November 6, 1989. This is the individual robustification of the three fusion rules,work was supported in part by the orrice of Naval Research under.
contracts N00014-86-K-10013 and N00014-89-J-1375 and in part by the (block, sequential, and serial described next) to the uncer-
Systems Research Center at the University of Maryland, College Park, tainties in the sensor observations" described in the previ-
through the National Science Foundation's Engineering Research Cen-
ters Program: NSF CDR 88030112. This work was presented at the 1935 Ous paragraph, which constitutes a desirable extension of
Conference on Information Sciences and Systems, Princeton University, the well-known theory of minimax robustness from
Prdnceton, NJ, March 1988. single-detector systems to multisensor detection systems
: lThe authors are with the Department of Electrical Engineering, (see [9]-[14). The second is the evaluation of the perfor-
Uiniversity of Marylahd, College Park, MD 210742.
IEEE Log Number 9037506. mance of the three fusion schemes for tie cases of a) a
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Distributed Multisensor Parameter Estimation
in Dependent Noise

Yawgeng A. Chau and Evaggelos Geraniolis, Senior Member, IEEE

Abstmcf- The prolenm of distributed estimation of a weak rate is high or the distributed estimators (sensors) are relatively
nonrandom location parameter 0 in additive stationary depen- close to each other geographically, the sensor observations
dent noise is addressed. We consider multisensor configurations arc individually dependent and also dependent across sensors.
with and without a coordinator. Dependence in the sensor ob-
senations is described boy in-dcpendent, #n-mixing and p-mixing Suitable consideration and incorporation of this dependence
models. Two cases of interest are addressed: I) tlhe one in which in the distributed estimation algorithms is expected to provide
sensor observations are dependent across time but independent considerable gains in the performance over the schemes that
across sensors and il) the one in which sensor observations are ignore the dependence.
dependent across both time and sensors. Because high-order In this paper, we address two problems of distributed
statistics of dependent observations are generally difficult to
characterize, maximum-likelihood estimates may be impossible estimation of a location parameter in dependent noise across
to derive or to Implement. Instead, suboptimal Al-estimates time and/or sensors: i) distributed estimation without a coor-
Of= 1.2..-.,K) are employed by the K sensors, which dinator (fusion center) and ii) distributed estimation with a
N Xcoordinator.

solve = 9 - 0 where x)k)(i = 1.2.I.N) Before describing the two distributed estimation schemes,

and gk('), respectively, denote the sensor observations and mem- we discuss the model for the sensor observations. The de-
oryess monlinearities. pendent sensor observation sequences are assumed to be

The sensor nonlinearities gk are chosen so as to minimize the stationary and are modeled as in-dependent, 4i-mixing, or p-
appropriate cost functions. In the absence of a coordinator, the mixing sequences. The tulorials 151 and [6] provide detailed
common cose function consists of the sum of the mean square

k) ohdescriptions of these models and of the associated center limit
errors (MSEs) of the indioidual sensor M-estimates ON and theorems.
the mean square of their pairwise differences. In the presence It is well known thai, in centralized (single sensor) estima-.
of a coordinator, the cost function is the MSE of its estimator
*N formed as the maximum-likelihood estimate of 0 based lion problems, the estimate of a location parameter is obtained
on the Individual sensor M-eslimales. Minimizing the above by optimizing a particular nonlinear function (likelihood func,,
cost functions yields the optimal sensor nonlinearities Sk as lion or mean square error) of the observations. Ihowcver, when
solutions of linear integral equations. Numerical examples for there is dependence in the observations of the type discussed in
stationary m-dependent Cauchy noise are provided in support of the previous paragraph, maximum-likelihood (ML) estimatos
our analysis; they provide a comparison of the various estimationschemes and establish that our schemes outperform the ones that are typically impossible to derive or too complex to implement.
Ignore dependence in sensor observations. Therefore, in our problem, which is characterized by strong

dependence in the individual sensor observations or across.
sensors, we use the class of estimators intriduced by Iluber

I. IN'rtot)UCTION in 171; however, the selection of the nonlinearities involvedD ISTRIBUTED estimation has attracted considerable at- in these estimators is performed on the basis of multi-sensor
tention in recent years (see 111-141). However, neither coordination.

the dependence in the observation sequence of each individual The estimators of 171, termed Al-estimators, involve ad-
sensor, nor the cross-dependence in the observation sequences ditive functionals of nonlinear functions Spk(') Ifor k =
of different sensors have been taken into consideration in pre- 1, 2, - . -, Kj with derivatives gr(-). The scnsor estimate ^(M)

vious work. In many practical situations, where the sampling is obtained by solving the equation

Papa approved by the I"ditor 1rwo Randomn Access and Distributed Commu-
nication Symtems of the WiEE Ci Cmmunicalions Society. hianuscripli received A'
February 25. 19'rn. This wink wa. supplnecd in part bn he Ol of Navalg. N
Research under Contiact NI11II4-494--1373. and in part by the Sysmems /

Research Center at the Unisersaity of Maryland. ('ollege Park. WID. through the
Natoa Science FoindJaiwn's Engineering Rc.•ach Centers Progiam under
Grka NSF CDF WI0041A2. where X.') denotes the ith observation (i = 1,2,-..,N)

V. A. Cha. was with the I)epanrment of Elctrical Engineering and Systems
IReseurch Center, University of hI.!)land. College Park. MD 20742. fit is collected by the kth sensor from a group of K sensors. Of
now with the Dopaflmnin of -lIteci'al EngiinverinS. Yuan-Ze Inaitute of interest here is the asymptotic case of a large common sample
Teehtolop, Taiwan. R.O.C. size N, since the location parameter 0 > I) is assumed to

E. Gesaliulis is wilh the I.'parlnmcnt of Electrical Engincering and Systems
.Reearch Center, ULniver.it) id Mhar)land. (College Pak. MI) 211742. h very small in amplitude, which makes large sample sizes

IEEE LOS Nunkcr 91111,2'o7. necessary in order to guarantee acceptable performance.
ImM ft~77X• 92SI13.NI 0 1942 1E1.



ROBUST DISTRIBUTED DISCRETE-TIME

BLOCK AND SEQUENTIAL DETECTION IN UNCERTAIN ENVIRONMENTS

Evaggelos Geraniotis

Departnent of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

Two detectors making independent observations must decide which one of two

hypotheses is true. Both fixed-sample-size (block) detection and sequential detection are con-

sidered. The decisions are coupled through a common cost function which for tests with fixed

sample size consists of the sum of the error probabilities while for sequential tests it comprises

the sum of the error probabilities and the expected sample sizes. The probability measures

which govern the statistics of the i.i.d. observations belong to uncertainty classes determined

by 2-alternating capacities.

A minimax robust (worst-case) design is pursued according to which the two detectors

employ fixed-sample-size tests or sequential probability ratio tests whose likelihood ratios and

thresholds depend on the least-favorable probability measures over the uncertainty class. For

the aforementioned cost function the optimal thresholds of the two detectors turn out to be cou-

pled. It is shown that, despite the uncertainty, the two detectors are thus guaranteed a

minimum level of acceptable performance.

Ibis uch was supporte in pun by the Office of Naval Research under contracts N00014-86-K-0013 and N0001449-1-
1375 and in pan by the Systems Research Cener a the University of Maryland. College Park.
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DISTRIBUTED DETECTION FROM MULTIPLE SENSORS WITH CORRELATED OBSERVATIONS

Yawgeng A. Chau and Evaggelos Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

We address two problems of distributed multi-sensor detection without a fusion center
with dependent observations across time and sensors. In the fim problem, the observation
sequence of each sensor consists of a common weak signal in additive stationary dependent
noise; the objective of the sensors is to cooperatively detect the presence of the weak signal. In
the second problem, the observation sequences of each sensor under the two hypotheses are
arbitrary stationary dependent sequences; the objective of the sensors is to cooperatively
disrciminate between the two hypotheses. The dependence in the observations across time and
sensors is modeled by mr-dependent, *-mixing, or p-mixing processes.

For both the weak-signal detection and the discrimination problem the performance of the
two-sensor configuration is measured by an average cost, which couples the decisions of the
sensors. The analysis and design are based on a common large sample size. The design criteria
for the test satistics of the sensors, which constist of sums of memoryless nonlinearities, are
established by using an approximation to the asymptotic rate (obtained via the large deviations
principle) of the error probabilities involved in the average cost. The optimal nonlinearities are
obtained as the solutions of linear coupled or uncoupled integral equations involving the
univariate and bivariate probability densities of the sensor observations. Numerical results
based on simulation are provided for specific cases of practical interest; they establish that the
performance of the proposed schemes is superior to the one which ignores the dependence
across time and/or sensors, for each one of the two detection problems.

Ibissh was spponed in par by the Office of Naval Research under contfact N00014-49-J-1375 and in pan by the
Syms Reaich Cener at dhe Univenity of Maryland, Coftlee Putaw, thfough he National Science Foudaon's Enginafn
Reaseu Cwmse Pragrn: NSF CDR $803012.



QUANTIZATION AND FUSION IN MULTI-SENSOR SYSTEMS

FOR THE DETECTION OF WEAK SIGNALS

Yawgeng A. Chau and Evaggelos Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

A class of problems involving quantization and data fusion in multi-sensor detection sys-
tems is addressed. The observation sequence of each sensor consists of a common weak signal
in additive stationary dependent noise; the objective of the fusion center is to detect the pres-
ence of the weak signal. We consider two cases: in the first, the samples of the noise sequence
of each sensor are dependent but the noise sequences of different sensors are mutually indepen-
dent; in the second, the noise sequences are dependent across time and sensors. The depen-
dence in the sensor noise samples is modeled by m -dependent, 0-mixing, or p-mixing
processes. The fusion schemes considered are: (i) forming test statistics at the sensors by pass-
ing the observations through memoryless nonlinearities, summing them up, and then combining
linearly the sensor test statistics at the fusion center without previous quantization; (ii) quantiz-
ing (memorylessly) each sensor observation and then applying again a linear fusion rule (LFR).

To guarantee high-quality performance, a common large sample size is employed by each
sensor and an asymptotic analysis is pursued. By maximizing the Asymptotic Relative
Efficiency (ARE) of the fusion center, design criteria (consisting of extensions of the efficacy
functional to the multi-sensor case) are developed for deriving the optimal sensor nonlinearities
and quantizers used in the LFR. These nonlinearities are obtained as the solutions of linear
coupled or uncoupled integral equations involving the univariate and bivariate probability den-
sities of the sensor observations. Numerical results based on simulation are presented for the
detection of a weak signal in additive dependent Caucy noise; the relative performance of the
quantization/fusion schemes described above is compared and their superiority to schemes that
ignore dependence across time and/or sensors in sensor observatiois is established.

his uauh was mpoein pnm by the Office of Naval Research under contact N0001449-J-1375 md in pan by the
Sysum Resamh Cauer at dbs Unimsuy of Muy, nd. Cokle Pat, through the Nati• l Sciemce Foundation's Enering
Rmo&l Ca0 PraSm: NSF CDI NMOIOI



MULTI-SENSOR CORRELATION AND QUANTIZATION IN DISTRIBUTED DETECTION SYSTEMS

Yawgeng A. Chau and Evaggelos Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

Problems of multi-sensor correlation and quantization in distributed systems with a fusion
center used for the detection of weak signals in mr-dependent or mixing stationary noise are
addressed. Two models are considered for the correlation in the sensor observations: (a) the
samples of the noise sequence of each sensor are dependent but the noise sequences of
different sensors are mutually independent; and (b) the noise sequences are dependent across
time and sensors. The fusion schemes introduced and analyzed are: (i) forming test statistics at
the sensors by passing the observations through memoryless nonlinearities, summing them up,
comparing to a threshold and then trasmitting the binary decision to the fusion center which
makes the final decision according to a majority rule; (ii) forming the sensor test statistics as in
(i) and quantize them to a number of levels before transmitting the non-binary information to
the fusion center where the information from the various sensors is combined linearly and
compared to a threshold

To achieve high-quality performance, a common large sample size is employed by each
sensor and an asymptotic analysis is pursued. Approximations to the asymptotic rate of the
error probability of the fusion center [for fusion scheme (i)] and to the deflection criterion [for
fusion scheme (ii)] are derived and from them suitable performance measures are developed,
whose maximization yields the optimal sensor nonlinearities and quantizers for the above
fusion rules. These nonlinearities are obtained as the solutions of linear coupled or uncoupled
integral equations involving the univariate and bivariate probability densities of the sensor
observations. The performance of the quantization/fusion schemes described above is compared
via simulation for the detection of a weak signal in additive p-mixing Caucy noise. The
superiority of the fusion rules introduced in this paper to schemes that ignore dependence
across time and/or sensors in sensor observations is established.

71& ruesarch was suqpcnad i pan by the Office of Naval Reseemah under contrac N00014-89-J-1375 end in pon by thc
Symsems Reauah Center a the Univenity of Maryland, College Park, through the National Science Foundation's Engseng
Reiaeca CAurs Prolpan: NSF CDR 330012.



QUANTIZATION AND FUSION FOR MULTI-SENSOR DISCRIMINATION

FROM DEPENDENT OBSERVATIONS

Yawgeng A. Chau and Evaggelos Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

Schemes for quantization and fusion in multi-sensor systems used for discriminating
between two sequences of dependent observations are introduced and analyzed. The observa-
tion sequences of each sensor under the two hypotheses are arbitrary stationary dependent
sequences that can not be modeled as signal in additive noise; the objective of the fusion center
is to disroiminate between the two hypotheses. These observation models are well motivated by
practical multi-sensor target discrimination problems. Two cases are considered: in the first, the
observation sequences of the sensors are individually dependent but jointly mutually indepen-
dent; in the second case, the observation sequences are dependent across both time and sensors.
The dependence in the observations across time and/or sensors is modeled by mr-dependent, )-
mixing, or p-mixing processes. The following four quantization/fusion schemes are considered:
(a) forming test statistics at the sensors by passing the observations through memoryless non-
linearities, summing them up, and fusing these test statistics without previous quantization; (b)
quantizing uniformally (with equidistant breakpoints) each sensor observation and then fusing;
(c) quantizing optimally each sensor observation and then fusing; and (d) using the sensor test
statistic of (a) to make binary decisions and then fusing the binary decisions. To guarantee
high-quality performance, a common large sample size is employed by each sensor and an
asymptotic analysis is pursued. Design criteria are developed from the Bayesian cost of the
fusion center for deriving the optimal memoryless nonlinearities of the sensor test statistics and
the sensor quantizer parameters (quantization levels and breakpoints). These design criteria are
shown to involve an extension of the generalized signal-to-noise ratio used in single-sensor
detection and quantization. The optimal nonlinearities and quantizers are obtained as the solu-
tions of linear coupled or uncoupled integral equations involving the univariate and bivariate
probability densities of the sensor observations. Numerical results based on simulation are
presented for specific cases of practical interest to compare the relative performance of the four
quantization/fusion schemes described above and to establish their superiority to schemes that
ignore the dependence across time and/or sensors in the observations.

tis mrearch was supported in pan by the Office of Naval Research under contract N00014-S9-J-1375 and in pan by the
Syssens Research Center at the University o( Maryland, College Park. through the National Science Foundation's Engineering
Rmeamdh Centers Program: NSF CDR 8803012.
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work; for example, we did not treat the high robustness to Robust Matched Filters for Noise Uncertainty

channel errors, which is one of the typical properties of most Within Two Alternating Capacity Classes

versions of the stack algorithm [31. EVAGGELOS GERANIOTIS, srNIoa MEMBER, WEEE

There arc scvcral versions of the stack algorithms that can be

implcmented (and slightly modified) for our purposc. For exam- Abstract -The problem of designing matched filters that are robust

pie, the slack algorithm with Q-ary, instead of binary, splitting against uncertainty in the statistics of a noise process, modeled by two

[51 can be analyzed easily with cxactly the same techniques. We alternating Choquel capacities is addressed. The robust design is based

know that Q = 3 optimizeis the throughput when the packets arc on the maximin signal.to-noise ratio. The problem Is formulated and

one slot long. However, this property does not persist when the solved for both discrete-time and conlinous-time matched filters with

length of packet increases. For examplc, when all packets arc of uncertainty in either the autocorrelation function or the spectral mea-

length M we can show by expansion of the marginal maximum sure of the noise. Explicit solutions are obtained that are characterized

throughput (see [131 for details) that by the Iluber-Strassen derivative of the capacity generating the class
with respect to a Lehesgue-like measure on a suitable Interval.

Q - 3 m  - 0.4114+ O(M-') i. INTRODUC-TION

Robust signal processing techniques have received consider-
Q - 4 =Pms ' 0.3785 + O(eM-). able attention in the last 15 years (see the tutorial in [I)). In

particular, robust matched filtering problems have been formu-

Thus, the binary stack algorithm outperforms the other general- latccr and partially solved in [2) for continuous-time and in [31

izcd Q-ary versions. It is also possible to improve the trec for discrete-time observations. In such problems there is uncer-

algorithms by an adjustment that "saves doomed slots," [3]. The tainty in the statistics of either the signal, or the noise, or both.

throughput is a few percent higher, but thc robustness to chan- Several uncertainty models for the signal and the noise were

nel errors slightly decreases (risk of deadlocks). considered in [2) and 13].
In conclusion, we see that the basic binary stack algorithm We shall focus on uncertainty in the noise autocorrelation

aialyzed in this correspondence exhibits desirable properties function (time domain) or the noise spectral measure (frequency

such as simplicity, robustness, and stability. It offers a strong domain) and study uncertainty classes determined by two alter-

challenge to the deficient but widely cmployed binary exponer- nating Choquct capacities [41-161, which were not examined in

tial back off protocol for local area network communication. [2], [3]. Both discrete-time and continuous-time formulations of
the robust matched filtering problem with noise uncertainty
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Opti.m~al a'nd. Robust Mernoiryless
Discrimina'tion froni Dependent

Observations,
D~ouglas Sauder and Evaggelos Gcranioiti;Seno Mfember. IEEE

Abstradcf-Dt3scrlminat Ion' Is considered between two'possible souýrcis problcmn as' a binary hypothesis testing problem:
-,buisrpn dependent observations of their output. The disirintinatioo
problem Ii pobdeled by means of a general binary hypothesis lest, the //,I- (X4) has tile distribution F11
mills. emph'asis beinig an situationis ibat cannot be modeled ps' signals In

ýaddlilve* noise. The observatilons ire modeled as stationary en-dependent hII: {X5) has the distribuiion Fe.:' (1.1)-
,or,0-mIxlng pi-ocesies. The structure of the discriminator 1s such ihat .

the observations are' pasped through a memoriyless nonlinearily pnd 'Ilirotighnut this paper, as in (0.0), we use the symbol 'F, to
suie *toFr test statistic, which Is theni comnared to it*etr r s under Hi, whic

threshold., Only fixed 'sample slue tests are considered. Four different deoelt itibto.fteo

perfonupree mieasures, which resemnble the signal-to-noise ratios en- in general is not tndepend.cnit and identically. distributed
coutisited in the signal In addaitive noise problems, are derived under (i.i.d.). We lefilte 'by 'f, and f.01.and the marginal anid
different problemt formulations. The optimal nonlinearlitis for earch of ,,th-ordcr joint densitics resjeetlively, of the 'process with
the performance measures are derived a3 solutions to various inleqral respect to the measure v tinder Hi~. The observation process
equations. For three of the flume performance measures we have success- X)iasu dloettinradp-iig(hcimis
fultly obtisned robust nontineartitle for uncertainly i" the marginal and (,)i sue ob ttoayadpmxrg(hc mlt

the joint probablility density rfunctioans of the observations. Computer ergodicity). We will be conccrncd with the asymptotic p'erfor-
simulation results that demjonstrate the advantage of using our nonlin- man~e or various discriminators, but we assume that' the
earitles over the LiAid nonlinearity under the probability of error crite. piroccss distributions remain fixed, whicht is in contrast to the

don ae prsentd. 'ARE performance criterion where the "distance" between

*Index' Terms -Discrimination, robustness. memoryless nonlinearity, tletodsrbtosconverges to zero a h apesz
p~mixng. - 'increases.

fl~ --Most of the literatuire in this area has focused on situa-
andl Thomas 1ll andti lialverson and Wise [2) address the

HE~ TERM '*discriminationt" is used in this paper to problem of metooryless detection for nit-dependent and gs-
"I rcfer' to a detctlion problem in which the "noise" char- mixing noise, respectively, under the ARE performance inca-
acteristics; inder the two hypotheses are substantially differ- sure. Sadowsky maid liucklew 131 also address the problem of
cat. iThis' is in contrast tth caeoan diiv nis 'signal detection in 44-mixing noisc, but from a nonlocal
channel' **here it is assumed that an independent noise standpoint. They (lerive a nonlocal performance measure
piocesi s il dded to lthe signal as ii traverses the chtannel. lit which we also derive here as S2. Poor (61 obtains results in
our .nodel, we assume that all iandorrncss is in tlte signal niemoryless discrimination, but only foe lthe locally optimum
itself, and that transmission through the channel is noiseless, case under the ARE performance measure. Related results
This m6del is especially appropriate in radarpolni oe in robuisttness have also focused primarl, ntesnlI
tlmei referred to as t.arget discrimination or target identifica- additive noise model. Poor [81 obtains lthe robust detector for
tibn. In buch problems. the output or the signal processing a model of additive moving average noise. Moustakides ind
device mtust Indicate which of several tairgets is present. This Thomas in [tIl) obtain the robust detector for a model In
discrim'ihatIon or identification is to be performed after an which the multiviiriale disttibuiion of the additive noise
initial decision that some object is present. Thus, under each beloigný to an e-contaminated uncertainty clarss, while In (221,
possible hypothesis, one observes the random output of a they obtain lthe robust detector tinder the'ARE performance
paiticiilr sdurce arid must decide which particular source is. measuire for a weak signal in additive 40-mixing noise with
piesent.-Fdt the purposes of our paper, we shall stale thle uncertainty in the univariate and bivariate pdfi. Poor. 1161

' '.considers tile piroblem of minihmax robustness under a nonlo-,
Ma~Citreceived March 15. 1989; revised May 21. 1990. Thits work 'cal performance mestsure for tLi.d. obseirvations.

was supported in.0 art by the Naval Research Laboratory/Systems 'Tegloftipaeisoprenathruhicssn
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search Laboralory. This work waf presented in pact at the Conference discriminate between two sources th-tlt produce correlated
cit nlnformailon Sciences and Systems, Princeton University, Princeton. outputs. These mcmorylcss discriminators arechlaracterized
NJ. March 19881. .'by their use of a test statistic oif the form
_ The authors are with the Department or Electrical E~ngineering' ainald

Systems. Research Cehiter. Uoiiversity of Maryland. College Park. Mi) T;) E (J (1.2)
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ONE-STEP MEMORY NONLINEARITIES

FOR SIGNAL DETECTION AND DISCRIMINATION

FROM CORRELATED OBSERVATIONS

D. Sauder and E. Geraniotis

ABSTRACT

New detectors based on one-step memory nonlinearities and employing the test statisticn--I

"j=0 g(Xj, Xj+l) are introduced. Problems of discrimination between two arbitrary stationary
m-dependent or mixing sequences of observations and problemns of detecting a weak signal in addi-
tive stationary m-dependent or mixing noise are considered in this context. For each problem, the
nonlinearity g is optimized for performance criteria, such as the generalized signal-to-noise ratio and
the efficacy and is obtained as the solution to an appropriate linear integral equation. Moreover,
the schemes considered can be robustified to statistical uncertainties determined by 2-alternating
capacity classes, for the second-order joint pdfs of the observations, and by bounds on the corre-
lation coefficients of time-shifts of the observation sequence, for the third- and fourth-order joint
pdfs. Evaluation of the performance of the new schemes via simulation reveals significant gains
over that of detectors employing memoryless nonlinearities or the i.i.d. nonlinearity.

D. Sauder is with Locus, Inc., Alexandria, VA, and the Department of Electrical Engineering,
University of Maryland at College Park, MD 20742.
E. Geraniotis is with the Department of Electrical Engineering and the Systems Research Systems,
University of Maryland at College Park, MD 20742.
This research was supported in part by the Naval Research Laboratory and in part by the Sys-
tems Research Center at the University of Maryland, College Park, through the National Science
Foundation's Engineering Research Centers Program, NSF CDR 8803012.



SEQUENTIAL TESTS FOR MEMORYLESS DISCRIMINATION FROM

DEPENDENT OBSERVATIONS--PART I: OPTIMAL TESTS

Evaggelos Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

The problem of sequential discrimination between two dependent sequences of observa-
tions is addressed. The discrimination problem is modeled by means of a general sequential
binary hypothesis test, the main emphasis being on situations that cannot be modeled as signals
in additive noise. The dependence in the stationary observation sequences is characterized by
mr-dependent, 0-mixing, at-mixing, or p-mixing conditions. Part I of this two-part study is con-
cerned with asymptotically efficient sequential discrimination when the statistics of the observa-
tion sequences are known. We consider decision tests according to which the observations Xi,
i = 1, 2, ..., n, are passed through a memoryless nonlinearity g (•) and summed up to form

the n-th step test statistic Tn = ,g (Xi). This is processed further to provide either (i) linear
i=1

tests of the form Sn = AXT,,+bn or (ii) quadratic tests of the form1 A2
Sn = -nAT, + BT. + Cn + D. Finally, Sn is compared to an upper and a lower threshold and

n
the procedure terminates or continues to step n+l as in the usual sequential probability ratio
tests (SPRTs). The coefficients X and B" of the linear test are selected so that the normalized
drifts of S. are antipodal under the two hypotheses; A and B are related to the asymptotic
means ti = lim.,n-'Ei (T,) and variances c2 = lim,,._n-'Vari (T,) of T,, under hypothesis
Hi, i = 0, 1. The coefficients A, B, C, and D of the quadratic test are selected so that the
statistic becomes asymptotically equivalent to the likelihood ratio statistic; these coefficients are
also related to g 's and a,2's. The nonlinearities g are chosen to minimize the expected sample
sizes under the two hypotheses of the sequential tests described above subject to the constraint
that the error probabilities remain smaller than some prespecified values. The optimal such
nonlinearities are obtained as solutions to linear or nonlinear integral equations involving the
marginal and bivariate, pdfs of the observations. The performance of the various sequential
tests and nonlinearities is compared via simulation for situations of practical interest encoun-
tered in radar discrimination and the advantage of using our tests and nonlinearities over the
sequential test employing the i.i.d. nonlinearity is demonstrated. Part II of this study treats the
problem of robust sequenial discrimination from observation sequences with statistical uncer-
tainty.

"7his wmdth was upponW by the Naval Research Labofatofy. WashinSton. DC 20375.5000.



ROBUST SEQUENTIAL TESTS FOR MEMORYLESS DISCRIMINATION FROM

DEPENDENT OBSERVATIONS

Evaggelos Geraniotis

Department of Electrical Engineering
and Systems Research Center

University of Maryland
College Park, MD 20742

ABSTRACT

The problem of robust sequential discrimination from two dependent observation
sequences with uncertain statistics is addressed. As in Part I ([1]) of this study, which treated
asymptotically optimal sequential discrimination for stationary observations characterized by
m-dependent or mixing type of dependence, sequential tests based on memoryless nonlineari-
ties are employed. In particular, the sequential tests robustified in this paper employ linear test

statistics of the form S,, = AX g(Xi) + Bn, where {X i} is the observation sequence, the
i=1

coefficients A and B are selected so that the normalized drifts of Sn are antipodal under the
two hypotheses, and the nonlinearity g solves a linear integral equation. As shown in Part I,
the performance of these tests is very close to that of the asymptotically optimal memoryless
sequential tests when the statistics of the observations are known. The above tests are
robustified in terms of the error probabilities and the expected sample numbers under the two
hypotheses, for statistical uncertainty determined by 2-alternating capacity classes for the mar-
ginal (univariate) pdfs and upper bounds on the correlation coefficients of time-shifts of the
observations sequence for the bivariate pdfs. Finally, the robustification of sequential tests
based on a test statistic similar to Sn defined above is carried out for detecting a weak-signal in
stationary m -dependent or mixing noise with uncertainty in the univariate and bivariate pdfs.

This research was supponed in pan by the Office of Naval Research under contract N00014-89-J-1375 and in piat by the

Systems Research Cemer at the University of Maryland, College Park, through the National Science Foundation's Engineering
Research Catn Program: NSF CDR 8803012.
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NEURAL NETWORKS FOR SEQUENTIAL DISCRIMINATION

OF RADAR TARGETS

J. A. Haimerl and E. Geraniotis

Abstract

In this paper, perceptron neural networks are applied to the problem of discrimi-

nating between two classes of radar returns. The perceptron neural networks are used

as nonlinearities in two threshold sequential discriminators which act upon samples of

the radar return. The test statistic compared to the thresholds is of the form Tn(Z) =

j• 1 7(ZiZj+1,...,Zi+K-_1) where Zi, i = 1,2,3,... are the radar samples and -y()
is the nonlinearity formed by the neural network. Numerical results are presented and

compared to existing discrimination schemes.

Dr. Geraniotis is with the Department of Electrical Engineering and the Systems

Research Center of the University of Maryland, College Park, MD 20742.

Joseph A. Haimerl was a Naval Research Laboratory/Systems Research Center Fellow at

the University of Maryland; he is now with GE Aerospace, Government Electronic Systems

Division, Moorestown, NJ 08057.
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SIGNAL DETECTION GAMES WITH POWER CONSTRAINTS

Doug Sauder and Evaggelos Geraniotis

ABSTRACT

In this paper we formulate mathematically and solve maximin and minimax detection problems

for signals with power constraints. These problems arise whenever it is necessary to distinguish

between a genuine signal and a spurious one designed by an adversary with the principal goal of

deceiving the detector. The spurious (or deceptive) signal is usually subject to certain constraints,

such as limited power, which preclude it from replicating the genuine signal exactly.

The detection problem is formulated as a zero-sum game involving two players: the detector

designer and the deceptive signal designer. The payoff is the probability of error of the detector

which the detector designer tries to minimize and the deceptive signal designer to maximize.

For this detection game, saddle point solutions-whenever possible-or otherwise maximin and

minimax solutions are derived under three distinct constraints on the deceptive signal power; these

distinct constraints involves lower bounds on (i) the peak power, (ii) the probabilistic average power,

and (iii) the time average power. The cases of i.i.d. and correlated signals are both considered.

D. Sauder is with Locus, Inc, Alexandria Virginia, VA. and the Department of Electrical En-

gineering University of Maryland, College Park, MD.

E. Geraniotis is the Department of Electrical Engineering and the Systems Research Center, Uni-

versity of Maryland, College Park, MD 20742

This research was supported by the Naval Research Laboratory, Washington D.C.
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Sequential Detection of Unknown Frequency-Hopped
Waveforms

~VILIA Ii SNLLING AND* IiVAGGELOS GERANIOTIS, SENIOR MMEIE

Abstract-TIhe claauatulired receiver, vilhklm is optimlal for lthe deinc, data element is collected, a decision is attempted as to the
lion. of unknown nmaamcualmerent frecllarimcy"hoplted waveforms. bae-le 11. plineo nnpeece of an F11 wa~'eform!'If'no deciZ
a sequ~ential methott or Ilnkrcep:Pin according to which, whenever a z tu: z o r::zzarc
decidion elmn( s coledlcnteda diecif sion .Inist. ins to it ae e presente sor iheseqeta aperachd tooh dataclment has arcllected.ry'

rocnfreenc of frtirrcy-opedvivefrm i tht ecsio ws n- For the binary hypothesis problem wihhd'tscrete-time in-.
determinale, another dota clcaestiu Is collected. Anoptimal sequential dpnetiniclyisrbed(.1*) data" Wald' [3J
test Is derlied. uander lite asqitimuptlon that ithe waveormii slgnot-l.o-nolse has derived the optimal sequential test.' This test is ' opti.,
ratio (SIN) Is known. It It ýdatn OWanthSlin sequential test requires lei% a ntesnethtn te etcn ec eiino
dots, san average. thana live fixed length method to make a decision with the sam(le snseythatno-otearsocn reliblty cihn a dcsionalof
the same reliability. tesm ena-cro eiblt ihn a'mle

A truncated ieqaaentlil test Is also derived where a decision Is forced. average time. This result has been extended to cohatlnuous
It still Indetermnatnae, after same fixed anvtsunt of date Is collected. The time data in 141 and 151. Others have suggested tests that
truncated test is shown tn imiprove the nmauber or saomples needed ror must make a decision within a prescribed time."'These~are
a decision when the Iniutia gnal-to-noise ratio differs greatly front that
assumed In the derivation of ilite test. Furthermore, It Is shown that ihe thituctd et ie nt1r1'rnainsd
truncated test yieldts a limiatedI degree or robustness when the Input SIN 'sirable not only for iinpkmientation'rea'sons' butt to-'ant
differs fronm that asixinved. A detailed analysts or the performance of prove the performance of a sequential test when the~input
these tests Is conducted from which a method for finding an optimal statistics differ from those assumed 1n-des'igning!he"tesIt,
truncation pit fw. Numericalresults which ore based on this In particular, Tantaratana and Poor [71 derivcd'a'iiimn.`

anayss.aswel , rsinoaton orth Iteceti'sptercepeartor'ssquntaltperformancessandaa are', uý-
presnte to rov Thepreedin sttemets.known mean. which forms the foundation'for thi'rcsu1tsý

1. BACKGROUND AND bNTRODucTIO0N included in this paper. ~,5A
1'he process or development of the'sequen~tial tist' ii,bJl

t'1'fE first task lit tihc intercephion or Spread Spectrum gun by defining lthe obse rvations' model for a composite
.L (SS) communincations is the detectton of lthe presence hypothesis problem. Specirlcally, 'given ýthe'lobs'ev'ti'oii'

or nonpresence of the SS waveform to be intercepted. The y() h pobeni n of ..,oin 01tee l1 ~h,
detection of thte SS waveformn is a prelude to other inter, ist) the hprothesis thtone ofl waveorming not pwesen 11; %a
.ception prc stc sch as feature detection, channel 14,wihstehyoesstt'nFprocice ifiehptei hta lIwaveform ISý
tracking, and mtessage extraction. As a new developmenrt rec'wihaSN 'hre0<y . ITh .e I.. %rI
toward the dctcction problem,. this paper applies and ex- csl
tends previously published results in sequential detection
1%~ the problcnt oflithe optinmal detection of noncoherent 1/0: y(t) .1t

f ucinmtos iepolmwspreviously solved in 117.: Y(1) - x1(t) + n(,) 0<'"(
11rrtecsofaFiwaeomwith a known signal- I."
to-oic rti (SIZ an coch wthknown siarting timles where

anddurtios. oweer.in hatapproach, thc decision
WRSbasd o a atasegentorfixed size. Ihere, a se- xi(t) equals -4 sin (okj 1-' 09g'forI1Thv.:!ý :r

:'uential approach is taken, meaning that whenever a new Utw sie spectra

Manisciptrecive Atgtil 1 19R. eviedJanuary l.18.Ti est 02
wokwa upottdinpn yColl/ecrlSystcmns iintruh w, o 1: i: .i one of a family of'kno~wn

W.E neln i ih h ohiIopiqUniversity. Aple hsc it ihthese being uniformly i'andomwfor
I.Alcmlor. Jon% Hpkin Rd. Lauel. D 2007.ansitic wtarnc r

of Electrical Engineering. university or Maryland. college Park. Ml) each epoch.
20742.' 01 in random phase with uniformn distribution.

E. Gentrnltivs is with lthe lh'pfatiovent or Eleciricit Engineering and the SP is lthe average signal energy. 1:
Systems Restearch Centecr. university &or Maryland. College Piark. MD Th, is the epoch, or time duration, of each hop.:
20742.

IEEE Logt Nuenber 119271117. Nh is the number of hops over messageduain
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Presence Detection of Binary-Phase-Shift-Keyed and
,Direct-Sequence Spread-Spectrum Signals Using a

Prefilter-Delay-and-Multiply Device
JOHN F. KUEIILS, MEMBER, IEEE, AND EVAGGELOS GERANIOTIS, SENIOR MEMBER, IEEE

Abstract-The specific problem of delecling the presence of either matched fifler/correlator approach is not particularly use-
binary-phase-shift-keyed (II'PSK) signals or IPI'SK direct-sequence ful because it requires knowledge of the signal. With re-
spread-spectrum (I)SISS) signals with a prefltier-delay-and-mulliply gnrd to signal presence detcction, any digitally modulated
(PFDNI) device Is considered. Using stationary process theory and Fou-
rier analysis, the optimum I'FI)M structures for signal presence deice- signal cannot be considered known unless the sequence
lion of BPSK signals with known bit rates and carrier frequencies, and which modulates the signal is known. Matched filters/cor-
BPSK DSISS signals with known chip rates and carriers, in additive relators cannot therefore be used to detect the presence of
colored Gaussian noise are derived. The structures are optimum in the a binary-phase-shift-keyed (BPSK) signal unless the un-
sense that they maximnut the spectral signal-to-noise ratio (SNR) of an ' derlying message sequence, which shifts the phase. is
output periodic waveform %hich has fodumental frequency equal to
the bit or chip rate of thie signal. Two of the oplimunu structures that known. BPSK direct-sequence spread-spectrum signals
are derived and analyzed herein are time optimal preflller-square de- are BPSK signals with a pseudonoise (PN) spreading se-
vice, and the optimal PFDMI with delay set to one-half of the signal's quence overlaying the message sequence; hence, matched
bit or chip duration T. The latter structure has not been reported as fillters/correlators cannot be used to presence detect BPSK
oryet, and It Is significant because It specifies the optimum prefllter for DS/SS signals unless the PN spreading sequence is
a T/2 delay-and-mulliply detector.

Exploiting a general expression for the output spectral SNR that was known.
needed to derive the optimal structures for known bit or chip rates, a Because of the random nature of the sequence which
robust structure for the presence detection of DPSK or BPSK I)SISS shifts their phase, BPSK signals are not periodic; hence,
signals with unknown bit or chip rates Is also found. Finally, the spec- they have continuous Fourier spectra (DSISS signals have
tral SNR is related to Irue performance measures when probabilities a pseudoconrnuous spectrum-spectral lines separated in
of detection and false alarm for both known and unknown bit or chip
rates are derived, and the tradeoffs between SNR, length of observe- frequency by the reciprocal of the duration of the PN se-

tion Interval, and time or bandwidth mismuatch are studied. Addition- quence). This, consequently, makes them difficult to de-
ally, the detection probability for an optimal PFDMI Is compared to tect using a conventional analog spectrum analyzer or Fast
that for a standard ad hoc conflguration. Fourier Transform (FFT) 121, which are the optimal de-

vices for dctecting unknown signals that have discrete
1,. INTRODUCTION spectra in AWGN [I). It is known, however, that when

HTOW does one detect the presence (presence detection certain nonlinear operations are applied to BPSK-signals,

differs from what is usually called detection in that a discrete spectral componerts arise. These components are

presence detector only seeks to determine whether or not then often detectable using spectrum analyzeriFFT tech-

a signal is on the air, whereas the usual detector seeks to niques. A nonlinear operation can thus serve to map BPSK

determine the transmitted message) of a signal in Gauss- signal presence detection from the detection of an un-

ian noise? Standard techniques are available, and for one known continuous-spectrum signal to the detection of a

class of signals-the known signal-they are well estab- discrete-spectrum signal (with known or unknown spec-
lished. A known signal may be detected by either pass tral line frequencies, depending upon the extent of a priori

pasng knowledge of the BPSK signal's parameters).
the received waveform through a filter matched to the sig- Inpcl se the dete cino
nal. or by correlating the received waveform with a ref- In practical systems currently used for the detection of

erence that is proportional to the signal. These approaches BPSK signals, nonlinear operations are employed. In gen-

are equivalent mathematically and optimum (follow from er-l, the nonlinearity is quadratic, as is the case with the

the likelihood ratio test) when the additive Gaussian noise' delay-and-multiply detector, which will be discussed in

is white (AWGN) I 11. When the signal is not known, the this work. Another feature that characterizes these nonlin-
ear transformations is that they are typically ad hoc. Little

Manuscript received March 7. 1989; revised October 19. 1989. has been done with regards to determining optimal trans-
t i. F. Kuehls is with the Dcpartment of Defense. Fort Meade, MD. and formations. The work of Gardner 131, 141, however, has
Oeorge Washington Universily. Washingion. DC.

B. Geranimois is with the Department or Electrical Engineering and Sys- provided some insight, lie has applied the theory of cy-
tems Research Center, University of Maryland, College Park. MD 20742. clostationary processes 151, exploiting the spectral cor-

IEEE Log Number 9035817. . relation [61 properties of PSK signals to determine locally
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Adaptive Multichannel Detection
of Frequency-Hopping Signals

Larry W. Nemsick, Member, IEEE, and Evaggelos Geraniotis, Senior Member, IEEE

Abstract-This paper presents an adaptive multichannel ra- widths and, consequently. can be overwhelmed due to their

diometer designed to detect frequency-hopping (Fli) signals in inability to discriminate ITH signals from any noise or ii,'ter.
complex signal environments. This is accomplished by having ference activity. Hence, it is desirableito construct a receiver
each channel update its hop threshold to reflect the current wh
environment and excise any persistent hop activity Inconsistent
with an FH signal from subsequent procesng. This strategy nelized front-end, while offering the robust detection capability

allows the receiver to discriminate FH signa's from any random necessary for operation in complex signal environments.

noise or Interference activity with relatively small degradations This paper extends previous studies on signal detection

as compared to operation In stationary additive white Gaussian by constructing an adaptive multichannel radiometer where
noise. This robust performance contrast that of non-adaptive
receivers presented in previous studies, which are susceptible to eich channel updates its hop threshold to reflect the current

all sources of Inband transmissions and can be overwhelmed in environment and excises any persistent activity inconsistent

many environments, with an FH signal from further processing; This, strategy

Two data collection schemes are considered for the proposed is designed to discriminate FII signals from any noisc or

receiver, both or which attempt overall decisions using fixed- interference activity with relatively small perfcrrnAnce degra-,
length blocks of data. In the first scheme, denoted as block
detection, successive decisions are based on consecutive, nonover-
lapping blocks of data, while in the second, denoted as block- Gaussian noise (AWGN). In addition to this robust detection

sequential detection, decisions are made each time a new datum capability, the proposed receiver is also desigfied to maintain

is collected. The block-sequential scheme is shown to offer greatly the same near-optimum performance achieved by' a convenj

reduced average signal detection times and, thus, is the preferred tional filter bank combiner (FBC) implementation in stationary.

approach. AWGN.
Two data collection schemes are considered for the proposed

I. INTRODUCTION AND BACKGROUND receiver. In the first scheme, denoted as block detection,

S IGNAL detection is a hypothesis testing process involved the receiver makes successive overall decisions Using data

S with determining whether a specific radio frequency (RF) elements (e.g., hop-by-hop energy measurements) collected

signal is present. The test can be formulated as over consecutive, nonoverlapping intervals spanning T sec-

onds each. In the second scheme, denoted as block-sequential

H0 : r(t) = n(t) 0 < t < T detection, overall decisions are still based on fixed-length
blocks of data, except that decisions are now made each

H, : r(t) = 9(t) + n(t) (1) time a new datum is collected using data spanning the most

recent T seconds. This results in successive overall decision
where s(t) is the target signal and n(t) the background envi- with all but two data elements in common. The second data
ronment. The object is to observe r(t) over the time interval collection scheme, which is also known as binary moving

[0, TJ and decide which alternative is true. A successful window detection (see [5]-[61), is designed to offer greatly

detection is a prelude to other tasks, such as identification, reduced average signal detection times, as compared to the

geolocation, and intelligence extraction, block scheme. ., :', .

The approaches to signal detection are generally based on This paper is organized as follows. The detection of PH

radiometry. Both wideband and multichannel radiometers have

been widely applied to the detection of frequency hopping biock an bcsutiaetection iaddresed ectionsblock and block-sequential detection is addressed in Sections' 11

(PH) signals (see [1]-[5], [8]), with the latter achieving and I1l. Expressions for false alarm and detection performance

optimum or near-optimum performance depending on the
implenentation. However, these conventional approaches will are developed for each approach in terms of the received signal
respond to any signal activity in their overall detection band- strength. The recivers are assumed to have perfect time and

frequency alignment to the target signal in these sections. ThI

Paper approved by the Editor for Communications Theory of the impact of removing this assumption is addressed in Section IV.
IEEE Communications Society. Manuscript received July 23, 1990; revised Hypothetical examples illustrating the performance of each'
November 19, 1990.

L W. Nemsick is with The Johns Hopkins University Applied Physics approach are included in Section V. These examples substan-

Laboratory, Laurel, MD 20723. tiate the above statements on the superior performance of

E. Geranlotis is with the Department of Electrical Engineering and the the adaptive multichannel radiometer and the block-sequential
Systems Research Center, University of Maryland. College Park. MD 20742. scheme.

IEEE Log Number 9201527.
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ANALYSIS OF COMPRESSIVE RECEIVERS FOR THE OPTIMAL

INTERCEPTION OF FREQUENCY-HOPPED WAVEFORMS

William E. Snelling I and Evaggelos Geraniotis 2

ABSTRACT

This paper establishes that the compressive receiver is a practical interceptor of high perfor-

mance. Given a signal of a particular duration, a compressive receiver can estimate simultaneously

all frequency components within a set wide band. This processing is similar to a parallel bank

of narrowband filters, which is the optimal detector of frequency-hopped signals. Furthermore,

hop frequency is estimated to yield performance equal to the parallel filter configuration. We

assume interference to be stationary, colored Gaussian noise and present a model of the compres-

sive receiver that contains all its salient features. Locally optimal detection is achieved by taking

the compressive receiver output as an observation and applying likelihood ratio theory at small

signal-to-noise ratios. For small signals, this approach guarantees the largest probability of correct

detection for a given probability of false alarm and thus provides a reference, to which simplified

or ad hoc schemes can be compared. Since the locally optimal detector has an unwieldy structure,

a simplified suboptimal detector structure is developed that consists of simple filter followed by a

sampler and a square-envelope detector. Several candidates for the filter's response are presented.

The performance of the locally optimal detector based on compressive receiver observations is com-

pared to the optimal filter-bank detector based on direct observations, thus showing the exact loss

incurred when a compressive receiver is used. The performance of various simplified schemes based

on compressive receiver observations is analyzed and compared with that of the locally optimal

detector.

'Dr. W. E. Snelling is with The Johns Hopkins University Applied Physics Laboratory, Johns Hopkins Road,

Laurel, MD 20723.
2 Dr. E. Geraniotis is with the Department of Electrical Engineering and the Systems Research Center, University

of Maryland, College Park, MD 20742.

This work was supported in part by the Systems Research Center at the University of Maryland, College Park,

through the National Science Foundation's engineering Research Centers Program: NSF CDR 8803012
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THE INTERCEPTION OF SPREAD SPECTRUM WAVEFORMS WITH

THE AMPLITUDE DISTRIBUTION FUNCTION

William E. Snelling I and Evaggelos Geraniotis 2 3

ABSTRACT

Within the research effort related to unfriendly detection and interception of secure communica-
tions, an innovative concept called the Amplitude Distribution Function (ADF) is used to construct
a detector that is an enhancement to the radiometer. The ADF is introduced and shown to be
roughly the average probability distribution of a random process. The significance of ADF in the
is that, under most spreading modulations, e.g. phase and frequency, the ADF is invariant. This
suggests that a detector built around the ADF idea would be robust and of general purpose.

To develop the ADF methodology, a mathematical foundation is laid consisting of a sequence of
definitions, lemmas, and theorems, an outline of which is included in the paper. The most significant
result is that the ADF of signal plus noise is the convolution of the ADF of signal and the ADF of
noise taken separately. These ideas are applicable through the definition of the Amplitude Moment
Statistic (AMS), a statistical transform that converges to the moment generating function of the
ADF. Hence, the AMS is the vehicle for indirectly estimating the ADF from observations. For
the particular problem of detecting a modulated sinusoid in stationary Gaussian noise, a detector
is developed around the AMS. The detector's performance is analyzed, compared with that of a
radiometer, and shown superior for small (;t 10) time-bandwidth products.

'William E. Snelling is with The Johns Hopkins University Applied Physics Laboratory, Johns Hopkins Road,
Laurel, MD 20723.

2Evaggelos Geraniotis is with the Department of Electrical Engineering and the Systems Research Center, Uni-
versity of Maryland, College Park, MD 20742.

3Ths research was supported in part by the Systems Research Center at the University of Maryland, College
Park, through the National Science Foundation's Engineering Research Centers Program, NSF CDR 8803012.



MENIMORYLESS LOCALLY OPTIMUM DETECTION OF

CHIP RATE LINES OF DS/SS SIGNALS

John F. Kurhlis and Evaggelos Geraniotis

Abstract

Assuming that a binary phase-shift-keycd (BPSK) dircct-scquence spread-spcctrumn

(DS/SS) modulated signal (or a narrowband BPSK signal) plus Gaussian noise is input to

a delay-and-nmultiply or squarer, a inemoryless locally optimum scheme for detecting the

generated rate line is introduced. The locally optimum formulation is used because the

rate line is i signal in non-Ga.'ussian noise, and it is typically weak. It is shown that the

schemne employing the mnemoryless locally optimumn nonlinearity outperforms the standard

delay-a nd-mnult iply or squarer devices by a wide mnargin.

.1. F. KnIehlis is with ESL Inc., Maryland Engineering Lab, Columbia, MD 21046.
E. Gernitiotis is with the Department of Electrical Engineering and the Systems Re-

search Center, University of Maryland, College Park, MD 20742.


