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Disclaimer

References to private companies and commercial equipment and software are made in this thesis.
All said references are of a strictly academic nature, and no endorsement of any kind is intended
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Preface

This investigation had two major goals. The first goal was to provide a lucid, complete, and au-
thoritative description of FM-by-noise jamming suitable for open discussion and publication. This first goal
has been accomplished. From an analytical perspective, the existing literature on FM-by-noise has been
reviewed, consolidated, and highlighted, and, an alternative description of FM-by-noise is proffered. The
description of FM-by-noise presented here is significant because it contains reproductions of actual oscillo-
scope and spectrum analyzer displays illustrating the behavior of FM-by-noise at RF and IF. Many symbols
and abbreviations are used in this investigation, and a List of Symbols and Abbreviations can be found on
page viii.

The second goal of this investigation was to restore the sponsor’s ability to measure noise quality
and investigate alteruative noise quality measures. This goal has been only partially accomplished. Turner
et al., in (43), specify the equipment and suggest an algorithm to measure noise quality. Similar equipment
has been gathered end the algorithm has been programmed. Additionally, I have proposed two alternative
nois¢ quality measures. Que measures noise quality ai RF, while the other measures noise quality at IF. Fur-
ther testing of all three noise quality measures just mentioned is necessary.

1 am deeply indebied to the members of my thesis committee. Dr. Vittal Pyati and Mr. Eugene
Sikora gave me the idea for this thesis. Major Mark Mchalic provided invaluable commeats; I owe him
many ihanks. Dr. Brahmanand Nargarsenker was there when I needed him. Outside my thesis commitiee,
Capl Jim Hird, my fricad and fellow studeat, listened to my many thesis-related ramblings. Mr, Jim Mudd
and Mr. Masvin Potis also provided much suppost, both moral and technical. Dr. Spyridon Therianos, with-
out whom i would not be &n enginces, taught me the beauty and power of mathemaiics. Numerous engi-
teess from the Hewlaut-Packand Company answered my pumesous questions about their test equipment. 1
thank them all Finaliy, I thank my beloved wife, Yoo Hui, and my children for their years of sacrifice and

supposi.
Charies J. Daly
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Abstract

Among the jamming waveforms used in Electronic Warfare (EW), FM-by-noise is perhaps tie
least understood, and no exhaustive analytical and experimental investigation of the subject exists. This in-
vestigation presents a thorough review, consolidation, and elucidation of the theory on FM-by-noise. To
better explain and predict the behavior of FM-by-noise at RF and IF, three useful factors, namely the devia-
tion-to-victim ratio (DVR), the noise-to-victim ratio (NVR), and the sweep-to-victim ratio (SVR), are de-
veloped. To complement the theory, resuits of FM-by-noise jamming experiments conducted using com-
mercial test and measurement equipment are presented. Specifically, the time- and frequency-domain be-
havior of FM-by-noise jamming at RF and IF, in terms of the DVR, NVR, and SVR, is studied with the
baseband noise bandwidth, peak frequency deviation, and victim receiver bandwidth as parameters. An im-
portant feature of the experimental portion of this investigation is the inclusion of computer-generated re-
productions of actval oscilloscope and spectrum analyzer displays illustrating the behavior of FM-by-noise
at RF and IF. The behavior of FM-by-noise iflustrated in the oscilloscope and spectrum analyzer displays is
related back to the descripiion of FM-by-noise jamming developed in the analytical portion of the investi-
gation. Finally, the concept of roise quality, a measure of noise jamming effectiveness, is reexamined.
Three noise quality factors are investigated. The work of Turner ef al. is verified, and two alternative noise
quality factors at IF and RF are proposed. IF noise quality measures the time-domain normality and fre-
quency-domain uniformity of receiver noise at the output of a victim receiver subjected to FM-by-noise
jamming. KF noise quality messures the baseband normality and frequency-domain impulsivity of an FM-
by-noise barrage at RF. Procedures and programs necessary 0 duplicate the experimeats and noise quality

measuremeints are included.




An Analytical and Experimental Investigation
of
FM-by-Noise Jamming

1. Preliminaries

Among the jamming waveforms used in Electronic Warfare (EW), FM-by-noise is perhaps the
least understood, and no exhaustive analytical and experimental investigation of the subject exists. This in-
vestigation presents a thorough review, consolidation, and elucidation of the theory on FM-by-noise. To
better explain and predict the bebavior of FM-by-noise at RF and IF, three useful factors, namely the devia-
tion-to-victim ratio (DVR), the noise-to-victim ratio (NVR), and the sweep-to-victim ratio (SVR), are de-
veloped. To complement the theory, results of FM-by-noise jamming experimeats conducted using com-
mercial test and - surement equipment are presented. Specifically, the time- and frequency-domain be-
havior of FM-by-uoisc jameming at RF and IF, in terms of the DVR, NVR, and SVR, is studied with the
baseband noise bandwidth, peak frequency deviation, and victim receiver hanidwidth as parameters. An iin-
portant feature of the experiaental portion of this investigation is the inclusion of computer-generated re-
productions of actual oscilloscope and spectrum analyzer displays illustrating the behavior of FM-by-noise
at RF and IF. The behavior of FM-by-noise illustrated in the oscilloscope and spectrum analyzer displays is
related back to the description of FM-by-noise jamming developed in the analytical portion of the investi-
gation.

Finally, the concept of noisc quality, 8 measure of uoise jamming effectivenass, is reexamined.
Three noise quality factors are investigated. The wotk of ‘Turner ef al is vesified, ard two aliernative noise
quality factors at IF and RF are pronosed. IF noise quality measures the time-domain notaality and fre-
quency-Goinain uniformity of receiver noise at the output of a victim receiver subjected w0 FM-by-noise
jamming. RF noise quality measures the bascband normality and frequeacy-domain impalsiviiy of an FM-
by-noise barrage at RF. Procedures and programs necessary to duplicats the experiments and noise quality

measwements are included.




1.1 Background

Electronic Warfare (EW) may be defined as any military action taken to deny enemy forces the
effective use of the electromagnetic spectrum ar.d their electronic weapons while simultaneously permitting
friendly furces unrestricted use of the electromagnetic spectrum and their electronic weapons. Modern EW
is a diverse military science, and one important area of this science is Electronic Countermeasures (ECM).
An effective weapon in the arsenal of ECM techniques is active noise jamming. Because of its effective-
ness, active noise jamming is the most common form of ECM (33:10). |

Active noise jamming secks to deny enemy forces the effective use of their electronic weapon
systems, such as radars, missile guidance sysiems, and command and control links, by overwhelming these
systems with noise. In short, the jamming transmitter jams the victim receiver with noise. Noise is the fun-
damendal physical phenomenon limiting the sensitivity of all receivers. Specifically, radar and communica-
tions receivers arc Cesigned 1o operate at or above & gavea sigual o noise ratio (SNR). Below this theeshold
SNR, tie receiver is uarcliabie at best o inoperable at worst. The goal of noise jamming then is o inten-
tionally inject as much noise as possible into an enemy force's electronic weapons of war (40:548).

In the Yterature, noice jamming is classified as either spot jamming, broad-band barrage jamming,
of swepi-spot jamming. The spot jamming technique employs a jammirg transmitter baudwidth that is ap-
proximately equal to the bandwidth of the victim receiver. In contrast 10 spot jamming where jamming
power is confined to a relatively aarrow bandwidth, brasd-band barrage jamming distributes the available
jamuning power over a wide bandwidth. The two methods represent a trade off between power and band-
width. Spot jamiming delivers high lovels of noise power (0 a iclatively narow band of frequencies, while
barrage jamming éelivers reduced evels of toise power to a broad hand of freqitesicies. Swept-spot jam-
ming is a combination of spot and barrage jamming. With this hybsid technigue, a high level of noisc power
is swept across a broad band of freyucacies (34:14-15).

FM-by-noisc jamming, the topic of this tiess. can be used in any of the modes just described.
Even though the distinction between spot and barrsge jamming is becoming increasingly less imporant be-

cause of advances in the ant of ECM, FM-by-noise is oftea classified as a bamrage jamming techniqee. As is



conventional in the literature, the terms FM-by-noise jamming and FM-by-noise are used interchangeably
throughout this investigation (8:14-9).

Interest in FM-by-noise as a jamming waveform began, like most moderm EW topics, with World
War I1. Papers and reports devoted to FM-by-noise and textbooks containing information or sections on the
sebjevt began appearing in the early 1950's. The literature is mentioned in passing here. A detailed litera-
tar2 review, including references, is presented in Chapter 1i. The early papers and texts on FM-by-noise are
sketchy and confusing for variety of reasons, such as unsophisticated measurement equipment, and, perhaps
most imgortantly, the strict security requirements of the times. Since theoretical wcrk on FM-by-noise
started in the early 1950's and continued up until the early 1970's, the theory on FM-by-noise is extensive.

In contrast t¢ the extensive theory on FM-by-noise, experimental work on the subject has been
limsted and s; ..adic. Two experiments were conducted to determine the effectiveness of FM-by-iloise as a
jamming waveform. One ex] riment was conducted in the early 1960's and anoiber was later conducted in
1977 (8; «3). Finally, a computer ¢ .ulation used tn opdmize FM-by-noise jamming design, in terms of

noise qualit,;, was proposed in 1985 (2J).

1.2 Scope

Tte first of the two goals of t* s investigation was to explain what FM-by-noise is and how it
waeks. Discussioas of other types of jemoung and other areas of EW, such as repeater jaraming and Elec-
trouic Counter-countermeasere, (ECCM), did not belp w0 explain what FM-by-poise is or how it works,
Hence, discussions on topics such as those just mer joaed are not inciuded in this repust.

The second gosl was to measare tie effectiveness of naisc jamming. In support of this goa' the
coacept of noise quality a5 a measwre of onise jamming cffectiveness is reexamined. The noise- juality
work of Turoes & al. is verified, and two aliernative poise quality measures are proposed. While predic-
tions, based ca the results presented in this work, about the effectiveness of FM-by-no-¢ against coaven-
tional receivers and modulatons arc jusiified, predictivas about its sffectiveness against more sophisticated

reccivess and sxotic modutations should be independerly verified.




1.3 Assumptions

This thesis assumes no specific jamming problem or scenario. Originally, a radar jamming prob-
lem was assumed; however, equipment limitations forced the use of frequencies and bandwidths more rep-
resentative of a communications jamming scenario than a radar jamming scenario. Nonetheless, the results
obtained are applicable to most FM-by-noise jamming scenarios.

Two other assumptions are noteworthy. In all analytical discussions of FM-by-noise, it is assumed
that the center frequency of the jammer and the center frequency of the victim receiver coincided. Further-
more, this first assumption guided the experiments. Specifically, all experiments were conducted with the
jammer center frequency being equal to, or at least within 0.5 to 1 kHz of, the center frequency of the vic-
tim receiver. Advances in ECM technology are making this assumption increasingly valid and realistic. As
will become clear in the sequel, extrapolation to the case where the jammer frequency is appreciably differ-
ent than the center frequency of the victim receiver is straightforward.

The last assumption concerns the relationship between stationary random processes and his-
tograms. Specifically, the probability density function of the amplitudes of a random process can be esti-
mated from a histogram of amplitude values of a sample function if, and oaly if, the random process is sta-
tionary and the process values are independent for large scparations of time (39:192). It was assumed that
these conditions, along with the conditions for ergodicity, were satisfied. This assumption was panticularly
important in measuring noise quality and seemed justified since the behavior of FM-by-noise, at both IF

and RF, is esseatially ime-invariant in the statistical sense (7:342).

1.4 Overview

Despite the extensive documentation on the theory of FM-by-nolse, much of it is scattered, dis-
joint, and abstruse. And, as already alluded to, results from expesimental work on FM-by-noise in the open
Litesatuse are tacking. Chapiess 1 and 1 address the analyiical portion of the investigation. Chapter II pre-
sents a thorough review of the open literature and also serves a primer on the theory of FM-by-noise. Chap-
tes I reviows and consolidates the existing theory on FM-by-noise jamming by bighlighting the most im-
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portant results that have been developed since the 1950's. Chapter 111 also presents a detailed description of
FM-by-noise, paying particular attention to coberence and lucidity. Chapters IV and V constitute the exper-
imental portion of the investigation and serve to complement the analysis f FM-by-noise.

Specifics on experimental limitations and experimental procegure are discussed in Chapter IV.
The experiments studied the time-and frequency-domain behavior of FM-by-noise jamming at RF and IF as
the baseband noise bandwidth and peak frequency deviation of the FM-by-noise and the bandwidth of the
victim receiver were varied. The results obtained from the experiments are presented in Chapter V. A sig-
nificant feature of this thesis is the inclusion of computer-generated reproductions of the actual oscilloscope
and spectrum analyzer displays illustrating the behavior of FM-by-noise.

Chapter VI reexamines noise quality and proposes two altemative noise quality measures. The
work of Turner et al. is verified, and two altemative noise quality factors at IF and RF are proposed. IF
noise quality measures the time-domain normality and frequency-domain uniformity of receiver noise at the
output of a victim receiver subjected to FM-by-uoise jamming. RF noise quality measurcs the baseband
normality and frequency-domain impulsivity of an FM-by-noise barrage at RF. Procedures and programs
necessary to duplicate the experiments and noise quality measurements are included, Complete listings of
the programs written for this investigation are contained in Appendix A, while Appendix B lists the equip-

ment and software used to conduct the experimental and noise quality portions of this investigation.




II. Literature Review of FM-by-Noise

When one researches and reviews EW literature, one is immediately confronted with three prob-
lems. First, much of the literature is classified. Second, timely open-literature is usually indirect and ab-
struse, a direct result of the trade-off between security and academic freedom. Finally, declassified EW lit-
erature is often difficult to understand because it was originally written by cleared writers specifically for a
cleared audience in a mutually-understood, classified setting. This thesis seeks to provide a lucid, complete,
and authoritative description of FM-by-noise jamming suitable for open discussion.

The present chapter is divided into four sections. The first section reviews papers about or directly
related to FM-by-noise, while the second section discusses texts about or directly related to the subject.
Most of the literature on FM-by-noise makes mention of uniform power spectral deasity (PSD) barrages.
The third section addresses the topic of uniform PSD barrages. Finaily, the fourth section summarizes the
chapter. Since this chapter provides an in-depth review of the literature on FM-by-noise jamming, it also
serves as a primer on FM-by-noise and, thus, provides a point of reference for a more rigorous discussion of

FM-by-noise theory which is presented in the next chapter.

2.1 Papers

Beginning in the early 1950's and continuing into the late 1960's, numerous papers and reports di-
rectly related to FM-by-noise were published in the open-literature. A represeatative sampling of the papers
and reports written during the period is reviewed (1; 9; 10; 11; 25; 27; 41), The various authors discuss ran-
domly modulated signals from an ostensibly academic point of view and avoid explicit references to EW,
Jamoming, and FM-by-noise.

Middleton, in (1:590), makes one of the few references to frequency-modulated by noise and re-
marks to his readers that frequency modulation with normal random noise is an appioximate model of fre-
quency modulation with speech dut acknowledges the existence of more appropriate models. Despite ex-

plicit references 1o EW, jamming and FM-by-noise in these early works, it cac be readily assumed that EW,



jamming, and 7™ -by-noise were the de facto topics of the papers and reports published in the 1950's and
1960's, particularly when ot considers the affiliations and sponsors of the various authors cited.

Much of the open-literature published during the 1950's was concerned with deriving closed-form
or limiting expressions for spectra of signals frequency modulated with random processes (25; 27; 41). An-
other recurring theme concemed the céntribution of low-frequency components of a modulating random
process to the overall spectrum of a given FM signal (11; 25: 41). Among these early works, Stewart's re-
port on the power spectra of signals phase- and frequency-modulated by Gaussian noise (41).proved to be
the most readable and relevant in terms of the work at hand.

The open-literature published in the 1960's served to complemeat, refine, and extend the theory
developed in the 50's. In 1963, Abramson defined an RMS bandwidth for angle-modulated waves and, sub-
sequently, derived a remarkably simple closed-form expression for the RMS bandwidth of an angle-modu-
lated signal (1). Blachman and McAlpine discussed Woodward's theorem and derived an upper bound on
the error associated with this theorem (9). Woodward's Theorem states that the RF spectrum of a wideband
FM signal takes on the approximate shape of the probability density of its instantaneous frequency which
corresponds to the shape of the univariate probability density of the modulating signal.

Probably because a large collection of classified EW reports was declassified in 1973 (12:xi), few
papers divectly relaied to FM-by-noise were published in the 1970's and 1980's. In 1979, Cassara et al. pro-
posed a technique for gencrating a jammer signal with a continuous uniform PSD bandlimited over any de-
sired frequency band (14). Weil, writing in (46), responded to (14) and pointed out that the technique had
already been proposed twice, It was proposed oace in 1955 by Weil himself and was later indepen'ently
proposed in 1957. Turner ef al. bricfly discuss FM-by-noise in their article on noise qualicy (43). Another
paper on noise quality, written in 1985 by Knorr and Karantanas, contains a readable description of
FM-by-noise (20). Other tl.an the noise qualitv paper by Knorr and Karantanas, no significant unclassified
papess o¢ reports on FM-by-uoise published afier 1980 could be found.

22 Tats
It will be convenisnt to separaie texts containing material on or related to FM-by-noise into two
categorics: statistical communications texts and EW texts. In the statistical communicatioas category, two
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texts stand out; one for what it contains, the other for what it does not. The text by Rowe was one of the
more complete and scholarly references on angle-modulation that could be found (32). It consolidates and
extends the work done on FM-by-noise in the 50's and 60's. If one has problems obtaining the papers on
FM-by-noise published during that pericd, this text is certainly a suitable substitute, The secound text illus-
trates tie difficulty in locating timely open-ource information on EW and jamming. Raemer, writing in
one of the few statistical communications texts to even have the term jamming indexed, notes there is a
great body of literature on jamming but quickly adds that ... most of it is classified and cannot be discussed
in the open-literature” (31:148).

While the texts on statistical communications theory are helpful, one must tum to EW texts for
more practical discussions of FM-by-noise. One of the oldest EW texts, Threshold Signals by Lawson and
Uhlenbeck, contains a brief, but surprisingly direct, description of FM-by-noise:

Effects of f-m interference are somewhat different from those of a-m interference. The
noise amplitude in the receiver is determined by the excursions of the interference signal across
the r-f or i-f acceptance band of the receiver. If one assumes that the total frequency excursion is
large compared with the bandwidth of the receiver, then the receiver output will contain a number
of pulses whose shape in time is similar to the shape of the i-f or r-f bandwidth in frequency and
whose amplitudes are relatively constant. These pulses will be repeated at random times. Because
of the relatively constant amplitude of these pulses, the effect of the interference is similar to that
of highly limited, or clipped, a-m noise. A "ceiling" effect occurs but for a quite different reason
from that in the a-m case.

The effectiveness of interference of this type clearly depends upon obtaining a noise func-
tion such that an excursion across the receiver band occurs within a time p appeoximately equal to
the receiver response time, that is, a time equal to the reciprocal of its bandwidth. If sucb an ex-
cursion does not occur, the interference will lose its effectiveness because of the constant-ampli-
tude pulses produced and because of the time spaces between them. Within these spaces the de-
sired signal can be found without any accompanying interference. (22:147)

As mentioned earlier, a large collection of classificd EW reports was declassified in 1973, Five
years later, these reports weae published in complete, unabeidged form in the important EW text, Electronic
Countermeasures (12). Of particular relevance (o this investigation are the contributions by Beaninghof ef
al. (8) and Morits and Rollins (26) with the former being the most complete and authoritative description of

FM-by-noise and its effects that could be found.

Benninghof et al. categorize two typas of FM-by-noise: FM-by-wideband noise (FM-WBN) and
FM-by-low frequency noise (FM-LFN). They define the two tyres of FM-by-noise qualitatively, mathemat-
ically, and numericaily. Qualitatively, they differentiate between FM-WBN and FM-LFN on the basis of
modulating noise bandwidth. The anthiors writs,
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Frequency modulation by WB noise attempts to produce the same result as does DINA ...
It is of interest, however, to investigate the mechanism by which FM by noise techniques can be
used to produce jamming that is essentially indistinguishable from DINA [direct noise amplifica-
tion] at the output of a given radar receiver, and to determine the requirements that mast be placed
on the FM modulation parameters. Each time the frequency modulated carrier sweeps across the
victim's passband, the victim receiver's filter circuits are set to "ringing" by the impulsive character
of the input. If the modulation is random, then the receiver input is a randon. time series oi shost
pulses. If, further, the average frequency of these pulses is much greater tha~ the victim band-
width, the conditions for the Central Limit Theorem are approximated and the output of the re-
ceiver filter (usually i-f) is nearly gaussian in its first order statistics, TLus, ogz expects the {-f
output for FM-by-WB noise to be the same as DINA.

Frequency modulation by LF noise ... restricts the modulating noise bandwidth to L3
much less than the victim receiver bandwidth. Thus, the ringing caused by one receiver croseing is
usually over before another crossing occurs. The i-f output wave is therefoi > a madom tme <eriss
of distinct pulses whose duration is approximately the reciprocal bandwidth. This jamminy, when
directed against search radar, exhibits two principal advantages and one principai disedvantage. It
has increased effectiveness because the ordinary radar second detector produces more video power
for a given i-f output (or receiver input) than with FM-by-WB noise or DINA. Thus, this source is
more efficient in producing video jamming than are the others. Also, a given video power is more
effective in jamming small targets on a PPI if FM-by-LF noise is used. This may be associated
with a confusion effect caused by the resemblance of many of the bright spots to small target
echoes. The principal disadvantage of FM-by-LF noise is that it is relatively easy to counter, since
the jamming is discontinuous even at the receiver output, and many or most of the target echo
pulses are free of jamming if observed in real time. (8:14-10)

FM-WBN applies when the modulating bandwidth is much greater the bandwidth of the victim receiver.
Next, the authors mathematically define FM-LFN and FM-WBN in terms of a linearly swept sig-
nal that sweeps across the passband of a receiver. Benninghof ef al. assume the signal sweeps across the
passband with a sweep rate §. This sweep rate will be discussed more fully in the next chapter. The authors
provide a detailed mathematical developmeat, which will also be discussed moce fully in the next chapier,

and write,

... Assuming a barrage width that is large compared to the receiver bandwidth, the sweep
speed during any particular transit of the receiver passhand by the randomly sweeping jamming
will depend, essentially, on the jamming barrage width and the spectral composition of the modu-
lating noise. If the noise spectrum has a sufficiently low upper cut-off frequency (FM-by-LF
oise), the recsiver output will consist of a series of impulses of random amplitude and random
structure. As the modulating noise frequency is increased (FM-by-WB noise), the randoin im-
pulses will begin to overlap since the pulsewidth depends oaly on the recciver bandwidth. As a di-
rect consequence of the Central Limit Theorem of probability theory the statistics of the poise 50

peoduced at the i-f amplificr will be essentially gaussian, (8:14-21)
For the uninitiated, this passage does littl t5 clarify the complex relationships that exist betwesn modulat-
ing noise bandwidih, barrage width or, equivalently, pesk frequency deviation, viciim receiver bandwidth,
sweep rale and seceiver output. These complex relationships will be painstakingly described in the nexs
chapies and expesimentally illustrated in Chapies V.




Finally, Benninghof er al. differentiate between FM-LFN and FM-WBN based on tae bandwidth
of the modulating noise alone. They assign lcose numerical requirements on the bandwidth of the modulat-

ing noise for the two types of FM-by-noise. For FM-LFN, the authors require By < 50 kHz and By > 500
kHz for FM-WBN. The authors also require that the frequency deviation, peak or RMS is no* ~necified,
must be several times greater than the victim receiver bandwidth for both types of jamming (8:14-30).
These numerical requirements are mentioned for completeness only. They are not applicable in this investi-
gation. Ultimately, the distinction between FM-WBN and FM-LFN seems to based ¢n the ratio of modulat-
ing noise bandwidth to victim receiver bandwidth. Indeed, this interpretation is not only consistent with the
terminology but also intuitively appealing. Hence, the terms FM-WBN and FM-LFN will be borrowed for
this ipvestigation and made more precise in the next chapter.

The ratio on which FM-by-nois¢ is categorized can easily be confused with an impoitant ratio
from traditional FM theory, namely the deviation ratio. The deviation ratio is defined as the ratio of carrier
frequency deviation to modulating signal bandwidth; this ratio will be discussed more fully in the next
chapter. Adding to the potential confusion is that fact that this ratio of carrier frequency deviation to modu-
lating signal bandwidth has spawned at least six terms: slow frequency deviation and fast frequercy devia-
tion (22), high-index FM and low-index FM (9), and, finally, wideband FM and narrowbanrd FM (47:186).
The terms wideband FM (WBFM) and narrowbard FM (NBFM) are the most common today. Note that
when discussing carrier frequency deviation, some authors use peak carrier frequency deviation, while
others prefer 10 use RMS carmrier frequency deviation.

It must be emphasized that the terms FA-LFN and FM-WBN and the terms narrowbaad FM and
wideband FM describe two completely different ratios. Specifically, FM-LFN and FM-WBWN are EW terms
that categorize the numerical ratio of modulating noise bandwidth to victim receiver bandwidih. Oa the
otber band, rarrowbaad FM and wideband FM are terms from basic FM theory that describe the ratio of
carrizr frequency deviation w modulating signal bandwidih.

Morita and Roilins discuss FM-by-noise in terms of the retio of modulating noise bandwidid to
RMS frequency deviation (26:12-3). This ratio is the inverse of thal defined in Stewart’'s work (41). Oddly

coough, Morits and Rollins cited (41) but chose to invert the ratio contained therein. Moxita and Rollins




continue and assert that FM-by-nois¢ jamming is more uniform when the ratio of modulating noise bang-
width to RMS frequency deviation is approximately 3.5, but (41) does not support this assertion. Stewart
does remark that, for modu'ating signals that can be modeled by a white Gaussian process, the narrowband
FM assumption obtains when the ratio of RMS frequency deviation to modulating bandwidth is less than
0.751 and the wideband FM assumption holds for ratios greater than 0.751 (41:16).

Two additional EW texts contain descriptions of FM-by-noise. The description presented by
Lothes ef al. in (23) is readable and complete. Their description of FM-by-noise begins by considering a
noise voltage that is used to frequency modulate a voltage-controlled oscillator (VCO) which has a given
VCO constant in Hz/V; the outpat of the VCO is, in this case, FM-by-noise. They proceed by considering
the effect white Gaussian noise has on the output of the VCO under wideband FM conditions. They defice
the output bandwidih of the VCO as the VCO constant in Hz/V times the RMS value of the noise in volts.
They conclude,

... we can make this bandwidth [VCO output bandwidth] arbitrarily large by making the noise

voltage at the VCO iaput larger and larger. However, [for a fixed modulating noise bandwicd:) the

resulting signal is not high quality noise. The VCO may be viewed as a frequency-boped signal

that only rarely “visits™ a particular frequency. Although there is power at each frequency in the

band, it bas an impulsive nature and lacks quality. To get high-quality noise using FM, we want

the amount of frequency deviation at the output and the bandwidth of the noise modulztion at the
inpat to be ahout the same ... (23:50-52)

In contrast to the Jucid explanation of FM-by-noise presented in (23), the description found in the
text by Maksimov ef al. is most perplexing (24). Their description of FM-by-toise at RF is quite under-
standahle; however, their discussion of its effects at IF is confusing. It will not be repeated bere.

Three other EW texts proved belpful. First, Golden describes how @ froguency-modulated noise
spectrum jams scarch and scanning radars (18:76-77). Nexy, Schieher's text (33) provides background ma-
tzsial oo EW, but its description of PM-by-noiss reiterates that peesenied by Benninghof ef al. (8). Schlcher
also discussas a method of generaiing a uniform PSD jamming basssge. Finally, Schlesinger’s text discusses
EW from an systems caginezsing point of view (34).

2.3 Nots on Uniform PSD Barreges
Meation must be made ol an undersiandabie concemn, evident in the lileratiure, with uniform power

spectsal density (PSD) jamming barssges (14; 8:14-23-14-24; 33:131; 46). It is impartant (o note bowever
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that a barrage with a uniform PSD does not necessarily produce effective jamming. Specifically,
Benninghof et al. cite work done by Middleton and Weil, who is referred to as Wild by the authors of (8),
to modify the shape of an FM-WBN barrage for a more uniform PSD (8:14-23-14-24, 14-61). The process
is called erfing. Exfing transforms the voltage amplitude distribution of the modulating noise to a uniform
distribution. Noise so modified is known as erfed or erfer noise. The noise is erfed before it is used to fre-
quency-modulate the carrier. An FM-by-noise barrage generated with erfed noise bas a uniform PSD.

However, Weil, who along with Middleton and others originally developed the erfing process,
explains that the statistics of erfed noise are significantly altered by the erfing process and "... although Er-
fer noise has 2 uniform PDF, it tums out that it results in a poor distribution of sweep rates and relative
number of crossings per second at points away from the center of the voltage waveform (or of the resulling
frequency spectrum)” (46:1370). Indeed, Benninghof ef al. tested barrages generated with erfed noise and
found for "... FM sources, the jamming effectiveness is not changed by using 'exfed noise’ to ‘whiten' the
jamming spectruim, as suggested” (8:14-30).

Weil offers altematives to ovescome the problems associated with erfcd noise. He writes,

To overcome [the problems associated with erfed noise) a random triangular wave could
be considered. However, this waveform is not truly random; the sweep tuic and crossings per sec-
oad are interdependent, and the crossings tend to come in pairs away from zero voltage.

A randog sawtooth wavefonm solves the problem of pairs but aggravales the other peob-
Iem [of poor distribution of sweep rates etc.) and is far more difficult to use.

A combination of a high-frequency periodic wave and superimposed (additive) random
noise provides a compromise wavefonmn with a relatively unifoem PDF and number of crossings
per second thiroughout most of its range, and is probably adequate for most apolicatioas. (46:1370)

Finally, Weil describes another altesnalive which be refers 1o as folded-aoise. The details of the folded-

noise method can be found in (46).

2.4 Ssmmary

This chapier reviewed the litcsaiure on FM-by-aoise. The first section revicwed papers and reports
about oe directly related (o FM-by-noise, while the secoad section discussed texts aboul of directly related
to the same. Finally, the third sectioa discussed methods of geaeraling uniform PSD basrages and the come-

spoading peoblems and trade-offs associaied with each method.




II1. Theory on FM-by-Noise

The descriptions of FM-by-noise jamming referenced in the previous chapter, taken as a unified
body of literature, lack consistency in both terminology and development. This chapier develops a descrip-
tion of FM-by-noise based on traditional FM theory. Additionally, a consistent and well-defined terminol-

ogy is employed. Terms, symbols, and equations are defined as they occur in the development.

3.1 Frequency Modulation (FM) (47:173-188)
3.1.1 General. Consider the familiar general angle-modulated signal given by
§ (1) =A_cos{a, 1+ ¢(1)] 3-1)

where
A, = amplitnde of the angle - modulated signal in volts

o_ = ceater frequency of the angle - modulated signal in radians per second
The instantancous phase of the general angle-modulated signal is defined as
6,(0) = .1+ $(1) (3-2)
and the instantancous frequency is defined as

d¢

m(x)-de‘-a)+
a4t a (3-3)

The functions ¢(r) and d¢/d! are known as the instantaneous phase deviation, and iasfartarecus
Jrequency deviation respectively. The insiantancous phese deviation is the quantity of interest in phase-
modutation apd will wok be discussed bere. The instantancous frequency deviatioa is the quantjty of interest
in FM, and i will be discussed at leagth. Noiz that the value of the instantancous frequency is additively
dciamined by the value of the carvier frequency and the instastancous frequency deviaiion.

Furthermore, (e instantansous frequency doviation of (be carries, about (hie center froquency ak.
is propastional to the modulating signzl, m(7), and can be wrillen

d¢

where &, is the radiaa frequency devialion consiiat in radians per second per unil of m(s), generally volts.




It will oe convenient io def. e a frequency deviation constant in Kz per unit of m(t), say f;, where

kp=2nf; (3-5)
The use of the symbols @ ard f for frequency in radians per second and frequency in Hz, respectively, will
make the distinction between the units clear throughout the sequel. Frequency in Hz can be assumed when
the distinction is not important nor explicitly made. Sbmilarly, the use of the symbols W and B for band-
width in radians per second and bandwidth in Hz, respectively, will make the distinction between band-
width units clear; bandwidth in Hz can be assumed when the distinction is not important sor explicitly
made. Additionally, all bandwidths, unless explicitly stated or defined, are assumed to be 3 dB bandwidths.

Now, the phase deviation of a frequency-modulated carrier is

¢0)=2xf,[" m(x)dr+, (3-6)

[:]

and the output of a frequency modulator may be written

S = Accos[mct + Ziffdjt m(x) dx] 3-7

One physical realization of a frequency modulator is the VCO. Unfortunately, there is an upper
bound on the amount of frequency deviation 2 gereric VCO can generate. In the absence of modifications
or special-purpose equipment, this limit is usually 5-10% of the carrier frequency, f (16:31). This limita-
tion was encountered in the experiments and wili oe commented upon in the next chapter,

Two examples of frequency deviation will prove illustrative. Let k equal @, radians per second
per volt and #{t) be the unit-step function in volts. Using Eqs. 3-3 and 3-4, the value of the instantaneous
frequency is simply @, for vaiues of time, ¢, less than zero and 2a), for values of time greater than or equal
to zero, Next, consider she case when m(¢) is a sinusoid. For the purposes of this second example, the exact
value of the frequency deviation constant is not important. In this case, the instantaneous frequency wiﬂ
vary periodically about the carrier center frequency in a sinusoidal fashion, This is iliustrated in Figure 3-1
where m(3), the slowly varying sinusoid in the figure, is superimposed on the output of a theoretical fre-
quency modulator. Note that the instantaneous frequency bas a maximum when m(¢) is a maximum and has

a minimum when m(t) is a minimui.
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3.1.2 FM Bandwidth. Before turning to FM-by-noise, however, FM bandwidth and spectra will be
defined. Since the FM process is non-linear, no simple relation exists for relating the spectrum of an FM
signal to its baseband modulation, except for certain special cases. Hence, most traditional developments of
FM bandwidth and spectra start with the special case of sinusoidal modulation and apply the results
obtained to approximate more general situations. The development of FM bandwidth based on sinusoidal
modulation and Bessel functions is ubiquitous in the literature and will not be repeated here.

As an aside, the term baseband mmplies the notion of data or information residing at its natural Io-
cation in the frequency spectrum. Modulating an RF carrier with information or data translates the data
from its natural or baseban.? location in the frequency spectrum to a new, usually higher, location in the
frequency spectrum so that the data can be easily transmitted.

Following Ziemer and Tranter (47), the view is taken that the familiar FM modulation index, 8, is
defined only for sinusoidal modulation, and, for arbitrary m(¢), a commonly used expression for bandwidth

results if the deviation ratio D is defined as

D= peak frequency deviation

bandwidth of m(r) 3-8
which is
t
D= M)_” (3-9)

B
and where it is agsumed that B is the 3 dB baﬁdwidth of the baseband signal. The peak frequency deviation
will be denoted by the symbol Af,. Using Carson’s Rule, then, the bandwidth of an FM signal modulated
with arbitrary m(¢) is

Bryy =2(D+1)B _ (3-10)

From Egq. 3-9, it is clear that the deviation ratio can theoretically take on any value from zero to in-

finity. For D << 1, By is approximately equal to 2B; this condition is known as narrowband FM (NBFM).
For D >3 1, Bry is approximately 2DB or simply 2-Af,,; this is wideband FM (WBFM). Note that the

bardwidth for WBFM is approximately twice the peak frequency deviation. The FM bandwidth defined in
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Eq. 3-10 is not necassarily a null-to-null bandwidth, although in some specific cases, Bry may turn out to

be a null-to-null bandwidth. For the purposes of this thesis, the term wnity deviation ratio FM (UDRFM)

refers to any deviation ratio that is equal to one.
It will be convenient to define an RMS deviation ratio, Dgys, as

D, o s frequency deviation
R4S bandwidth of m(s)

(3-11)

The RMS frequency deviation, left for the moment undefined, will be defined later for the special case
when tbe modulating signal can be modeled by a zero-mean Gaussian process. As a matter of completeness,
mention must be made of an RMS bandwidth which for FM is defined as 1/2x times the RMS frequency
deviation (1:409). Note that the RMS bandwidth as defined in (1) is, in general, not a 3 dB bandwidth.

3.1.3 FM Spectra. As already mentioned, no simple relation fully characterizing the PSD or RF
spectrum of an FM signal in terms of its baseband modulation exisis, except for certain special cases. The
spectrum resulting from frequency-modulating a carrier with a sine wave consists of a series of spectral
lines of various amplitudes. The spread of the spectral lines depends on the frequency deviation constant
while the spacing between the spectral lines depends on the frequency of the baseband sinusoid. The results
are well-documented in the literature and will not be repeated here.

Deriving the PSD or RF spectrum for the case of a carrier frequency-modulated by an arbitrary,
random m(t) is no simple task. Woodward's theorem, howeveg, tells us that the RF spectrum of a WBFM
signal takes on the approximate shape of the probability density of its instantaneous frequency. Because the
instantaneous frequency is proportional to m(¢), via Eqgs. 3-3 and 3-4, the probability deasity of the instan-
tancous frequency has the same shape as the probability density of m(¢). Hence, the RF spectrum of a
WBPM signal takes on the approximate shape of the univariate probability density function of the modulat-
ing signal m(r) (9).

‘That Woodward's Theorean is true can be shown by considering a carrier that is frequency modu-
lated with a wide-sensc stationary random process, m(t) (16:91). It is assumed that the process is zero-

mean, The instantaneous frequency deviation at any time ¢ is given by Eq. 3-4. The probability that the in-




stantaneous frequency cf the FM carrier lies in the interval (f, f + df) is the same as the probability that

m(¢) lies in the interval (f/fy, fify + dfify). Using these facts and applying the Mean Vaiue Theorem

yields
Prob[f < f,(6) < f+df] =Prob[f - f, < fym(t) < f - £, +df] (3-12)
f-1 I-f &
=Prod —_
o[ 7, <m(t) <—= 7, fd]
=Prob{a <m(1} <b]
=[* Pawx
()
L
= pu([f) T,
where
P, (x) =probability density function (pdf) of m(r)
and
AN i
T

Now, the fraction of the total FM carrier power contained in df is

S(f)df— Prob[f<f,(t)<f+df]

A: of (3-13)
=—'P..(f)'fd—
where S(f) is the PSD or spectrum of the #M signal. Therefore,
2
SN=2 p (1) (-14)

24,
Thus, Woodward's Theorem is proved. Note that integrating either side of Eq. 3-i4 over the bandwidth of
tha FM signal yields the total FM carrier power. With basic theory of FM well in hand, attention may now

be turned to FM-by-noise jamming,
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3.2 A Description of FM-by-Noise Jamming

The terms, symbols, and equations developed in the presentation of traditional FM theory will be
helpful in describing FM-by-noise. The description of FM-by-noise developed in this investigation starts
by considering the salient features of an FM-by-noise barrage at RF and ends by describing the effects of
FM-by-nois¢ at the output of an IF filter. Along the way, various terms, equations, and symbols will be de-
fined and, where possible, compared and contrasted with the existing literature.

3.2.1 FM-by-Noise at RF. FM-by-noise jamming is simply the result of modulating an RF carrier
with noise. Usually, the baseband noise, n(t), is white Gaussian noise. Mathematically, we may write a

time-domain description of an FM-by-noise barrage, jry(?), as

Jmt)=A, oos[mcz+2nf, J' ! n(x)dx] (3-15)

The shape of the resulting RF spectrum or barrage depends on the deviation ratio. Stewart (41:13—16) has
shown that the shape of the spectrum is approximately normal, or bell-shaped, for values of RMS deviation
ratio much greater than 1. This result is consistent with Woodward's theorem. For values of Dgys << 1,
however, the barrage is similar to the output of single-tuned resonant circuit driven with white Gaussian
noise. The barrage, S(Aw), for the NBFM case may be written

Rl Dha/2W

S(Aw) =
Wy (wfm / 2W},)2+ (Aw/w, )

(3-16)

where
Ao = difference frequency from the unmodulated carrier

Wy =3 dB bandwidth of the baseband noise

Funthermore, Stewart showed that the 3 dB bandwidth of an NBFM signal is

Afaus

and the 3 dB bandwidth of a WBFM signal is
Bunru = B s (8 1n2)} (3-18)
where Afpus is the RMS frequency deviation, Again, Stewart asserts that the NBFM condition obtains
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when Dgys < 0.751, and the WBFM condition applies when D gy > 0.751. These rest:hs apply to the spe-
cial case of a baseband signal that can be modeled by a white Gaussian process. Mote also tiat Egs, 3-17
and 3-18 do not represent RMS bandwidths.

It is convenient and appropriate, at this point, to discuss the RMS frequency deviation of a carries
frequency-modulated by a signal that can be modeled by a wide-sense stationary, zero-mean Gaussian pro-
cess. The assumed Gaussian process is not necessarily white, In this case, the probability density of the sig-
nal voltages is approximately normal. Hence, it can be assumed that the maximum or peak voltage of the
modulating process is 3 - ¢ where ¢ is the RMS voltage of the process. Therefore, considering the
numerator of Eq. 3-9, the approximate peak frequency deviation can be written

&, = £,(30) (3-19)
Thus, the RMS frequency deviation is approximately

Af pus= 110 (3-20)
As a result of this observation, the RMS frequency deviation of a FM carrier, frequency-modulated with a
zero-mean Ganssian process, can be found from the peak frequency deviation by simply dividing the peak
frequency deviation by three. This point is made, and will be returned to, because the peak frequency de-
viation was the parameter that could be directly controlled with the equipment used in the experiments.

3.2.2 FM-by-Noise Ratios and Terms Defined. Before describing the effects of FM-by-noise at

IF, a few terms must be defined. First, it will be convenicnt to define a noise-to-victim ratio (NVR)

bandwidik of B
NVR = o bz.zsebandnoiscz_d_ G21)
bandwidth of victim receiver By

and, like the deviation ratio in FM theory, consider three cases. The terms FM-LFN and FM-WBN will be
borrowed from Beaninghof ef al. (8) and made movs preciss. First, FM-LFN implies 8 NVR < 1. Next, FM-
WBN implies 8 NVR > 1. The numerical requirements mentioned in (8) for FM-LFN and FM-WBN are not
applicable in this investigation, Finally, FM-by-unily bandwidth noise (FM-UBN) implies a NVR = 1.

As an aside, the abbeeviations used o describe the NVR can be combined with the abbreviations

used to describe deviation ratio D. For example, WBFM-LFN describes wideband frequency-modulatica




by low frequency noise. Additionally, the bandwidth of the victim receiver is assumed to be equal to the
bandwidth of the victim receiver's IF filter. Hence, the terms victim receiver bandwidth and IF filter band-
width are used synonymously throughos the sequel.

Next, the deviation-to-victim ratio (DVR) is defined:

peak frequency deviation  Af,

DVR= =
VR bandwidth of victim receiver B,

(3-22)

Unlike the deviation ratio D in FM theory and the NVR just defined, there is no need to further classify the
DVR. The reasons for not classifying the DVR will be commented upon later. Finally, the NVR and DVR
can be used to define a sweep-to-victim ratio (SVR)

By -4,

SVR=NVR-DVR= (3-23)

L

The SVR gives an indication of how fast and how frequently an FM-by-noise jammer sweeps through the
passband of the its victim receiver.

The SVR just defined is mentioned in the literature in a variety of guises. Hence, comparing and
contrasting the SVR with the existing literature requires considerable discussion. First, Benninghof ef al.
describe FM-by-noise in terms of a signal that is linearly swept through a receiver passband (8:14-20).
They assume a receiver filter response that is approximately Gaussian and givea by

-(m-m,)]

Gw)=A, B (3-4)

where the 3 dB bandwidth of the receiver is approximately equal to 1.67-b. Next, they define a lineasly
swept signal

2 .
v(1)=A, %—) (3-25)

where § is the sweep rate.
Beaninghof et al. continue and define ar unnamed raiio

a= Esy (3-26)




The authors use g in Eq. 3-26 and develop equations for the output of a filter characterized by Eq, 3-24
when the input is given by Eq. 3-25. They consider two cases: slow sweeps, a << 1 and fast sweeps, a>> 1.
After they consider the two cases, they explain FM-LFN and FM-WBN with the second passage quoted on
page 2-4 in the previous chaptes.

The sweep-to-victim ratio or SVR defined in Eq. 3-23 can be compared and contrasted with the
variable a defined by Eq. 3-26. Comparatively, the two ratios are similar because the numerator of the SVR
and the numerator of @ can both be interpreted as sweep rates in Hz per second. Despite this sirnilarity, the

two ratios are different becanse a is exact and the SVR is a statistical approximation.

The ratio a is exact because the sweep rate § in Eqgs. 3-25 and 3-26 is exact. On the other hand,
however, the SVR is an approximation because the numerator of the SVR, Af, - By, approximates, in a sta-
tistical sense, the average sweep rate of the FIM-by-noise barrage. That is, the sweep rate associated with
each sweep of the FM-by-noise across th passband of the victim receiver is random specifically because
the sweep rate is determined by the structure of each zero-crossing of the baseband noise which is, of
course, random. Hence, the sweep rate of the FM-by-noise barrage can be approximated in a statistical
sense only. This discussion will be numerically iilustrated in Chapter V. For the purposes of this investiga-
tion, differences between the transfer function of the actual victim receiver and the transfer function defined
by Eq. 3-24 are ignored.

Quantities similar to the SVR ars mentioned in two other references. Blachman asserts

... the duration of the tsansient response of the filter must be small compared to the ratio
of the filter bandwidth [By] to the mate of change of frequency [numerator of SVR, Af,, - By]. Since
the duration of the transient response is of the order of magnitude of the reciprocal of the filter
bandwidth, this means that the filter bandwidib must be large compared to the geometric mean of

modulation bandwidth {By) and frequency excursion [Af,). Of course, the filter bendwidth muss be
small compared to the frequency excursion ... (10:36)

The cosrespondence between Blachman's definitions and the terms defined in this chapter have been edito-
tially poted. The SVR is simiiarly related to the excursion time, p, meationed by Lawsoa and Uhlenbeck
(22:147) and discussed in Chapter II.

3.2.3 PM-by-Nolss at IF. Tho effects of FM-by-noise a1 IF can now be described farly easily by

considering the deviation ratio or D, the deviation-to-victim ratio or DVR, and the aoise-to-victim ratio or




NVR. Before proceeding, it must be emphasized that the effectiveness of FM-by-noise jamming cannot be
described by a single quantity or ratio. Any meaningful discussion of FM-by-noise must consider, at least,
the three ratios just mentioned, The SVR is useful when one wishes to relate the slope of the zero-crossings
of the baseband noise to the output of the victim receiver.

FM-by-noise takes a baseband noise signal and translates it to RF while preserving or, more com:-
monly, spreading the baseband noise bandwidth. Note that the baseband noise signal could be transmitted
direcdy as in DINA, but DINA results in amplitude clipping because of power amplifier limitations. In or-
der to preserve or snread the baseband noise bandwidth, D must be at least one. That is, the literature seems
to imply that FM-by-noise barrages based on NBFM are not effective barrages. However, as Lothes et al.
have noted, increasing D for a fixed By does not produce a more effective barrage; in fact, they require
Afrus be approximately one (23:52).

Increasing D, or equivalently Af,, while keeping the jamming power and baseband noise band-
width constant decreases the effectiveness of the resulting barrage in two ways. First, the power-bandwidth
trade-off inherent in any real jamming scenario limits the effectiveness of the barrage because increasing
the peak frequency deviation spreads the available power out over a wider range of frequencies but propor-
tionally decreases the power at each frequency. Not only does increasing the peak frequency deviation re-
duce the overall power spectral density, it also forces the frequency modulator to deviate over a wider range
of frequencics. Thus, thoe resulting noise barrage behaves like a frequency-hopped signat that "... only rarely
‘visits' a particular frequency” (23:52).

In general, coise barrages are at as least as wide as their inteaded victims, usually in terms of 3 dB
bandwidih, Likewise, in oeder for FM-by-noise jamming w have a seriously debilitating efiect on its victim
receiver, the FM-by-noise barrage must be at lesist as wide as the victim recciver. This means that the DVR
must be a2 least equal to or, preferably, greater ian one. This is the reason the DVR is not further classified
in the manner D and the NVR are. A lwge DVR FM-by-nolse barzage is not, bowever, ncoessarily bettes
than ope with a smaller DVR. Increasing the DVR, for a fixed By, implics increasing D and contending




An optimum value for the DVR, in terms of the victim receiver bandwidth, can be found by con-

sidering Eq. 3-18 through Eq. 3-20. Solving Eq. 3-18 for Afgys with Bypny = By yields

Afrus = 0.425 By (3-27)
Now, using Egs. 3-19 and 3-20

Af,=1.21 By (3-28)
Therefore, from Eq. 3-22 the optimum DVR, in terms of is By, is 1.27.

The next ratio to consider in an FM-by-noise jamming scenario is the NVR and its three classifi-
cations: FM-LFN, FM-UBN, and FM-WBN, It is assumed that both the deviation ratio, D, and deviation-
to-victim ratio, DVR, are greater than one. Also, it is assumed that the jammer ceater frequency is the same
as the center frequency of the victim receiver. Extrapolation to the case when the jammer is off center fre-
quency is straightforward.

FM-LFN and FM-WBN produce different results at the output of the IF filter of the victim receiv-
er. First, consider FM-LFN. In this case, By, is less than By. Hence, the jammer carrier is only occasionally
swept near or through the IF filter. The exact output of the filter depends upca the sweep of the carrier and,
of course, the bandwidth and shape of the victim receiver. For complete sweeps across the full bandwidth
of the receiver, the output is a sine wave of increasing or decreasing frequency, depending on the direction
of the sweep, which is amplitude-modulated by the shape of the filter; the output has a duty cycle corre-
spoading to the length of time it took the carrier to make the full sweep across the full passband of the vic-
tim receiver. For sweeps that eater the receiver passband but veer out before completing a full run across
the receiver bandwidib, the output is a sine wave, appropeiaicly weighted by the filter transfer functioa,
whose duty cycle comresponds o the amount of time the camier was actually in the passhand of the recciver.
Toe freguency conient of the sine wave depends on the exact najure of the camier’s excursion iRto the pass-
band. This description of FM-LEN is illustrated in Chapter V.

Some authors cmphasize the discret nature of these damped sinusolds and sefer w them as pulses
(8:14-20: 22:147), while others peefer to highlight the frequency coatent of the damped sinusoids and refer

to them as rings of ringing (20:274). Both texms will be used troughout this investigation. Because of its
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pulse-like nature, FM-LFN produces a confusion effect by causing numerous false targets to appear on a
radar scope.

In contrast to FM-LFN, which is crude deception jaraming technique, FM-WBN is a noise jam-
ming technique which produces a jamming effect similar to direct noise amplification (DINA). Because
FM-WBN relies on higher frequency noise than FM-LFN, the number of full sweeps across the victim re-
ceiver passband, which is related to the number of zero-crossings of the baseband noise process, is guaran-
teed to increase. This statement assumes a fixed receiver bandwidth, By. Usually, the receiver does not have
time to recover from one sweep before another full sweep occurs. Thus, the receiver responses overlap, and
"... [t}he Central Limit Theorem guarantees that the output waveform will become gaussian as the number
of overlapping responses becomes large” (20:274), and the receiver is saturated with gaussian noise.
Benninghof ef al. also invoke the Central Limit Theorem to justify this result and specify a loose numerical

inequality such that FM-by-noise approximates DINA. They write,

... [i}n order [for FM-by-noise jamming] to meet the requirements for produc-
ing jamming that is equivalent to DINA, the following inequality must be satisfied
Jr <Sn<f; where fz [By] is the receiver bandwidth, fiy [By] is the average noise

bandwidth, and f,is the jamming barrage width. Typical numerical values for the
qualities (sic) are f = 1 e, fy = 5 m, f; = 200 mc (8-14-22).

Neither reference, however, presents a rigorous proof of their arguments. Indeed, necessary and sufficient
conditions, in terms of the NVR, DVR, azd SVR, for FM-by-noise to approximate DINA are not well-de-
veloped in the literature, nor will they be developed in this investigation. As will be shown later, FM-UBN

seems (o behave much like FM-WBN. Both FM-WBN and FM-UBN are illustrated in Chapter V.

3.3 Summary

This chapter developed a description of FM-by-noise based oa traditional PM theory. First, basic
FM theory was discussed. The relationship between baseband voliage, frequency deviation coasiant f, and
instantaneous frequency was emphasized. Nex, the deviation ratio D and peak frequeacy deviatioa Af],
were defined. This led (o a dedinttion of FM bandwidih known as Carson's Rule. The deviatioo ratio was

also used to define three types of FM: NBFM, UDRFM, and WBPM. Next, FM spectra were discassed and
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Woodward's Theorem, which states that the RF spectrum of a WBFM signal bas the approximate shape of
the univariate probability density function of its modulating signal, was proved.

Attention was then turned to FM-by-noise. First, FM-by-noise at RF was considered. Following
this, numerous ratios and terms were defined before describing the effects of FM-by-noise at IF, These ra-
tios included the noise-to-victim ratio or NVR, the deviation-to-victim ratio or DVR, and, the sweep-to-vic-
tim ratio or SVR. The NVR is used to characterize FM-by-noise jamming as FM-LFN, FM-UBN, or FM-
WBN. FM-LFN produces a confusion effect, while FM-WBN produces an effect similar to I-)INA. The ef-
fect of FM-UBN as observed in this investigation was similar to that of FM-WBN. The DVR indicates how
wide a given FM-by-noise barrage is in comparison to the bandwidth of its intended victim. Finally, the
SVR indicates how frequently a given FM-by-noise jammer will sweep through the passband of its victim
receiver and how long these sweeps will last. These three ratios taken together can be used to explain and

predict the behavior of a given FM-by-noise barrage, and its effectiveness, at IF.
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IV. Experiments

Any one of the verbal descriptions of FM-by-noise presented thus far would be more understang-
able if it were illustrated with meaningful graphics. Unfortunately, few of the original references contain
explicit figures to illustrate and supplement their verbal descriptions. This thesis seeks to remedy the situa-
tion by providing a lucid and complete description of FM-by-noise, complete with an extensive set of illus-
trative graphics. The goal of the experiments, then, was to observe and record the salient features of
FM-by-noise at both RF and IF, and subsequently, present the results in some graphically meaningful form,
Despite severe equipment limitations and constraints, this goal has been accomplished. In fact, the graphs
presented in the next chapier are a significant featare of this investigation. This chapter discusses the test
equipment and procedures used (o obtain the data that is presented in the graphs. Additionally, equipment
limitations and engineering compromises are discussed. A complete list of the test equipment used can be
found in A ypendix B.

4.1 Test Equipment

In order to keep the experiments practical and manageable, commercial test and measurement
equipment of a generic variety was used to simulate, observe, and record various FM-by-noise jamming
scenarsios. The basic sei-up cousisted of a simulsted jammer and victim receiver. A block diagram of the
equipsnent sei-up is shown in Figure 4-1. A white Gaussian noise generator ocanected to the FM input of &
signal genvrator served as a jJammer, while a simple bandpass filler simalated the IF filter of the victim re-
ceiver. The FM-by-aoise barrage at the RF oulput of the signal generator was mixed down, by a secoad
signal generaior which sesved as a local oscillator (LO),  the center frequescy of the bandpass filter and,
thus, jammed the simulated *F filter. The oulpus of the IF filter was coanectes to test and measyrement

cuipment.
The test and measurement cquipment coasisted of the following: a programmedle digitizing oscil-

loscope, a programmable spectrum analyzer, and a computer. The programmable digitizing oscilloscope
and programmable - poctrum analyzer were used (o observe and record the time- and frequency-domain
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behavior of FM-by-noise at RF and IF, The trace data from the oscilloscope and spectrum analyzer were
downloaded to the computer as data files and subsequently plotted using a commercial software package.
Hence, the time- and frequency-domain plots presenied in the next chapter are computer-generated repro-
ductions of the actual oscilloscope and spectrum analyzer displays observed in the test set-up. A complete
listing of the programs used to digitize and download the traces is contained in Appendix A.

Figure 4-2 is a photograph of the equipment set-up. The spectrum analyzer is shown in the bottom
left-hand comer of the photograph, and on the shelf direcily above the spectrum analyzer, is the noise gen-
erator, The bandpass filter is on top of the noise generator, To the righ of the bandpass filter is the signal
generator that}was used as the LO for the simulated victim receiver. Under this first signal generator is an
identical signal generator that was used, in conjunction with the noise generator, to simulate a FM-by-noise
jammer. The digitizing oscilloscope is below the two signal generators. The mixer is the small three-
pronged device resting on the oscilloscope in the photograph. Finally, the computer that controlled the
spectrum analyzer and digitizing oscilloscope is show= or the right of the photograph.,

While the use of standard test and measurement equipment k3pt the experiments practical and
manageable, it also presented unique engineering challenges and wade-offs. Equipment limitations forced
numerous iterations in the development of a workable experimental procedure, Each time a new procedure
was developed and #sted, previously unknown equipinent limitations would halt experimentation and force
a recvaluation of the experimental procedure. The equipment limitations, as described in the next section,
will convey a sense of the engineering challenges and trade-offs confronted while conducting this investiga-
tion.

4.2 Equipment Limitations

4.2.1 Noise Generator. Generating the large noise bandwidths required for noise jamming with
commercial equipment was difficult, A wideband noise generator was devised by terminating the input of
an amplifier with 2 resistor and then seleciiag the highest amplification level available on the amplifier.
While this configuration did produce wideband noise, the output power level was too low to drive the FM

input of a signal generator. Ultimately, a oise geverator with a maximum bandwidth of 50 kHz was used.
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Figure 4.2 Photograph of Equipment Set-up
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4.2.2 Signal Generator. Like the noise generator, the signal generator used in this investigation
also imposed certain experimental limitations. Three different commercial signal generators were evaluated
before one was chosen. None of the signal generators tested was capable of accepting wideband modulating
signals while simultaneously tolerating large peak frequency deviations. The signal generator chosen had a
3 dB FM input bandwidth of 250 kHz. That is, the signal generator would have effectively lowpass filtered,
to 250 kHz, any wideband (By > 250 kHz) signal applied to its FM input. 'Iherefqre, even if a wideband
noise generator were available, noise bandwidth settings above 250 kHz could not have been selected. The
relatively narrow FM input bandwidth of the signal generator was not an issue, however, because the noise
generator used in the experiments was limited to S0 kHz.

The signal generator was also limited in terms of absolute maximum peak frequency deviation.
Consistent with the physical limitations mentioned in the previous chapter, the maximum peak frequency
deviation was limited to 1% of the lowest frequency in a given tuning range. For example, the maximum
peak frequency deviation available in the tuning range from 256 to 512 MHz was 2.56 MHz. The highest
tuning range extended from 512 to 1024 MHz, Hence, the absolute maximumn peak frequency deviation
available was limited to 5.12 MHz. Using Eq. 3-10 and assuming WBFM, then, the maximum barrage
bandwidth was limited to approximately 10.24 MHz. In short, a comimercial signal generator capable of ac-
cepting wideband modulation at its FM input while simultaneously tolerating large peak frequency devia-
tions could not be obtained for this investigation.

4.2.3 Digitizing Oscilloscope. An HP 54111D digitizing oscilloscope was used in the experi-
ments. Discussing the limitations of the digitizing oscilloscope now rather than those of the bandpass filters
will make the remainder of the chapter more coberent and understandable. The experimental limitations
imposed by the digital oscilloscope were formidable especially when oze considers the typical FM-by-noise
jamming soenario and the goal of the experiments.

The real-time operating mode of the digitizing oscilloscope was limited in terms of sweep speed,
sampling rate, metnory depih, vertical resolution, and bandwidth. Referring to Table B-2, it can be seen

that the swesp speed or, equivalently, the sampling rate determines the memory depth, while the vertical
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resolution, in bits, determines the bandwidth. Note that the vertical resolution is either 6, 7, or 8 bits. An
additional vertical resolution setting was available, Specifically, the vertical resolution could be set to OFF
for quick data-acquisition times.

‘The memory depth is best explained in terms of a single sweep. The oscilloscope makes a single
sweep and takes 8192 samples of the input signal. The sampling rate is determined by the sweep speed, but
tic number of samples recorded in memory by the oscilloscope is always 8192 samples. Note that the sam-
pling rate times the memory depth is approximately 8192 samples for each sampling rat= and memory
depth shown in Table B -2. The time interval spanned or represeated by these §192 samples is the memory
depth.

Only 501 samples of the total 8192 samples could be displayed on the oscilloscope trace at a given
Ume. Furthermore, data could be acquired from one of two memory partitions in oscilloscope memory:
trace remory of channel memory. Trace memory contained the 501 samples dispiayed on the oscilloscope
display, while channel memory contained the full 8192 samples in the full memory depth. The oscilloscope
trace displays in Chapter V were plotted with 501 data samples per channel. Data for noise quality mea-
surements discussed in Chspter VI was acquired from channel memory in blocks of 8192 samples.

As evidenced by Table 3-2, higher sampling rates could resolve higher frequency signals, but
higber sampling rates also resulted in shorter oscilloscope displays and lower memory depths. Increasing
the vertical resvlution propostionally decreased the maximum resolvable frequency. Finally, the oscillo-
scope was a lowpass sampling unit; beuce, signals could be not be bandpass-sampled without significant
Pre- or post -processing.

4.2.4 Bandpass Filters. The experimental limitations coafioated due to the bandpass filter used in
tic experiments and the digitizing oscilloscope just discussed were intimately related, a direct consequence
of the Sampling Theorem. Two bandpass filier banks were tested. The first unit had eight selectable
bandwidths ranging from ¢.1 MHz to 23.2 MHz. The 0.1 MHz bandpass filter was centered at 20 MHz
woile the higher bandwidth filters were centered at 60 MHz. Although these center frequencies and

bandwiaths are repecsentative of a typical radar jamming scenario, they proved to be too high and fast for
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the purposes of this investigation. Even though the oscilloscope could accurately sample, reconstruct, and
display signals at these frequencies, the sampling rates required to do so made the sweep times or display
lengths too short.

That is, the sweep times resulting from these higher sampling rates were not long enough to simul-
taneously record both the behavior of the baseband noise used to generate the FM-by-noise barrage and the
effect of the barrage at the ouiput of the IF filter of the simulated victim receiver. It was crucial to observe
and record the baseband noise because the bebavior of the baseband noise can be related to the behavior of
FM-by-noise at RF and IF.

Bandpass sampling with no pre- or post-processing was tried but produced unacceptable results.
Furthermore, FM-UBN and FM-WBN could not be investigated with this first bandpass filter unit because
the noise generator was limited to 50 kHz. Recall that FM-UBN and FM-WBN are based on the NVR, and
the noise generator could not produce a signal with a bandwidth equal to or greater than any of filter
bandwidths.

The second filter unit tested was a dual low-pass, high-pass filter; the two could be cascaded to
form a bandpass filter. This dual filter bank provided a versatile means of forming bandpass filters with
tunable center frequency and adjustabie bandwidth. The center frequency was tunable from zero to approx-
imately 115 kHz, and the bandwidth was adjustable, subject of course to typical filter constraints such as
those cited by Gagliardi (16:155). This unit was chosen for use in the experiments. Two bandpass filters
were subjecied to FM-by-noise jamming in the experiments. The first filter had a 3 dB bandwidth of 25
kHz and center frequency of 102.5 kHz, and the second had a 3 dB bandwidth of 50 kHz and center
frequency of 90 kHz. These values, which are approximate, were chosen so that FM-LFN, FM-UBN, and
FM-WBN scenarios could be investigated,

4.3 Enginecring Compromises

Coasidering the typical FM-by-noise jamming scenario and the experimeatal limitations imposed

by the test equipment, it would scem that the experiments wene doomed to failure. Happily, such was not

the case. In the end, judicious engineering comprotnises ensbled the collection of meaningful dala. The ac-
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tual bandwidths and center frequencies used are more representative of a communications jamming sce-
nario than a radar jamming scenario, Even though the jamming scenarios used were wr-realistic in terms of
radar, the behavior of FM-by-noise at RF and IF was accurately simulated, observed, and recorded.

Ultimately, three variables could be fairly well controlled in the laborat:: . First, the basebznd
noise bandwidth, By, could be changed with a knob on the noise generator. Thre¢ baseband noise band-
widths were used: 5 kHz, 15 kHz, and 50 kHz. Next, the peak frequency deviation, A;'., could be varied
with a vemier on the signal generator, Nominally, £1 volt produced the sclected peak deviation in the posi-
tive and negative directions, respectively. For example, if the carrier were *-:ned to 1(:0 Milz and the peak
deviation were 1 MHz, the FM RF output would alternate between 99 MHz and 101 MHz given that m(s)
were a £1 volt square wave. Finally, the bandwidth of the victim receiver IF filter, By, was chosen so that
FM-LFN, FN-UBN and FM-WBN scenarics coald be investigated.

Since the jamming was mixed down to 90 kHz or 10Z.5 kHz, large peak frequency deviations
could not be used due to problems of frequency fold-over caused by the mixing process. This is best ex-
plained by considering the negative frequencies associated vitl- a double-sided PSD. As the frequency-
modulated carrier was deviated, by the baseband noise, tow rd DC, the carrier's image in the negative fre-
quency-domain was also deviated toward DC. If the carrier was d:viated too far below DC, its negative
counterpart would fold-over into the positive-frequescy domain and appear in the filter passband. Con-

sequently, the peak frequency deviation was limiied w0 avoid protiems of excessive frequency fold-over,

However, limiting Af, too much wculd result in NBFM. Hence, Af, was set at 150 kHz to avoid
problems with frequency fold-over while “wnltancously maintaining WBFM coaditions. Since Af, was
150 kHz and the ceater frequancies of the simulated victim recelvers were 90 kHz snd 102.5 kHz, respec-
tively, frequency feld-over could not be completely elirxinated but only made negligitle. This was done by
simultaneously reducing the RMS voltage of the nolss and re-adjusting the peak frequency deviaticn oa the
signal generator. Addivonally, the triggering level of Channel Ons was adjusted as necessary so that Chan-
el Quoe triggered on a baseband roise voltage of approximately 0.3 volts; thus, the comesponding Channel
Two trace, which measured the filtes output, did not exhibis the effects of frequency fold-over.
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4.4 Experimental Procedure

The experimental limitations imposed by the equipment and the engineering compromiises de-
scribed in the previous section dictated an experimental procedure. This section describes how the simu-
lated jammer and simulated victim receiver were set-up and how the measurements were made. Recall Ap-
pendix B contains a complete list of the equipment used in the experiments. Although the procedures are
specific to the equipment listed in Appendix B, they can be used as a point of reference for a set-up based
on different equipment. Familiarity with programmable spectrum analyzers and programmable digitizing
oscilloscopes is assumed.

4.4.1 Baseband Noise Measurements. Connect the HP 82324A Measurement Coprocessor,
installed in the computer, to the spectrum analyzer and digitizing oscilloscope with HP-IB cables. Daisy-
chain the analyzer and oscilloscope. On the HP 3722A Noise Generator select INFINITE SEQUENCE
LENGTH and depress RUN. Toggle the switch under the VARIABLE 600 Q OUTPUT to GAUSSIAN.
Select the RMS AMPLITUDE and GAUSSIAN NOISE BANDWIDTH desired. Next, connect the VARI-
ABLE 600 Q OUTPUT to the spectrum analyzer and Channel One of the digitizing oscilloscope. Finally,
run the TIMEDMN.BAS and FREQDMN.BAS programs listed Appendix A to download the time-and
frequency-domain representations of the baseband noise. Time- and frequency-Gomain measurements of
5 kHz and 50 kHz bandlimited, white Gaussian noise were takea for this investigation.

4.4.2 Measurement of FM-by-Noise at RF. Coanect the HP 82324A Measurement Coprocessor,
installed in the computes, {0 the specirum analyzer with an HP-IB csble. There is no need to disconnect the
spectrum analyzer from the oscilloscope if the two are already daisy-chained to the computer with HP-IB
cables. Set-up the simulated jammer. On the HP 3722A Noise Generatoe, select the desired baseband noise
bandwidih; sce Section 4.4.1. Connect the VARIABLE 600 2 CUTPUT of the noise generator to the FM
INPUT of an HP 8640B Signal Generator. The FM INPUT of the HP 8640B has a 3 dB bandwidth of 250
kHz. Therefore the HP 8540R will effectively lowpass filter to 250 kHz any signal, greater in bandwidth
than 250 kiz, applied at its FM INPUT.

Coanect the RF QUTPUT of the signal generator o the spectrum analyzes. On the signr] genera-

toe, select the desired frequency range with the RANGE knob. Adjust the COUNTER MODE to INT and




select the desired number of digits to be displayed. Tune to the desired RF using the FREQUENCY TUNE
and FINE TUNE vemiers. Adjust the OUTPUT LEVEL to 0 dBm; turn the inner vernier on the OUTPUT
LEVEL selector fully clockwise. Flip the RF OUTPUT switch on the signal generator to ON. Observe the
unmodulated RF carrier on the spectrum analyzer, Phase-lock the carrier to the tumed frequency by depress-
ing LOCK. Adjust the spectrum analyzer settings and OUTPUT LEVEL as required.

Generate an FM-by-noise barrage by modulating the RF carrier with baseband noise from the HP
3722A Noise Generator, Of the four-positions—INT, AC, DC, CAL—on the switch labeled FM, select
AC. Depress the FM/kHz button on the SCALE panei. Adjust the PEAK DEVIATION to the desired peak
frequency deviation Af,. The meter on the SCALE panel indicates the amount of peak frequency deviation.
Observe the FM-by-noise barrage on the spectrum analyzer. This is FM-by-noise at RF. Adjust the spec-
trum analyzer settings as required. Run the FREQDMN.BAS program listed in Appendix A program to
download the analyzer trace.

Five FM-by-noise barrages were generated for this investigation. To investigate the impulsive na-
ture of FM-by-noise in the frequency-domain, three barrages were generated at 250 MHZ using baseband
noise bandwidths of 500 Hz, 5 kHz, and 50 kHz, respectively; all three barrages were generated with a peak
frequency deviation of 150 kHz, The impulsive nature of FM-by-noise in the frequency-domain is referred
to as frequency-domain impulsivity. More will be said about the impulsive nature of FM-by-noise in the
next chapler. Finally, to demoastrate the power-bandwidth trade-off inherent in noise jumming, two bar-
rages were gencrated at 900 MHz using peak frequency deviations of 150 kHz and 4 MHz, respectively;
both barrages wese genenated using baseband noise bandwidths of 50 kHz.

4.4.3 Measurement of FM-by-Noise at IF. Connect the HP 82324A, installed in the computer, to
the specirum analyzer and digitizing oscilloscope with HP-IB cbles. Daisy-chain the analyzer and
oscillosoope. Set-up the simulaied jammer. On the HP 3722A Noise Geaerator, sclect (he desired baseband
noise bandwidih; see Section 44.1. Coanect the VARIABLE 600 Q OUTPUT of the noise generator (o the
FM INPUT of an HP 86408 Signal Geaerator snd Chaane! Oae of the oscilioscope.
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Set-up the simulated victim receiver. Connect the RF QUTPUT of the first HP 8640B Signal Gen-
erator to the connector labeled RF on the ANZAC mixer. Connect the RF OUTPUT of the second HP
8640B Signal Generator to the mixer connector labeled LO. Connect the mixer output labeled IF to the IN 1
input of the Wavetek Rockland 852 Dual Hi/Lo Filter Bank. On the filter bank, connect OUT 1 output to IN
2 input. On filter 1 select HIGH PASS, 0 dB GAIN, and FLAT GAIN. On filter 2, select LOW PASS, 0dB
GAIN, and FLAT GAIN. Connect OUT 2 to the spectrum analyzer and Channel Two of the oscilloscope.

The cascaded filters form a bandpass filter. Set the cut-off frequencies for filter 1 and filter 2 and
determine the center frequency of the bandpass filter. Set the jammer carrier frequency to coincide with the
center frequency of the simulated victim receiver. This can be done by the following steps. Set the center
frequency of the spectrum analyzer to the center frequeacy of the bandpass filter, While observing the
spectrum analyzer display, mix the unmodulated jammes carrier down to center frequency of the bandpass
filter by adjusting the either the jammer carrier frequency or the LO frequency. Once the jammer carrier is
mixed down to the center frequency of the bandpass filter, begin FM-by-noise jamming by selecting the de-
sired peak frequency deviation; see Section 4.4.2. Adjust the spectrum analyzer and oscilloscope settings.
Set the oscilloscope for a single sweep by depressing the RUN/STOP button and adjust the trigger level if
necessary. Run the program TFDATA BAS, listed in Appendix A to download time-domain representa-
tions of the baseband noise and the filter output and a frequency-domain representation of the filter output.
This is the set-up that was used to observe and record the bebavior of FM-by-noise at IF aad to measure
noise quality.

The FM-by-noise jamming scenarios investigated are shown in Table 4-1. Note the jamming sce-
nanios are described using the terminology developed in the previous chapier. Since the instantaneous fre-
queacy of the barrages was détenmined by the instantaneous voltage of the baseband noise, #(i}, via Egs. 3-
3 through 3-5, the deviation of the baseband noise voliage about zerc volts can be interpreted as a direct
repeeseatation of the deviation of the carrier about its ceater frequency and the ceater frequency of the fil-
ter. Recall the jammer ceater frequency coincided with the center frequeacy of the victim receiver. There-

foce, not only was the time-domain output of the IF filiers chsesved and recovded, but the bascband aoise
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voltage was also observed, recorded and directly related to the output of the IF filters. Thus, a clear picture

of FM-by-noise jamming was taken and shall be presented in the next chapter,

Table 4-1 FM-by-Noise Jamming Scenarios Used in Experiments

By=25kHz Af, =150 kHz

Af, =150 kHz
NVR DVR SVR
0.01 3 0.03
0.10 3 0.30
1.00 3 3.00

4.5 Summary

The goal of the experiments in the this portioa of this investigation was to observe and record the
salient featwes of FM-by-noise at both RF and IF, and subsequently, present the results in some graphicaily
meaningful form. This chapier discussed the test equipment and procedures used to obiain the data that is
peescated in the graphs in the next chapler. Additicaally, equipment limitations and eagineering compro-
mises wese discussed. Noise quality measurement wese also made, but these measurements are discussed
scparately in Chapter VL
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V. Results

This chapter contains the results obtained from the experiments described in Chapter IV. Com-
putei -generated reproductions of actual oscilloscope and spectrum analyzer displays observed in the labora-
tory are prescnted in the figures, and the discussions in the chapter are based on these figures. First, base-
band noise will be briefly discussed. Next, the bebavior of FM-by-noise at RF is examined, Finally, the ef-
fects of FM-by-noise at IF are investigated and explained. The discussions in this chapter rely heavily on
the terminology developed in Chapter IT1. The reader may consult that chapter or the List of Symbols and
Abbreviations, on page viii, as necessary.

Several abbreviations are used in the figures. Although the abbreviations used in the figures are
contained in the List of Symbols and Abbreviations, they are annotaied here for the reader's convenience:
CF = Center Frequency, SP = frequency SPan, VBW = Video BandWidth, RBW = Resolution Band Width,

and SWP = time to SWeeP one trace.

5.1 Baseband Noise

Typical time- and frequency-domain representations of the bandlimited, white Gaussian noise
generated by the HP 3722A noise generator and used in the expesiments are shown in Figures 5-1 and 5-2.
Two examples of the baseband noisc were deemed sufficient. Note that the 5 kHz noise bas, as expected, a
smaller bandwidth and less zero-crossings (han the 50 kHz noise. Figures 5-1 and 5-2 show 1o other extra-
ordinary features than those just meationed. The first two figures are presented for completeness and com-
panative purposes.
8.2 FM-by-Noise at RF

Figures 5-3 twough 5-6 illustrale the bebavior of FM-by-noise st RF. Here RF refers (o the cutput
of the simulated jammer, see the block diagram in Figure 4-1. All barmages were centered at 250 MHz with
the excepiion of the bamage shown in Figwe 56 which was ccutered at 900 MHz.

Coasider Figuses 5-3 through S-5 first. The figures cll have a sinilar format. Each figure shows

two different displays, acquired from the same spectrum analyzes, of the same FM-by-golse barrage. Dif
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ferent video bandwidths enabled the spectrum analyzer to record different features of the same FM-by-
uoise barrage. The Auto Display, positioned in the top half of each figure, shows a snapshot of the relative-
ly instantancous behavior of an FM-by-noise barrage . Positioned in the bottom half of each figure, the
Manual Display illustrates the average behavior of the same barrage whose instantaneous behavior is illus-
trated in the Auto Display. The Auto Displays were measured with video and resolution bandwidths set to
AUTO for the frequency span or span width selected. The Manual Displays, on the other hand, were
recorded using a narower video bandwidth than that used to record the Auto Displays. Hence, the traces
acquired for the Manual Displays were averaged ovar time, while the traces acquired for the Auto Displays
were relatively instantaneous.

It is important to note that the tenm impulsive in this thesis refers to frequency-domain impulses
unless otherwise noted. Both the Auto and Manual Displays in Figures 5-3 through 5-5 illustrate the effect
of increasing the bandwidth of the baseband noise while maintaining the peak frequency deviation constant.
Note the impulsive nature—frequency-domain impulsivity—of the barrages decreases with increasing base-
band noise bandwidth. That is, the barrages become increasingly fuller or continuous with increasing noise

bandwidth, The Auto Displays illustrate the effect much more convincingly than the Manual Displays.

The impulsive nature of Fh{-by-noise in the frequency-domain can be related to one of the ratios
mentioned in Chapter I, Specifically, the impulsive natere of FM-vy-noise in the frequency-domain de-
creases as the deviation ratio, D, decreases. Recall, the deviation ratio, defined in Eqs, 3-8 and 3-9, is the ra-
tio of peak frequency deviation to baseband signal bandwidth. The dev:ation ratio for Figure 5-3, Figure 5-
4, and Figur; 5-5 was 300, 30, and 3, respectively. That the impulsive nature of FM-by-noise decreases
with D does not, however, imply that NBFM and UDRFM barrsges produce move effective janming than
WBFM barrages. In fact, NBFM and UDRFM axe, in general, not used for noise jamming because both

NBFM and UDRFM do not sufficicatly spread the baseband noise at RF,
Figures 5-3 through £-5 also illustrate ihe description of FM-by-noise presented by Lothes ef al.
which was quoted in Chapter I (23:52). As alluded to in t.e quote and as explained in Chapter I11, the in-

stantaneovus frequency of an FM-by-noise batrage is determined by its modulating noise via Egs. 3-3




through 3-5. That is, the deviation of the baseband noise voltage about zero volts is a direct representation
of the deviation of the jammer carrier about its center frequency. The barrage illustrated in Figure 5-3 (D =
300) was deviated more slowly about the jammer center frequency than the barrages illustrated in Figure 5-
4 (D = 30) and Figure 5-5 (D = 3). However, the peak frequency deviation, Af, = 150 kHz, was the same
in all cases. Of course, the theoretical barrage width, defined by ™°q. 3-10, was the same for all the barrages.

Consistent with the theory on FM-by-noise, the jammer carrier modulated by 0.5 kHz noise took a
longer time to visit each frequency contained in the full barrage width than the jammer carrier modulated
by either 5 kHz noise or 50 kHz noise. Hence, the barrage modulated by 0.5 kHz noise, shown in Figure 5-
3, is more impulsive in the frequency-domain than the barrages modulated by either 5 kHz or 50 kHz noise
and shown in Figures 5-4 and 5-5 respectively.

Note that the theoretical bell-shaped spectrum associated with an RF carrier frequency-modulated
by Gaussian noise and predicted by Woodward's Theorem is not immediately evident in either of the Auto
Displays shown in Figures 5-3 and 5-4. It does become evident in the Auto Display of Figuie 5-§ because
of the decreased deviation satio. All of the Manual Displays, however, exhibit the bell-shaped spectrum be-
cause, as mentioned earlier, the traces in the Manual Displays were recorded with a narrow video band-
width which caused the traces to be averaged over time.

Also note that while the narrower video bandwidih caused the traces in the Manual Displays to
exhibit the characteristic bell-shape indicative of a carrier frequency-modulated with Gaussian noise, it also
averaged out the impulsive behavior of FM-by-noise evident in the Auto Displays. However, this lost in-
formation can be partially recovered by comparing the individual Manual Displays.

Consider, first, the barrage modulated by the 0.5 kHz noiss depicted in Figure 5-3. Not only is the
peak magnitude of its PSD less than peak magnitudes of the barrages modulated by 5 kHz and S0 kHz noise
respectively, its traoe ling is also mors thick, jagged, and ill-defined. Since the peak frequency deviation for
all three barrages was equal, the magnitudes of cach PSD and the uniformity of each trace can be used as a
measure of how frequency-Gomain impulsive the actual barvages were. However, the degree of impulsivity

can oaly be determined comparatively.
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Given equal peak frequency deviations and equal video bandwidths, low-magnitude PSD barrages
with thick, jagged trace lines indicate impulsive jamming. Hence, the barrage modulated by 0.5 kHz noise,
shown in Figure 5-3, is more impulsive than the other two barrages shown in Figures 5-4 and 5-5. Note that
the narrow video bandwidth used to record the Manual Displays irretrievably averaged out information on
the individual impulses that would have otherwise been captured in the Auto Displays.

Figure 5-6 illustrates the well-documented power-bandwidth trade-off inherent in any noise jam-
ming scenario. The center frequency was increased to 900 MHz so that a peak frequency deviation of 4
MHz could be selected. The frequency span or span width (SP) for the display at the top of Figure 5-6 is 1
MHz while the frequency span for the bottom display is 10 MHz. Note that the barrage with the lower de-
viation ratio (D = 3) had a higher peak PSD magnitude than the barrage with the higher deviation ratio (D =

80) but was not as wide. Thus, the power-bandwidth trade-off is demonstrated.

5.3 FM-by-Noise at IF

Figures 5-7 through 5-12 illustrate the effecis of FM-by-noise at IF. All the figures have the same
format. Channel One, the top part of the oscilloscope display, shows the baseband noise that was used to
frequency-modulate the RF canrier which in all cases illustrated in Figures 5-7 through 5-12 was 250 MHz.
The barrages shown in Figures 5-3 through 5-5 are representative of the jamming that was used to genesate
Figures 5-7 through 5-12. Channel Two, the boitom portioa of the oscilloscope display, shows the time-
domain output of the victim receiver's IF filter as the frequeacy-modulated jammer carrier was swept ar0ss
its passhand. The oscilloscope traces were recorded simultancously using a sampling rate of 1 MMz and
vertical resolution of 6 bits. As shown in Table B -2, (he maximum resolvable frequency for these seltings
was 230 kHz. Channels Oae and Two were set for the same time/division; bowever, tims rather than
time/division is shown on the figures and it is snnotatod only cace, with Channel Two, for seadability.

The spectrum analyzer display shows the fraquency-Gomain representation of the filter outpul. The
displays are marked with the ceeler frequency (CF) and trace span width (SP) in Hz. The filter bandwidih,
peak frequeacy devialion, sad baschand nolse bandwidth assoclaled with each FM-by-noise jamming sce-

nasio are explicitly staled in the figure captions. Video and resalution bandwidihs were set to AUTO and
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are not included with spectrum analyzer displays but are mentioned here. The video bandwidth, resolution
bandwidth, and sweep for the spectrum analyzer displays in Figures 5-7 through 5-12 were 3 kHz, 1kHz,
and 300 msec, respectively.

It will prove beneficial to reiterate a few points on the theory of FM-by-noise before discussing the
figures. Recall, the instantaneous frequency of an FM-by-noise barrage is detenmined by its modulating
noise via Egs. 3-3 through 3-5. That is, the deviation of the baseband noise voltage about zero volts is a di-
rect representation of the deviation: of the jamme:r carrier about its center frequency. Furthermore, if the
jammer center frequency is tuned to the center frequezcy of the victim receiver, the deviation of the base-
band noise voltage about zero volts is also a direcs rey.sesentation of the jammer carrier as it deviates about
the ceater frequency of the victim receiver. The deviation of the jammer carrier about the center frequency
of the victim receiver is also referred to as a sweep, of, as in (22:147), an excursion,

Recall aiso that the signal generator used in the experimenis produced a peak deviation of $Af,
when the voltage at the FM input was nominally 1  volt. Hence, the Voltage axis on Channel One of the
oscilloscope displays may also be interpreted as a frequency axis. Since it is assumed that the RF center
frequencies used in the experiments coincided with the center frequencies of the IF filters, a baseband noise
voltage of zero volts comresponds (¢ *he situation where the jammer carrler exactly coincides with the center
frequency of the victim receiver. As the baseband aoise voltage deviales above or below zero volts, the
FM-by-noise jammer deviales, sweeps, o makes &0 excursion across the victim receiver passband. In short,

the voltages, +V,a, comesponding o thie upper and lower edges of the 3 dB bandwidth of the IF filter are
V, B Vais (5-1)
@ =T,

where a positive voliage commesponds to the upper 3 dB frequency of the filter and a negative voliage corre-
spoads to the lower 3 dB frequency. Coasider Figure 5-7. In light of the previous discussion, the voliage
corresponding o the 3 dB dandwidth of the IF filter is, by Eq. 5-1, appeoximately 83 mv. As an aslie, the
tenm passbaad in these discussions refess (o the bandwidih, swept by the jzmmer casrier, over which a dis-

cermible respoass can be detected on the Channel Two oscilloscope taces.
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Focusing then on Channel One of the oscilloscope display in Figure 5-7, and, for the moment, ig-
noring any theory on FM-by-noise, it can be seen that the carrier started to sweep into the victim receiver
passband with a positive slope at about the 320 ps mark and swept out some 320 fs later. Relying on Egs.
3-3 and 3-4, it is suspected that the filter output will be a sinusoid of increasing frequency, due to the posi-
tive slope of the baseband voltage, that starts some short time after the 320 s mark and lasts approximately
320 ps. Furthermore, relying on basic filter theory, it is suspected that the increasing-frequency sinusoid at
the filter output will be amplitade-modulated with the shape of the filter transfer function because the vari-
ous frequencies contained in the increasing-frequency sinusoid will be appropriately weighted by the filter
transfer function. This is exactly the situation illustrated by the Channel Two display in Figure 5-7.

Figure 5-7 and the remaining figures in this chapter can be related to the theory, equations, and
definitions developed in the references and the previous chapters. Figure 5-7 depicts an WBFM-LEN sce-
nario in which the baseband noise voltage made a full sweep, with a positive slope, across the passband of
the victim receiver. Consistetit with the theory on FM-LEN, the filter output was a sine wave of increasing
frequeacy which was amplitude-modulated with the shape of the filter. The filter output had a duty cycle
corresponding to the length of time it took the carrier to sweep across the receiver passband. In short, the
output was a pulse or ring that lasted approximately 320 us. Note the term pulse, in this coalext, empha-
sizes the discrete nature of the output, while the term ning empbasizes the damped sinuseidal-uature of the
outpuL.

Since the sweep of the carrier across the passband was approximately lingar, it can be compared
with the variable, S, and the ratio, a, defined by Benninghof ef al. (8:14-20-21) and described in Chapter
111 The slope of the linsar sweep from 320 ps 0 640 ps is spproximately 13 MHz/sec. This stope of 13
MHz/sec corresponds to the variable S. Next, the slope is divided by the 3 dB bandwidth of the victim re-
ceiver bandwidih squsred, BY. The quoticat appeoximates the ratio a because the 3 dB bandwidth of the
filter was used rather than b as defined in Eq. 3-24.

The sesult is approximately 0.021 and & qualitatively coasistent with definition of a slow sweep,

a << 1. Noie that the SVR for the scenanio boing discussod is shown in Table 4-1 and is 0.12. While this
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SVR does agree qualitatively with the ratio a, it does not agree quantitatively. Better quantitative agreement
is obtained if an RMS DVR is used to calculate the SVR, Recall, the RMS DVR, for a Gaussian process,
can be calculated from the DVR by simply dividing by thre¢. Considering an RMS DVR then, the SVR is
0.04.

Next, consider the spectrum analyzer display of the filter output shown in Figure 5-7. The jam-
ming is not continuous or full. This result is not surprising when one considers the previous discussion of
FM-by-noisc at RF and examines the barrage shown in Figure 5-3 used to produce the jamming. Specifical-
ly, the barrage was impuisive in the frequency-domain at RF. Hence, that the resulting jamming at IF is also
impulsive is not surprising. In general, WBFM-LFN jamming is frequency-domain impulsive in nature,

The jammer center frequency, as it relates to Figure S-7, does not coincide exactly with the victim
receiver center frequency, but it is close enough that zero volts on Channel One may be considered to cor-
respond to the victim receiver center frequency. This will be the case throughout ihe chapter; however, the
mismatch between the jammer center frequency and victim receiver center frequency will be mentioned
oaly when necessary.

Extrapolation to the more real-world case when the jammer center frequency is off victim center is
straightforward. In this case, some nou-zero value of the baseband noise voltage will correspond to the
center frequency of the victim receiver, and the filter output will be a raaximum as the baseband sweeps
through this non-zeso value. The exact value of the basshand noise voltage that corresponds to the center
frequency of the victim receiver will depend on the sigu and magnitude of the mismaich between the jam-
mer center frequency and the ceater frequency of the victim receiver,

Like Figure 5-7, Figure 5-8 also illustrates 8 WBFM-LFN jamming scenario. The time-domain
output of tho filier shown on Channel Two of the oscillascope consists of five pulses or rings. The first ring
oo the left was caused by the jammer as it fust barely entesed the receiver passband and then wrned back
oul. Hence, this first ring bas a small amplitude. The sext pulse was caused ss the jamamer made a full
sweep across the recciver passhand. Note the maximum cmplitsde of the pulse eocurs some time afier the

baseband vollage sweeps past zero volis. This observaiion is due (o filier delay and jammer-victim frequen
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cy mismatch, The jammer remained outside the receiver passband for approximately 160 pis and then
veered back into the passband. Rather than making a full sweep, the jammer lingered near the center fre-
quency of the filter for approximately 80 ps. Hence, the ampliide of the ringing is relatively high, its fre-
quency content is relatively constant, and its duty cycle is approximately 80 yis. The jammer turned back
out of the receiver passband but returned later for two more full sweeps.

The slope of the fourth sweep is steep, so the output pulse due to this steep sweep is impulsive in
the time-domain. In light of the previous discussion, the relation between the baseband noise and the final
pulse is self-explanatory. Note that the first and third rings illustcate the effect of FM-LFN when the jammer
carrier does not make a full sweep across the receiver passband. Consistent with the theory, the rings have
amplitdes appropriately weighted by the filter transfer function and duty cycles comresponding to the
amount of time the jammer was actually in the receiver passband.

Finslly, the spectrum analyzer display in Figure 5-8 shows a filter output that is less frequency-
domain impulsive than that shown in Figure 5-7. This result is not surprising when one compares the fre-
quency-domain struciures of the FM-by-noise barrages, shown in Figures 5-3 and 5-4, used to cause the
jamming. Clearly, the move frequency-domain impulsive the barrage is at RF, the more frequency-domain
impulsive the resulting jamming will be at IF. The time-domain structure of the baseband poise processes
shown in Figures 5-7 and 5-8 also help explain why the resuliing jamming in the latier scenario is less fre-
quency-damain impulsive, Sinos the 0.5 kHz basehand noise used  generate the jamming showa in Figure
5.7 bad, and bas by definition, a lower fraquency coatent than the 5 kHz baseband noise shown in Figure 5-
8, e 05 kHz baschand noiss was guaranieed to have less zevo-crossings than the 5 kHz baseband soise.
Less zeco-crossings tisnslate to less sweeps acoss the receiver passhand, and less sweeps across the recgiv-
er passhand tansiale to kess pulses of riags st U filter output. Heoow, the time-domain structure of the
basehand notse couplad with the peak fraquency devialion and victiin reesiver bandwidth give an indication
of bow impulsive, in the frequency-domain, e resulting jamming will be.

As was done for (e jamming soeaanio illustrated in Figure 5-7, the sweep § and ths ratio a can be
calculated for each full passhand excussion odserved in Figure 5-8. The § and a associaled with cach full
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passband excursion covld then be compared with the SVR for this scendrio. However, these routine
calculativns and comparisons will not be made since no new or profound insights into the nature of FM-by-
noise will be gained by doing so. Instead, the SVR and its ralatioa to the ﬁiwr output will be discussed
qualitatively. The SVR, 1.2, is listed in Table 4-1. This SVR is more close to the definition of a slow
sweep, a << 1 than G the definition of a fast sweep, a >> 1, and the filter output is, as predicted by
Benninghof et al, “...a series of impuises {or pulses or rings] of random amplitude and random structure”
(8:14-20-21).

Figure 5-9 illustrates a WBFM-WBN jamming scenario. Unlike the previous two examples, how-
ever, the baseband noise caused the jammer to deviate about the receiver center frequency much more
rapidly and more often as evidenced by the number of zero-crossings the baseband noise made. Hence, it is
somewhat difficult to relate the bascband noise and the filter output in the time-domain. Note that the SVR
for this case is, as shown in Table 4-1, is 12 which corresponds to the definition of a fast sweep, a >> 1.
Coasistent with the description nf FM-WEN, the number of full sweeps across the victim receiver passband
has increased in comparison to the previous two examples. For the most par, the fiter does not have time
to recover from oae sweep befose another full sweep occurs. Coasequently, the ringing respoases overlsp,
and the output is noise. As evidenced by the Channel Two trace shown in Figure 5-9, the filter appears to
have had time to recover from the overlapping rings at least twice. Note that the baseband noise strayed
away from zero voits for an appreciable leogth of time between the 160 13 2nd 240 ps mak and again
around e 480 s mark. Not stipeisingly. the Glter output became aegligibly small during tiese tmes.

Aoe&gﬂ;‘mgm e tory oa FM-by-aoise, the output of a filter subjecied to FM-WEN should be
 approxizatsly Ganssian. That this is the csse 15 oot immediately evident from Figuse 5-9. Measuring the
degree of nosmality, or Gasssianily, of jamming is e topic covered in the 1.oxt chapier where the conoept
of polse quality is reexamined. Finally, e jammding al the output of we filizs seems (o be guite full 55 indi-
catsd by the spectrum anaiyzes display. Again, this frequeacy-danain result is not surprising whea ons
oxsidess oot caly the tizme-domain structuse of the baseband volse dui also By frequency-domain structure

of the FM-by-uoise bamage, shown in Figure 3-5, usad to produce the jsmming.
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Figures 5-10 through 5-12 exhibit features very similar {0 the FM-by-noise jamming scenarios il-
lustrated in Figures 5-7 through 5-9 which have already been discussed in detail. Hence, lengthy discus-
sions of Figures 5-10 through 5-12 are not necessary. Instead, general comments will be made. The only
difference between the scenarios shown in Figures 5-7 through 5-9 and Figures 5-10 through 5-12 is the
victim receiver bandwidth. The victim receiver bandwidth used in the latter set of figures was increased
from 25 kHz to 50 kHz. Therefore, Figures 5-10 and 5-11 illustrate FM-LFN scenarios while Figure 5-12 il-

lustrates a FM-UBN scenario. FM-UBN is, for the purposes of this investigation, similar to FM-WEN.

5.4 Summary

To complement the theory on FM-by-noise, this chapter presented results of FM-by-noise jam-
ming experiments conducted vsing commercial test and measurement equipment. Specifically, the time-
and frequency-domain behavior of FM-by-noise jamming at RF ard IF, in terms of the DVR, NVR, and
SVR, was studied with the baseband noise bandwidth, peak frequency deviation, and victim receiver
bandwidth as parameters. An important feature of this chapier was the inclusion of computer-generated re-
productions of actual oscilloscope and spectrum analyzer displays illustrating the vehavior of FM-by-noise
at RF and IF. The behavior of FM-by-noise illustrated in the oscilloscope and spectrum analyzer displays
was related back 10 the description of FM-by-noise jamming developed in the analytical postion of the in-
vestigation.

Toe RF frequency-domain structure of an FM-by-uoise barrage modulated by white Gaussian
noise was found to be related to the baseband nolse bandwidth and peak frequency deviation. For a given
peak frequency deviatdon, FM-by-nolse barrages modulated by widebaod voise are kess frequency-domain
impulsive than FM-by-aoisc barages modulaied by nurowband noise. The behavior of FM-by-noise at IF
was shown 10 be dependent oa tie frequency-domain structure of the comespoading FM-by-noise barrage
at RF and the bandwidih of the victim recciver. FM-LFN was shown to produce discrote rings or palses at

ibe outpul of the IF filier of ihe victim seceiver, while FM-UBN and FM-WBN approximaled the effects of
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VI. Noise Quality Revisited

The material presented thus far deliberately avoided any explicit, quantitative discussion on jam-
mer effectiveness but, instead, alluded to jammer effectiveness in strictly qualitative terms. In the late
1960's, the United States Air Force contracted with Stanford Electronic Laboratories to research methods of
measuring noise jammer effectiveness. Researchers at Stanford investigated and reported on four tests to
measure jammer effectiveness (29:40). Turner er al. extended the Stanford team's work and demonstrated
that the effectiveness of a given noise jammer could be described by a single, albeit ad hoc, quantity which
they called noise quality (43). In this chapier, the work done by Tusner ef al. is revisited and two alternative
noise quality measures are proposed. A review of the literature oa noise quality is presented first. It must be
emphasized that noise quality is used to measure the effectiveness of noise jamming and is, in most cases,
not applicable to deception jamming.

The three noise quality measures were programmed and preliminary testing was conducted. Time
coastraints prevented a thorough review and rigorous statistical analysis of the data obtained. The raw data
obtained from these preliminary tests are included in Appendix C. Trends evident in the raw data are com-
mented upon, in a qualitative manner, in this chapter. Equipaneat settings referred o in this chapter are cap-

italized; see Chapier IV for procedures on equipinent sef-up.

6.1 Literature Review

Shannoa laid the feundations for nois¢ quality in his celebrated works on information theory and
coammunication theory (36-38). Shannon proved that the informaticn eatropy of a one-dimenstoanal, coutin-
uous density of a given mean square value is maximum when the density is Ganssian (37:21). He also de-
fined a quantity he called equivocastion, or conditional eatropy, (0 describe the amount of information lost
when s message is transmitied over a woisy channel (36:13). Using these facts, he later proved that
®...white Ganssian noise is the worst amoag all possible ooises...” in terms of channel capacity and com-
munications relizbility (38:40). Heace, noisc jammiag which produces white Gaussian noise in a victim re-

ceiver should be the best jamming possible in most cases where conventioaal coding, modulation, ard de-
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modulation technigues are used. Noise quality attempts to quantify how good a given noisc jammer is at
producing white Gaussian noise in the IF filter of a victim receiver.

Numerous authors followed Shannon and either extended or expounded on his seminal work. Just
a few of these authors are mentioned here. The compactness of Shannoa's original works prevented an ade-
quate discussion of the mathematical subtleties of his theories. Both Ash and Gallager discuss the mathe-
matical subtleties of Shannon's theory at great length. Additionally, they present cogent descriptions of
Gaussian channels. (2:230-261; 17:355—441). In a more practical vein, Beckmann discusses channel ca-
pacity, continuous systems, and applications of Shannon's channel-capacity formula (6:361-401). Finally,
Lathi's text contains a readable introduction to information theory (21:428-479). These references provide
material essential to the development of noise quality, but they do not specifically address the issue of noise
quality.

Texts on spectral analysis, time-series analysis, and applied statistical analysis are indispensable to
the development of noise quality. Priestley presents a complete and scholarly discourse on spectral and
time-series analysis in (30). In fact, he mentions various goodness-of-fit tests, including tests for white
noise (30:475-494). A thorough comparison of goodaess-of-it techniques is the sole topic of the text
edited by D'Agostiro and Stepbens (15). Readable texts on time-series analysis from an eagineering poiat
of view are (7) and (28). In his text on applied statistical signal snalysis, Shiavi presents numerous
applications and examples including a white-noise test basad oo autocorrelation analysis (39:199).

Although noisc quality is mentioned explicitly in a few radar and EW (exts, it is usually left math-
ematicaily undofined (3:140; 4:12-5-12-6; 23:52; 33:129). Schicher, writing in (33), refers the reader w the
work of Turoer e al. (43). Maskimov ef al. provide a mathematical definition of noise quality that is intw-
itively appealing, but (heir application of the measure to FM-by-noise jamming is abstruse (24:33-43).

As already mentioned, the Uaitad Saies Air Fosce commissioned a siudy on methods of measus-
ing oolse jammer cffectiveness in the Late 1960's (29), and a0 outgrowths of (29) was the ad koc definition
of noise qualily proposed by Turnes ef ol ia 1977 (43). The definition of nolsc quality proposed by Tumer

& al., refesred 1o &s Tumes nolse quality io the saguel, will be discussed mose fully in the next section. Fi-




nally, Knorr and Karantanas present results obtained from a computer simulation of Turner noise quality

done in 1985 (20).

6.2 Turner Noise Quality

Since Turner noise quality (43) is based on research done at Stanford in the late 1960's (29), it will
be beneficial to review the highlights of that research. The team at Stanford was tasked with developing
methods of measuring the effectiveness of noise jammers. In light of Shannon's work, they hypothesized
that the effectiveness of a given noise jammer could be determined by measuring the first order probability
density of the output of a receiver subjected to jamming from the noise jammer under test and, subse-
quently, comparing this measured density to an ideal noamal density having the same mean and variance. In
short, they jammed a receiver and measured the nopmality of the time-series at the output of the froat end or
IF filter of the receiver. They did not directly measure the uniformity of the PSD at the output of the filter.

At the time, measuring the first order probability density of a time-series was no small task. The
Stanford team engineered an equipment set-up specifically designed for measuring the first order probabil-
ity density of a time-series and, subsequently, comparing the measured deasity with an ideal normal density
having the same mean and variance, Four tests were used to measure nomality.

The first test was based on emmor measures. Three guantities — average err, &,; £ins Sivor, ¢€,; asd
summed eqror, ¢, — measured the oumerical difference batween the measured arnd ideal densitics. The next
test was a locational one which compared the kurtosis, &, and skewness, s, of the measured density (o the
knowu kurtosis and skewness of the normal dessity. The third west, based oo informaiion theory developed
by Shannoa, used relalive eatropy and the entropy power ratio as an indication of normality. Fiaally, the
rescarchers used three siazistical hypothesis teshs, one of which wes the chi-sguare goodness-of-fit test, o
gaige noanality (29:40).

The Stanford team reposied that the first theee tests coukl be used to measure jamimer effectiveness
| but questioned the uscfulness of statistical brpotbesis tests, e fourth method of gauging normality, in
measuring jammes effectivensss. They coocloded their repoit by noting (sl e ...system designer must
determine how much ganssianity (nosmality) is required for a given application. He must decide which of
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the gaussianity measures he wishes to use and then set an acceptable upper bound" (29:41). Again, the
Stanford team did not directly measure the uniformity of the PSD at the output of the filter,

Turner et al. combined the first three tests and defined noise quality as

1 Al e,+e,+e,+|k-3|+s
Woise Quality ~ 3 3 2

This definition of noise quality was reportedly used to measure the effectiveness of several operational

+|relative eatropy in bits |} 6-1)

jammers with great suocess (43). Over the years, the effectiveness of a whole generation of noise jammers
was evaluated, but operational requirements forced the dismantling of the equipment used to measure
Tumer noise quality. A new gencration of noise jammers has been entering the Air Force inventory, and a
means of independeatly evaluating their effectiveness is nceded. Hence, an interest in noise quality has
beea rekindied.

6.3 Turaer Noise Quality Revisited

The spoasors of this investigation requested that the work of Turner e: al. (43) be reproduced.
Appeadix A contains the program listing for Turner noise quality as implemented for this investigation.
The program is based oa algorithms peesented in (29) and Eg. 6-1 (43). A chi-square gooduess-of-fit test,
which does not appear in the original algorithm (43), was added. Note the chi-square test added to the
Turner noiss quality algorithm is conducted at the 0.05 kevel of significance and includes Yate's correction
(13:562~567). The equipment set-up is described in Section 4.4.3 of Chapter IV

The compoacats of Turner nolse quality given in Eg, 6-1 were computed, by the Stanford team,
using 5 miliion samples (29:43). In this investigation, howeves, long data-acquisiticn times and extensive
dats-procsssing requirements mited the oumber of samples that could be used (© measure Turner noise
qQuality. Time-serics data at ts outpat of the filter being jammcd was aoquired from e HP $4111D digitiz-
mmmmmmsmmmmmmmmwammg
mezsured and stored 8192 consecutive samples in memory. The digitized samples were subsequently down-
foaded from oscilloscope memary (o the computzes. The memory depih, in terms of Gme, was delermined by
the sampling rate. Sec Table B-2 in Appendix B, With vertical RESOLUTION filters set 10 OFF for (ast




data-acquisition times, downloading one memory block or 8192 samples from HP 54111D memory to the
computer still took approximately twenty seconds. At this rate, it would have taken approximately 3.4
hours to acquire 5 million samples. Adding to the data-acquisition time was the time required for data-pro-
cessing once the data was read into the computer, Specifically, the data bad to be decorrelated and con-
verted from digital values to real values before any statistical analysis could be performed.

Recall independent samples are required to estimate the pdf of a stationary random process
(39:192), and Turner noise quality compares the measured pdf of a signal to an ideal normal density with
the same mean and variance. Also recall that although stationarity and ergodicity were assumed at the start
of this investigation, independence of samples was not. Indeed, the samples acquired by the HP 54111D
digitizing oscilloscope were comelated because of the nature of the signals being measured coupled with the
sampling rates used to digitize the signals. More specifically, the data were correlated because the signals
measured in this investigation were bandpass signals sampled at a lowpass rate. Consequently, all samples
downloaded to the computer could not be used to estimate the pdf of the signal being measured. The num-
ber of correlated samples contained in each block of 8192 samples acquired by the oscilloscope depended
on the bandwidth of the IF filter and the time interval between samples which, in tm, depended on the
sampling rate selected on the HP 54111D oscilloscope. An example will belp explain.

Coasider the first FM-by-noise jamming scenario described in Table 4-1 and investigated in the
experimeats. All values in this example are approximate. The IF filter in the realization of this scenasio had
a bandwidth of 25 kHz and a ceater frequency of 102.5 kHz. The upper cut-off froquency of the filter was
115 kHz and its roise correlation duration was 30 s (7:140-144). The noise conelation duraticn gives an
indication of the time interval required beiween samples such it the samplss are uncosrelated. Since the

autocoirelation function for bandpass, white nolse, 8,,(7),

Ra(t)saa&{i;;%f-)wszq;r 62)

is 2610 al T = 1/By, (he noise correlatipn dusation was sssumed o be 1/By (7:114). This assumption can

1wiso be made whea lowpass, bandlimiied white noiss is being measured.
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Because the upper edge of the filter was 115 kHz and because the output of the filter could not be
bandpass-sampled without substantial pre- or post-processing, a sampling rate of 500 kilosamples/sec was
selected on the HP 54111D oscilloscope. Sampling the output of the filter at a lower rate would have
caused aliasing. See Table B-2 and its explanation in Appendix B. However, sampling at 500 kilosam-
ples/sec caused the time interval between samples to be approximately 2 us. This time interval was much
less than the 40 jis noise comelation duration of the 25 kHz IF filter. Hence, the samples were comrelated,
and there were approximately 20 redundant or correlated samples between each pair of uncorrelated sam-
ples. In essence, because the output of the filter was a bandpass signal sampied at a lowpass rate, it was
oversampled. As a result, the samples, in this example, were correlated (7:337).

Indeed, all Turner noise quality raeasurements in this investigation involved bandpass signals
being sampled at a lowpass rate. Hence, all samples acquired for the Tumer noise quality measurements
were correlated. All comrelated samples download from the oscilloscope were ignored, and the data was de-
carmrelated by creating an amray of uncorrelated samples. The uncorelated values were coaverted from digi-
tal levels to real values before creating the array of uncorvelated samples. See lines 540 through 1250 of the
Turner noise qualily program in Appendix A.

After the voltage samples were acquired from the HP 54111D oscilloscope, converted to real val-
ves, and decomrelaizd, the sample meza and vaniance were calculated. Next, the uncorrelated samples were
normslized for a zeso mean and ynity variance. See lines 1270 through 1450, Following Bendat and Piersol,
a bin width of 0.2 was assumed, where ¢ is the measured standard deviation (7; 269). Since this
assumgkion can, in geneval, produce a poa-integer number of bins, the number of equal-widih bias, K, was
foscad 0 be an integer. The bin width was recaloulaled based oo this integer aumber of equal-width bins.
This peecaution cusured that there wese 0o gaps or overlaps between bins. The samples were subsequently
sovted into K+ 2bins (7:383-385, 28:57-59). Sze tines 1470 through 1960.

After the voltsge samples wese sorted into bing, a chi-square test, which included Yaic's comrec-
tion, was paformed & the 0.05 level of significaace (13:562-567). In the svent tie number of degrecs of

freedom was greales than 30, the 0.05 probability value of 32 was found by




,(VTeeas)
Zoos = ) ©3)

where v is the number of degrees of frcedom (44:106-107). The expected frequencies in the chi-square test

were computed using an error function algorithm devised by Beaulieu (5)

ex;{ ( 7 )2} sin(m x)
1 2037 a2 [T\
0x)=%-% X - (64)

n=]
nodd

See lines 3390 through 3810 and lines 4440 through 4520 of the Tummer noise quality program.

The theory on FM-by-noise predicts that the grouped voltage samples should pass the chi-square
test as the DVR is beld constant and the NVR o, equivalently, the SVR is increased. Specifically, receiver
noise resulting from FM-UBN and FM-WBN is theoretically Gaussian and should pass tie chi-square test.
Such was the case. See Tables C-1 and C-2 in Appendix C.

Finally, Tumer noise quality was calculated. Initial trial runs and preliminary results indicate that
the ability to measure Turner noise quality has been re-established. The results are presented in Tables C-1
and C-2. Note that for a fixed receiver bandwidth, the Tuseer noise quality tends to increases as the SVR
iDCreases.

6.4 Two Allernative Noise Quality Measures Proposed

Two altemalive nolse quality measures are proposed in this section: IF roise guality 1nd RF anise
quality. The IF noise quality coefficient or factor cab be used as a stand-alone description of a noise jaw-
mer's effectiveness, or it can be used 1o modify existing formulae (hat describe jamming effectiveness. Lika
Tumer noise quality, IF ooise quality uses an ¢rror measure (0 assess a time-Jdoinain peaalty fox ron-aor-
mality of the victim receiver outpul. Untike Tumer noise quality, IF noise quality assesses a frequency-do-
main penalty oo janmer effectiveness for non-flatmess of the victim reociver outpist in the frequency-do-
main. Twner ef ol did noi measure PSD flainess because, as they explain, °.. . [wlith very few exceptious,
the noise produced in realistic receiver bandwidths by operalional or developmental noise jammers bas
been observed to be almost white dusing the five-year pesiod of spoasosed investigatioas® (43:118).
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The second noise quality factor, RF noise quality, measures the baseband normality and fre-
quency-domain impulsivity of WBFM-by-noise barrages, modulated by Gaussian noise, at RF. Recall the
baseband normality, in terms of Woodward's theorem, and frequency-domain impulsivity of FM-by-noise
barrages was discussed in Chapter V and illustrated in Figures 5-3 through 5-5. This noise quality measure
is proposed because it is hypothesized that the baseband normality and frequency-domain impulsivity of an
FM-by-noise barrage at RF can be correlated with jamming effectiveness at IF. That is, the effectiveness of
a given barrage, in terms of noise jamming, should increase as the normality of the modulating or baseband
noise process increases and the frequency-domain impuisivity of the barrage decreases. If this hypothesis is
true, then noise jammer effectiveness can be evaluated at RF with frequency-domain measurements alone
rather than at IF with both time- and frequency-domain measurements.

6.4.1 Noise Quality at IF. This is the first of two alternative noise quality measures proposed in
this thesis. This first altemative nois¢ quality measure is an atiempt at improving upon the concepts de-
veloped by Turner ef al, and will be referred to as IF noise quality. A complete listing of the program used
to compute IF noise quality is contained in Appendix A.

IF noise quality, as defined in this inveatigation, assesses two penaltics on the resultant jamming at
the output of the froat end of a receiver beiug subjected to noise jamming. The first penalty, p,, is assessed
for noa-nonmality in the tUme-Gomain, and the second penalty, py, is assessed for noa-flatness in the fre-
quency-domain, The two penaltics are tien used to calculate IF noise quality, p) The methods of assessing
the time- and frequency-domain penaliics, specific to this investigation, are described pext, aloag with a
detziled explanation of the IF uoise quality program listing coutained in Appendix A.

Jo terms of daia-acquisition 8ad data-processing, the Tumer noise quality psogram aad the IF noise
quality program are identical up to e point where the chi-square goodness-of-fit tost is conducted. Hence,
the discussion of data-acquisition and data-prooessing issues preseated in the section describing the Tumer
noise quality program also applies to IF nolse quality.

The time-domain penally for noo-normality is calculaied in Lines 1820 through 1950 of the IF

noise Quality program. The algovithm is looscly based o ove prescated by Shaninugan and Briephol




(35:497-500). The program transforms the array containing the histogram data iato a sequence of sample
probability density estimates defined at the midpoints of the inner X' equal-width bins (7:383-385). An er-
ror measure is ohtained by subtracting the sample probability density esiuuale associated with each bin
from the comesponding theoretical value of the ideal normai deasity, having the same mean and variance,
evaluate * ~* the same midpoint. The result is squared and divided, or normalized, by the theoretical value
squared. The normalized error associated with each of the K equal-width bins is summed, and an average
error is calculated by dividing the sum by K. This average error is the dme-domain penalty p, Mathemati-

cally, p, can be written

1 K
P=FX 65)

i=l

J((K‘N,)/N-(B-A)—pacxc,o)’

pé (xci )
where

A = [ower edge of first equal width bin

B = upper edge of K -t* ~qual width bin

K = number of egual width bins

N = pumber of vollage samples

N. - ~umber of voltage samplés in i -th bin

x; = midpoint of 1 - th bin

pg(x;)= value of Ganssian pdf al midpoint of i - th bin
Nos the quantity (B-AYK is simply the bin width. This definition of a time-domain perally scemed justi-
ficd in Light of the refescnces cited and in light of the various error messures 4nd vector gad matrix nofms
described in the Mierature (7:22-24; 45:87-543). The algorithm produosd resulis consistent with the theory
on FM-by-nolse, assessing increasingly kenient peaalties {or jamming that approached or surpassed the -
quirements of WBFM-WBN. Sec Takles C-3 and C4.
The frequency-domain peaalty py is defined as the raiio of measured jamming power W ideal

jamming power refervoal o the 3 dB dandwicth of e moriver:

Py = powir

(6-6)




In this investigation, an HP 8566B programmable spectrum analyzer was used to make power measure-
ments. The trac.2 values, in dBm/Hz, were . .ad into an array, corverted to inilliwatts/Hz, and then addea to
approximate the power contain-g in the jamming. This algorithm proved to be quite similar to one used by
the designers of the spectrum analyzer (42). However their algorithm took the noise bandwidth of the
spectrum analyzer into consideration. This consideration was not necessary in the program because the fre-
quency-domain penalty is & powe. ratio. The noise bandwidth would have appeared ia the numerator and
denominator of the ratio and canceled out.

The ideal jamming power was defined in terms «f the maximum PSD magnitude of a given trace.
That is, the ideal jamming power was calculated by finding the power contained in a theoretical trace that
had a uniform magnitude, equal to the masimum magnitude of the measured trace, across the 3 dB band-
width of the victim receiver. In short, the ides’  ring power was calculated by assuming that the noise
was truly flat or white over the 3 dB bandwidth of the victim receiver. See lines 3260 to lines 3380.

Note that this penalty is conservative because it is based oi the - roneous assumption ¢ .t the ideal
jamming power can be uniform across the 3 dB bandwidth of the victim receiver. The assumption is erro-
peous because the 3 dB bandwidth of a filter is, by definition, non-uniform. For absolute precision and ac-
curacy, the ideal jammer power should have been defined in terms of the contour of the 3 dB bandwidth of
the filter being jammed instead of a theoretical, but unrealizable, uniform coniour. Unfortunately, time con-
straints preventzd this idea from being fully explored. As a result of the erroneous assumption on which the
frequency-domain penaity is based, p, will always be less than one. Hence, the penaliy is conservative.

The algorithin for assessing the frequency-domain penalty, py, produced inconsistent results, See
Tables C-3 and C-4, The frequency-dotrain penalty, for a fixed DVR, should have decreased, with increas-
ing SVR. That is, the value of p, should have increased and approached unity with increasing SVR, How-
ever, p,did not consistently increasc with increasing SVR. This inconsistency was probably due to the trace
averaging provided by the video bandwidth sclected on the HP 8566B spectrumn analyzer and the amount of
post-sweep smoothing provided by the program. See Appendix C for spectrum analyzer settings and line

430 of the IF noise quality program for the argument used with the HP 8566B SMOOTH function.
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Finally, the program computes the IF noise quality, p;r:
prp=Q0~-p)p, 67)

Results from preliminary tests indicate that the IF noise quality measure proposed in this investigation may
be useful in measuring the effectiveness of FM-UBN and FM-WBN jamming scenarios given that the DVR
is equal to or greater than one. Since FM-LFN is a deception-type jamming, the utility of measuring the IF
noise quality of FM-LEN sceanarios is questionable. Se¢ Tables C-3 and 4.

The IF noise quality coefficient or factor, p;z can be used as a stand-alone description of a noise
jammer's effectiveness, or it can be used to modify existing formulae that describe jamming effectivencss.
For example, the ultimate effect of noise jamming is to increase the noise figure of a victim receiver by in-
creasing iis equivalent device temperatuze (16:158). Jammer temperature, 17, as defined in Barton's text,
measures ihe increase in equivalent device temperature or effective input temperature produced by noise
jamming (4:139). This quantity, 7, could be multiplicatively scaled by pyr:

2
_ PrPiG;AF;

EYC e 6-8)
dmkyB L, (

J

wherc
Py = IF noise quality factor
P,G; = effective rad’ated power of the jammer
A, =effective aperature area of radar antenna

F; = the pattem - propagation factor of the radar
receiving antenna in the jammer direction

k5 = Boltzmann's constant

B; = bandwidth of jammer spectrum

R; = jammer range

L,; = one - way propagation loss from jammer
Additionally, link budget calculations could be appropriately modified by the IF noise quality factor
(16:163-169). As a final suggestion, p;r could be used to weight Shannon's definition of cquivocation or

Sheunon's channel-capacity forinula.
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6.4.2 Noise Quality at RF. This section proposes a noise quality measure, referred to as RF noise
quality, that measures the baseband normality and frequency-domain impulsivity of WBFM-by-noise
barrages, inodulated by Gaussian noise, at RF. This noise quality measure is proposed because it is hypoth-
esized that the baseband normality and frequency-domain impulsivity of an FM-by-noise barrage at RF can
be comrelated with jamming effectiveness at IF. This section describes RF noise quality in detail. A com-
plete program listing of RF noise quality as implemented for this investigation is coniained in Appendix A.
RF noise quality was measured with an HP 8566B programmable spectrum analyzer.

The program first prompts the user for the peak frequency deviation of the barrage. An UN-
KNOWN option is provided because the peak frequency deviation is usually not known when testing op-
erational jammers, only the barrage width is known. If the UNKNOWN option is selected, the user is
prompted for the barrage width. Further instructions follow these first prompts. Next, the pregram coni-
mands the HP 85668 programmable spectrum analyzer to display either the FM bandwidth, defined by Eq.
3-10, or the barrage bandwidth input by the user.

As an aside, even if the peak frequency deviation of a barrage or FM signal is unknown, it can be
measured with a spectrum analyzer. Simply increase the resolution bandwidth uatil the trace is very broad
or thick. Next, tune th: or.-3: frequency of the spectrum analyzer so that thickest portion of the trace is
centered on the display. The thickness or width of the centered portion of the trace is approximately twice
the peak frequency deviation (19:29).

Other methods of specifying the barrage bandwidth were considered, For example, the barrage
bandwidth was defined 3 dBm up from the noise floor. Marker functions were used to zoom in on and dis-
play the barrage width thus defined. However, reimoic operation of the HF 8566B spectrum analyzer mark-
ers was not straightfcrward. Fince, this approaci: was abandoned. The user may wish to try some other
definition of barrage width and automatically zoom in on and display it. As an alternative approach, the
user may want ¢o try a different marker scheme or the PWRBW function available on the HP 8566B
spectrum analyzer. The PWRBW function returns the bandwidth which contains the user-specified

percentage of the total power under the trace. Thus, the user can define the barrage bandwidth as that
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bandwidth of the signal which contains, say, %0% of the power in the signal. Ultimately, the FM bandwidth
as defined by Carson's Rule, Eq. 3-10, was chosen because it is the most common definition of FM
bandwidth.

After the FM bandwidth is displayed on the spectrum analyzer, the program computes the time-
domain penalty, p, It is important to note that definition of p, was based on the assumption that the R car-
rier was frequency-modulated by white Gaussian noise. This assumption was made because it has been
shown that whiie, Gaussian noise is the most unpredictable of all nois¢ processes (36:21). Furthermore, it
has also been shown that erfed-noise barrages and uniform PSD jamming barrages do not necessarily pro-
duce a greater jamming effect at IF than non-erfed-noise barrages and non-uniform PSD jamming barrages
(8:14-30; 45). Because of these facts, it is reasonable to assume that, given a specific WBFM-WBN jam-
ming scenario, an FM-by-noise barrage modulated by bandlimited, white Gaussian noise will produce ef-
fective jamming in its intended victim receiver. Hence, the algorithm for the time-domain penalty was writ-
ten based on the assumption that the RF carrier was freque.cy-modulated by white Gaussian noise.

In the case of WBFM-by-roise, modulated by Gaussian noise, Woodward's Theorem predicts that
the PSD of the barrage, or simply the barrage, at RF should have the shape of the probability density asso-
ciated with the underlying baseband noise. Assuming the baseband noise process is Gaussian, the RF bar-
rage should be bell-shaped or normai. Hence, the shape of the RF barrage can be quantitatively compared to
a bell-shaped or normal curve. This quantitative comparison yields a value similar to the time-domain
peaalty assessed in measuring IF noise quality. For the sake of continuity, this quantity is also referred to as
a time-domain penalty. In short, the time-domain penalty asscciated with RF noise quality measures the
normality of the underlying baseband noise. Note that Woodward's theorem predicts nothing about the PSD
of the undarlying baseband noise, and tbe time-Zomain penalty does not measure the uniformity of the
bescband noise PSD.

The HP 85668 programmabie spectrum analyzer used to measure RF noise quality provided an-
otlier method of ganging the nommality of the bascband noise, The HP 8566B spectrum analyzer had a func-
tion called PDF that measured the probability density of the instantancous frequency. Specifically, the HP
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8566B could be programmed to produce a histogram of the instantaneous frequencies, or frequency com-
ponents of the barrage, thar had magnitudes above a user-defined threshold. This second method of gauging
the normality of the baseband noise could not be fully explored because of time constraints.

The reader may be wondering why the normality of the baseband noise and the baseband noise
PSD were not measured directly. The reason is that in most operational jammers it is impractical or impos-
sible to make direct time-and frequency-domain measurements on the baseband noise. Hence.‘some indirect
method of measuring the nommality of the baseband had to be devised.

Before the shape of the actual barrage can be compared to the ideal bell-shaped barrage, the actual
barrage must be mathematically characterized. The algorithm that characterizes the barrage follows. Di-
mensions in the equations that follow are bracketed. It can be assumed that the RF barrage has been mixed
dovm to baseband, regardless of the actual RF center frequency. Hence, the actual barrage can be thought
of as a double-sided PSD centered at O Hz.

Since it is assumed that the barrage is a double-sided PSD centered about 0 Hz and since it is also

assumed that the barrage is modulated by Gaussian noise, the actual or measured barrage may be written

$(n, o) [%]— [HT] ][ ] (69)

y Zz(G[Hz] p[“' ofHz]

whese
o = parameter o be estimated
n = the value of the display ordinate axis in Hertz [Hz)
$(n,6) = value of measured PSD in volts/ Hz [V / Hz)

and « is a scaling factor. See, for example, the Manual Display ir Fig. 5-5. Note that § is a function of
both n and o; the latter parameter must be estimated from the actual barrage. The choice of the discrete
variable n for the value of the display ordinate axis will be explained momentarily, The program downloads

the barrage values in V/Hz, and the scaling factor @ is found by setting n to zero. Thus,

5 (2%)

reri

(6-10)
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where S’o is the value of Eq. 6-9 when n=0 Hz, Eq. 6-10 can be used to rewrite Eq. 6-9 as

: Vs y (nH2] Y [r v

S(n,o) [Hz}= Sa-ex —7' O'—[HZ—I [E] (6-11)
Eq. 6-11 is used to estimate o. Some algebraic manipulation yields

$(n,0) _ 1 (n[Hz] )’
g c “e"P["Z'(—_o[Hz]) } 6-12)

(-]

Taking the natural logarithm of both sides of Eq. 6-12 and performing a bit more algebra yields

2t S(n,0)
(o8 -'——2— In -—§—— (6-13)

Thus, a maximum-likelihood estimate, 52, of 02 can be computed from

00 2 <
2_ 1 n Se
§ -—m Z 3 ]ﬂ[s} nz0 (6-14)
a=-500 (]

where §, is the n-th value of the measured barrage. This is simply the mean of 02, Note that since each HP
8566B trace contains 1001 discrete data points and since it is assumed that barrage is a double-sided PSD
ceatered at 0 Hz, n is a discrete variable in Eq. 6-9, and a ranges from -500 Hz to S00 Hz in Eq. 6-14. How-
ever, since Eq. 6-14 is undefined at n=0, this data point is amitied; recall =0 was used to find the scaling
factor, a. The number of data points used to estimate s? can be :aodified by changing the value of the vari-
able named Limif in the program, the step size of the FOR loop, or both. Note also that it is not necessary 0
scale a so that it corresponds to the actuai bandwidth displayed on the spectrum analyzer as loag as & is Bot
scaled whea computing the values associated with the ideal bell-shaped barvage.

The ideal bell-shaped barrage, Sy(#) is computed using s°:

2
s,m=S§, uu{--zl-(iz‘») ] ~ 500 1.5 500 (6-15)

The shape of the actual barrage is compared to this ideal barrage, and, as was doue in IF noise quality, a
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time~domain penalty is computed:

L% | (S -sm)

= —_— (6-16)
Pl 2\ s

Next, a frequency-domain penalty, p, can be assessed in a manner similar to that used in measur-
ing IF noise quality. See the Eq. 6-6 and the discussion about the equation. Specifically, the power con-
tained in the 3 dB bandwidth of the barrage is divided by the ideal power contained in the same bandwidth
had the barrage been truly flat or white across that 3 dB bandwidth. Note that this penalty is conservative in
that a 3 dB bandwidth, by definition, can never be flat. Hence, the frequency-domain penalty as defined and
assessed in this noise quality measurement, like the penalty assessed in IF noise quality, will always be less
than unity. The ideal power is defined, lings 920 through 960, in terms of the maximum amplitude mea-
sured in the full bandwidth of the barrage. The maximum amplitude of the barrage is measured and then
later multiplied by 1001 becanse that is the number of points in a trace.

Note that the resolution bandwidth is queried from the spectmm analyzer and saved immediately
after the maximom amplitude is acquired. The resolution bandwidth changes with spanwidth, and as the
resolution bandwidth decreases, 5o to does the overali magnitude of the trace. When the program com-
mands the spectrum analyzer to tune the 3 dB bandwidth in lines 970 through 1150, the resolution
bandwidth decreases. Therefore, to make a fair power comparison, the baseline resolution bandwidth bas to
be retuned, line 1300. If this precauntion had eot been taken, the frequency-domain penaity would always
have been artificially high.

It is impostant to nolc that frequency-domain penalty as dafined in this sectioa is different from the
frequency-domain penalty defined in the section on IF noise quality. The frequency-domain penalty as-
sessed in measuring RF noise quality gives a quantitanive indication of bow impulsive the FM-by-noise
bamage L at RF in the frequency-domaiy. It does not give an indication of bow flat or whits the baseband
noise process is. Finally, the RF noise quality pgr is defined, like pyp:

pwr=(-p)p, )




Both Turner noise quality and IF noise quality measure the effectiveness of a given noise jammer
at the front end of a simulated victim receiver. Specifically, Turner noise quality and IF noise quality are
measured at the output of the IF filter of the victim receiver. Measuring these two noise quality factors is
time-consuming because Tumer noise quality and IF noise quality are based, in large part, on the non-triv-
ial statistical analysis of long records of time-serics data. Just acquiring the data is time-consuming,.

RF noise quality, on the other hand, measures the baseband normality and the frequency-domain
impulsivity of WBFM-by-noise barrages, modulated by Gaussian noise, at RF. Recall the bas;aband normal-
ity and frequency-domain impulsivity of FM-by-noise barrages were discussed in Chapter 5 and illustrated
in Figures 5-3 through 5-5. That is, the effectiveness of a given barrage, in terms of noise jamming, should
increase as the normnality of the baseband noise process increases and the frequency-domain impulsivity of
the barrage decreases. If this hypothesis is true, then it may be possible to evaluate noise jammer effective-
ness at RF with frequency-domain measurements aloae rather than at IF with both time- and freguency-
domain measurements. Moge specifically, it may be possible to correlate RF noise quality with Tumer noise
quality and IF noise quality and, thus, measure the effectiveness of different jammers, against the same vic-
tim receiver of bandw idth 3y, without simulating the victim receiver. Furthermore, since RF noise quality
reliés on frequency-domain measurements along, it can be measured more quickly and simply than both
Tunaer noise quality and IF noiss quality.

Results from peeliminary tests might lesd one to believe that the ime-domain penalty associated
with RF noise quality factor increases as the deviation ratio D decreases. See Tables C-5 through C-7,
However, baseband nonmality is not propoetional to baseband noise bandwidth, and the fact that the time-
domats penalty, p, became more lenicat with decseasing D in this investigation does pot imply that the
bascband noise became mose Gaussian with decveasing D. Recall, FiM-by-noise jamming becomes less fre-
quency-domain impulsive as the deviation ratio becomes smallze. The dme-domain penalty decreased with
decreasing deviation raiio because the spectrumn analyzer traces on which the time-domain peaalties were
based became more well-defined with decressing deviaiion railo. Sce the Manual Displays shown in Fig-

ures S5-3 through 5-5. A mezningful comparison of time-domata peasities can be made when barrages with
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equal deviation ratios are generated with different noise generators. Overall, the RF noise quality measure

produced results consistcai with the theory.

6.5 Summary

Noise quality, as a measuvre of noise jammer effectiveness, was revisited in this chapter. Literature
directly and indirectly related to noise quality was reviewed. The noise quality work done by Tumer ¢t al.
was discussed at length, and, at the request of the spousors of this investigation, the experimental work of
Tumer et al. was reproduced. Preliminary results indicate that the ability to measure Turner noise quality
has been re-established.

In addition to the review and reproduction of the work dooe by Turner ef al., two original noise
quality measures were proposed. The first was called IF noise quality. Like Turrer noise quality, IF noise
quality used an eror measure to assess 8 time-domain penalty against the output of a victim receiver. This
penalty was assessed for non-normality in the time-domain, Unlike Turner noiss quality, IF noise quality
assessed a frequency-domain penalty. This penalty was assessed against the cutput of a victim receiver for
noa-yniformity of its PSD. The sccond noise quality factor, RF acise guality, measured the baseband
pommality and frequency-gomain impulsivity of WBFM-by-noise basrages, modulated by Ganssian noise, at
RF. This noise quality measure was peoposed because it is bypotiesized that the baseband pormality and
frequency-domair: impulsivity of an FM-by-noise barrage at RF can bs correlated with jamming effective-

nessat I,
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VII. Conclus’ons arnd Recommendations

7.1 Conclusiors

7.1.1 FM-by-Noise. From au. analytical perspective, this investigation presented a unique de-
scription of FM-by-nois¢ which included & thorough review, consolidation, and elucidation of the existing
theory on the topic. The description of FM-by-noise presented in this thesis developed three new ratios: the
deviation-to-victim ratio (DVR), the noise-to-victim ratio (NVR), and the swegp-tc-victim ratio (SVR).
These ratios were used to explain and predict the behavior of FM-by-noise at both RF and IF. From an ex-
perimental perspective, this investigation presented results obtained from FM-by-noise jamming experi-
ments conducted using commercial test and measuresnent equipment. Specifically, the time- and frequency-
domain behavior of FM-by-noise jamming at RF and IF, in terms of the DVR, NVR, and SVR, was studied
with the baseband noise bandwidth, peak frequeacy deviation, and vicim receiver bandwidth as parame-
ters. An important feature of the experimental postion of this investigation was the inclusioc of computer-
generated reproductions of actual oscilloscope and spectrum analyzer displays illustrating the bebavior of
FM-by-noise at RF and IF. The behavior of FM-by-noiss illusirated in the oscilloscope and spectrum ana-
Iyzer displays was related back (o the description of FM-by-golse jamming developed in the analytical por-
tion of the investigation.

I+ was shown thal any meaningful discussion of FM-by-poise must include specific references to at
least three ratios: the deviation ratio or D, the peak fiequeacy deviation-to-victim receiver bandwidth ratio
or DVR, and the coise bandwidih-o-victim receiver bandwidth railo or NVR. A fourth ratio, the sweep-to-
victim receiver bandwidih ratio or SVR, defined as tho product of the NVR and DVR, was found to be use-
ful in Jiscussing FM-by-poise jauning scenasios.

The deviation satio, D, quantitalively indicates thas degree to which the frequeacy-todulziion pro-
cess speeads the baseband signal at RF. FM signals ane classificd as NBFM, UDRFM, or WBFM, depend-
ing on the numerical value of the doviaticu ratio associaled wiih a given FM signal. FM-by-noise basrages

are usually WBFM signals. In terms of FM-by-noise, the deviation ratio gives a quantitative indication of




the frequency-domain impulsivity of a given FM-by-nois= barrage. The experiments illustrated and ex-
plained the frequency-domain impulsivity of FM-by-nois¢ jamming.

The second ratio, the DVR, tells how well a given FM-by-noise barrage fills a given victim re-
ceiver. If the DVR is less than vae, the barrage will be too small to produce noise jamming, and the receiver
will see a noisy sinugoid. On the other hand, if the DVR is too large, the frequency-modulation process will
spread the baseband noise process over too wide a bandwidth, and the jamming deposited in the victim re-
ceiver will be ineffective because of its low power level. Ideally, the DVR should be approximately 1.27.

The NVR can be used to predict the behavior of FM-by-noise at IF, given that the barrage is
WBFM and the DVR is such that the barrage fills the passband of the victim receiver. A particular FM-by-
noise jamming scenario car be classified, depending on the NVR of the scenario, into one of three cate-
gories: FM-LEN, FM-UBN, or FM-WBN. Th experimental portion of the investigation studied these cate-
gories of FM-by-noise jamming. The first category, FM-LFN was shown to have a pulse-like nature at IF.
This puise-like nature of FM-LEN, it was argued, produced a confusioa effect by causing numerous faise
targets of various intensities to appear on the visual display of the victim radar. In contrast to FM-LFN,
FM-WEN was shown to repeatedly excite the IF filter of its vicim receives. This repeated excitation
produced, in the IF filler of the victim filter, an effect similar to DINA jamming. The experiments showed
that FM-UBN behaved much like FM-WaN.

Finally, the SVR gives an indication of bow freguently a given jammer will sweep through tie
passband of its vicdm recciver and how loag these sweeps will last In the experiments, the SVR was re-
lated to the siope of the zero-crossings associated with the baseband noise used to genesate the FM-by-
noise barrages in e various jemming socnarios investigated.

7.1.2 Noize Qualily. The concept of noise quality, a measure of Boise jamming effeciveness, was
revisitcd. Thro s nolse quality factiss were investigated. The wark of Turocs ef gl (43) was reproduced, and
two slicsnative oolse quality factors were proposed.

Researchers at Stanfeed hypothesized that the cifectiveness of a given noise jammar could be de-
termined by measuring the ficst ondes probability deasity of the oulput of 8 receiver subjecied 1o jamming




from the noise jammer under test and, subsequently, comparing this measured density to an ideal normal
deasity having the same mean and variance. To test their bypothesis, they jammed a receiver and measured
the normality of the time-series at the output of the front end of the receiver. They did not directly measure
the uniformity of the PSD at the output of the filter. The Stanford team investigated and reported on four
tests to measure jammer effectiveness (29).

Turner et al. extended the Stanford team's work and demonstrated that the effectiveness of a given
noise jammer could be described by a single, albeit ad hoc, quantity which they called noise quality (43).
The uoise quality work done by Turner ef al. was discussed at length, and, at the request of the sponsors of
this investigation, the experimental work of Tumer et al was reproduced. Preliminary results indicate that
the ability to measure Turner noise quality bas been re-established.

In addition to the review and reproduction of the work done by Turner et al., two original noise
quality measures were proposed. The first was called IF noise quality. Like Tumer noise quality, IF noise
quality used an error measere to assess a time-domain penalty. This penalty was assessed against the outpat
process of a victim receiver for non-normality in the time-domain. Unlike Turner poise Guality, IF noise
quality assessed a frequency-domain penalty against the output process of a victim receiver. This penalty
was assessed for noa-uniformity of the cuiput PSD.

14 preliminary tests, the algosithm used to compute the time-domain peraliy for IF noise quality
peoduced convistzal results; bowever, the algorithm used (0 compuls the frequency-~domain pcw(y o-
duced inconsistent results. See Tables C-3 and C-4. Despile this inoousistency, the IF coise quality measare
produced meaningful results for FM-UBN and FM-WBN jamming seenarios. Finally, results from prelimi-
nasy (ests indicats tha the IF poise quality measure, 85 dofined in this vestigation, should not be to mea-

The second noise quality fsctor, RF aoise gualily, measured the bascband nosmalitly and fre-
quency-domaia ipulsivity of WBIM-by-noise barrages, modulatsd by Gaussian noise, at RF. This ooise
quality measure was propesed because it was bypothesizod that the bascband nosmality and frequency-do-
mais impalsivity of an FMi-by-aoise barage al RF can be comrelaled with jamming effectiveness at IF, That
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is, the effectiveness of a given barrage, in terms of noise jamming, should increase as the norraality of the
baseband noise process increases and the frequency-domain impulsivity of the barrage decreases. If this
hypothesis is true, thea it may be possible to evaluate noise jammer effectiveness at RF with frequency-
domain measurements alone ratber than at IF with both time- and frequency-domain measurements. More
specifically, it may be possible to comrelate RF noise quality with Tumer noise quality and IF noise quality
and, thus, measure the effectiveness of different jammers, against the same victim receiver of bandwidth
By, without simulating the victim receiver. Furthermore, since RF noise quality relies on frequency-domain
measurements aloae, it can be measured more quickly and simply than both Turmner poise quality and IF

poise quality. Results from preliminary test are promising. See Tables C-5 through C-7.

7.2 Recommendations

7.2.1 FM-by-Noise-DINA Proof. A rigorous proof of the claim that ¥M-WBN produces jamming
similar to DINA would be a welcome addition to the body of opea-literature oa FM-by-uoise. Doing so,
however, reguires intimate knowledge of the baschand random process used to generate the FM-by-noise,
such as e pumber of zero-crossings the baseband random process makes, the extent of the daviation above
and below zero associated with cach zero-crossing, aod, finally, the slope of each lincarized zero-crossing.
This proof should also include precise sequirements, ia 2aus of D, the DVR, and the NVR, for FM-by-
oolse (o approximale DINA.

7.2.2 Record Lemgth. In oxder 1o reduce processing tme, ooe of the most tnpoetant quastisas o
anseer is whal i the shortest reoord keagth requiied 1o messure bavmality in tie tims-domain. A thoough
investigation of this Juesiion would consigar the statistical corors associated with this winimum recoed
ieagih. It would also address the siatistics) ervors associaied with this midimum record leaglh and tiir
effect op the messroment of nolse guality.

7.2.3 Number of Bixs and Bin Width. A related sigtisiical issue is the optimauz gumber of bins
oedad for a given ausiser of sampies of recoed leogth. The daia coliectad in this thesls was grouped it K
aqual-widih bias. The widlh was approximately 02 time measured standard deviation. However, it is
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generally accepted taat equiprobable, rather than equal-width, bins produce better results for the chi-square
test (15:69). Perhaps equiprobable bins could be incorporated into the programs.

7.2.4 Spectrum Analyzer Measurements. The algorithm for the frequency-domain penalty in the
IF noise quality program produced inconsistent results. These results were calculated on data acquired from
the HP 8566B spectrum analyzer. However, all spectrum analyzer measurements wer- & ghly dependeat on
the video bandwidth setting and the argument passed to the HP 8566B SMOOTH function. In this
investigation, the video bandwidth setting and the SMOOTH argument were manually selected. Perhaps an
algorithia that automatically adjusts the video bandwidth setting and SMOOTH argument to some optimum
values for the given measurement can incorporated into the programs.

7.2.5 Noise Quality Validation. The noise quality measurements developed for this thesis need to
be validated. A reasonable follow-on thesis, emphasizing practicality, would take, or simulate, several well-
characterized FM-by-noise jammers and test their effectiveness using the three noise quality measures
discussed in this thesis: Tumer noise quality, IF noise quality, and RF noise quality. The thesis would
compare the performance of Tumer noise quality and IF onise quality 2< tools to measure jammer effec-
tiveness. Follow-on work would 2lso determine if there is a meeingful and useful comelation between
noisc guality measured at IF, usiag both Tureer noisc quality and IF noisc quality, and noise quality mea-

sured at RF.




Appendix A Programs

This appendix contains the programs that were written for the experimental portion of the investi-
gaucn. Each program contains its own documentation. Since Chapter VI discusses noise quality in detail,
the reader is urged to consult that chapter before using the noise quality programs presented in this ap-
pendix. The code was written in HP Basic specifically for the HP 54111D digitizing oscilloscope and the

HP 8566B spectrum analyzer.

Al  TIMEDMN.BAS

10 ! HP BA3SIC 5.14

20 H

30 ! PROGRAM TIMELMN.BAS

40 :

50 i THIS PROGRAM DIGITIZES CHANNEL 1 OF AN HP 54111D OSCILLOSCOPE {ADLRESS 707j

60 { AND THEN DOWNI,OADS THE TRACE TO A DATA FI{LE NOTE THAT THE DATA ARE DOWNLOADED
73 . IN HP ASCTI FORMAT. THE DATA MUST BE TRANSLATED TO DOS FORMAT IF IT IS TO BE
80 ! PORTED TO A DOS MACHINE. THE DATA CAN BE TRAJNSLATED BY USIIC THPE TRANSLATION
S0 ! PROGRAM *ASCI2DOS®" THAT COMES WITH HP BASIC. JUST "LOAD 'ASCI2DOS'®, RUN,

100 ! AND POLLOW THE INSTRUCTIONS.

110 :

120 GITICN BASE 0O

130 MASS STORAGE IS °*\BLP\JAMIDATA:DCS,C*

140 DIM A'500)

i50 QUTPUT 70/; °*ACQUIRE RESOLUTION?®

16u BNTER 707; Resclution

170 Reso$ = VALS {Resolution)

130 OUTPUT 707: °*ACQUIRE TYPE FILTERED®

1%0 OUTPUT 707; *ACQUIRE RESOLUTICN *tReso$
200 OUTPUT 707; °*ACQUIRE TYPE PILTERED®

210 QUTPUT 107; *ACQUIRE KESOLUTION *LReso$
220 QUTPUT 707:; *WAVEFCRM FORMAT ASCII®

230 QUTPUT 707; °DIGITIZE CHAMNNEL 1°*

240 INPUT *What is your filename?°® Ascii_file$
250 2LEAR SCREEM

260 | USE B CHARACTER filename WITH 3 CHARACTER ext
270 PURGE Ascii_file§

230 ON ERROR GOTO 230

290  CREATE ASCII Ascii_files.!

300  ASSIGN WAscii_file 10 Ascii_filie$

110 OFF BRROR

320 CUTPUT 707; *WAVEFORM SOURCE MEMORY 5°

330 OUTPLT 797; *YREFERENCE?*

340  ENTER 707 Yuef

350 OUTRUT 707: °YIRCREMENY?®

360 ENIER 707: Yinc GET PARAMETERS FOR USE
3710 CUTRUT T07; *YORIGIN®® DIGITAL TO ANALOG {D/A)
380 EKWTER 207; Yorg O OONVERSION

3906 OUTRPUT 707; "DATA?®

49092 POR N » G 70 500

410 ENTER 707; AN} ! PROGRAM SCMETIMES
8§20 NEXT N FAILS HERE PGH

CHANGE MASS STORAGE

SU FILES ARE DOWNLOQADED
SET-UP STOPE TO

ACQUIRE TRACES

e e e

CREATE TINE DOMAIN FILE

—
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430 { FOR SOME UNKNOWN REASON

440 ! JUST RE-RUN UNTIL THE

450 | BUG WORKS ITSELF OUT

460 PFOR N = 0 TO 500

470 A(N) = ((A(N)-Yref)*Yinc)+Yory t PERFORM D/A CONVERSION
480 NEXT N

490 FOR N = 0 TO 500 ! QUTPUT TRACE DATA TO FILE
500 OUTPUT @Ascii_file; A(N)

510 NEXT N

420 OUTPUT 707; *LOCAL" ! PUT SCOPE IN LCC,.L

530 END

A2 FREQDMN..BAS

10 ! HP Basic 5.14

20 ¢

kly ! PROGRAM FREQDMN.BAS

40 !

50 { THIS PROGRAM DIGITIZES AN HP 8566B SPECTRUM ANALYZER (ADDR3SS 718) TRACE

60 ! AND THEN DOWNLOADS THE TRACE TO A DATA FILE. NOTE THAT THE DATA ARE DOWNLOADED
70 ! IN HPF ASCII FORMAT. THE DATA MUST BE TRANSLATEL TO DOS FORMAT IF IT IS TO BE
80 ! PORTEL TO A DOS MACHINE. THE DATA CAN BE TRANSLATED BY USING THE TRANSLATION
90 ! PROGRAM "ASCI2DUS® THAT COMES WITH HP BASIC. JUST °*LOAD ‘ASCI2DOS'*, RUN.
100 { AND FOLLOW ThE INSWRUCTIONS.

110 !

126 MASS STORAGE 1S *\BLP:DOS,C*

130  LINPUT “Ente. your output filename: filenama.ext®, lLscii_file$
i40 OUTPLT 192; 'D3L" Ascii_file$

150  CREATE ASCII Ascii_file$,1

160  ASSIGN GAscii_file TO *\BLP\"Ascii €ila2$*:00S,C*;
170 DIM Tracea!1001)

i80 OUTPUT 718;*TS;TA;*

180 FOR N=1 TO 1001°

200 ENTER 718; Trace(N)

2175 QUTPUT @Ascii_file; Trace(N)

220 NZXT W

230 END

A.3 TFDATA.BAS

10 ! HP BASIC 5.14

20 '

30 ! PRCGRAM TYDATA.BAS

40 !

50 ! THIS PROGRAN SIMULTANEOUSLY UIGITIZES CHANMNELS 1 AND 2 OF AN

AL ' NP 54111D OSCILLOSCOPE (ADDRESS 707) AND THEN SWEEPS A TRACE ON

70 ! AN HF B564B SPECTRUVM AMALYZER {ADDRESS 718). THS THREE TRACES, TwO

a0 ! FROM THE OSCILIOSCW'S AL ONE FRON THE SPECTRUM AMALYZER, ARE THEN

90 t DOWNLOADED INTO THREE DNATA PILES. THE USER FIRST IS PROMPTED FOR A
100 { filenana.ext WHISRE fllerame IS 5 CHARACTERS LONG. SINE THE

110 ! CRCYLLOSCOPE TRACES OR TINE DOMAIN FILES ARE REZAD PIRST, START THE
120 t PILERAME WITH, SAY, T. THE NEXT 3 CHARACTERS ARE USER-DEFINED. THE
139 ! STH CHARACTER 15 CHANGED BY THE PROGRAN TO RITHER A *P* OR AN *0O°.
140 ! Y CHOSE °*B°* TC SIGNIFZY °*B°ASEBARD AND CHAXNNEL ONE, WHILE *0* SIGNIFIES
150 ! THE °*O°UTPUT OF A PILTER AND CHANNEL 2. THE PROGRAM CHANGES THE PIRST
16C t LETTER OF THE FILBNANE TO °*P* TO DOWHLOAD THE PREQUENCY DOMAIN PILE,
170 1 THAT 1S THE SPECTRIB ARALYZER TRACE. THE SIXTH LETTER IN THE fi{lename
180 1 RENAINS *0O" FOR CONVENIENCE. THIS PILDIMING ROUTINE IS NOT THE NOST
150 | ELEGANT, BUT IT WORKS. THE USRR IS FREE TO MODIFY THE ROVTINE. ROTE
200 ¢ THAT THE DATA PILES ARE DUKNLOADED IN HP ASCII FORMAT. THEY NUST RE




210 ! TRANSLATED TO DOS FORMAT IF THEY ARE TO BE PORTED TO A DOS MACHINE.
220 { THE DATA CAN BE TRANSLATED BY USING THE TRANSLATION PROGRAM
230 { *ASCI2DOS" THAT COMES WITH HP BASIC. JUST "LOAD 'ASCI2DOS’'*", RUN,

!

240 AND FOLLOW THE INSTRUCTIONS.

250 !

260 OPTION BASE 0

270 MASS STORAGE 1S5 “\BLP\JAM3DATA:DOS,C® ! CHANGE MASS STORAGE

280  DIM A(500) ! 80 FILES ARE DOWNLOADED
290  CLEAR SCREEN ! TO A SPECIFIC DIRECTORY

309 PRINT *Enter a FIVE-LETTER filename with THREE-LETTER ext.*

330  PRINT *°*

320 INPUT "what is your filename?",Ascii_file$

30 CLEAR SCREEN

540 QUTPUT 707; "ACQUIRE RESOLUTION?*® I SET-UP SCOPE TO
350 ENTER 707: Rescolution ! ACQUIRE TRACES
360 Reso$ = VAL$(Resolution)

370 OUTPUT 707; "ACQUIRE TYPE FILTERED®

Kl OUTPUT 707; ®*ACQUIRE RESOLUTION “&Reso$

390 OUTPUT 707; °WAVEFORM FORMAT ASCII*

400 REMOTE 718

410 Yes$S = *N°®

420  REPEAT ! DIGITIZE O-SCOPE AND ANALYZER
430 OUTPUT 707; *DIGITIZE CHANNEL 1,2° { TRACES UNTIL THEY EXHIBIT
440 CUTPUT 718; °*S2,TS; 03; Ta; * ! DISTINGUISHING FEATURES

450 INPUT *ARE THE TRACES GOOD? Y/N*, Yes$

460  UNTIL Yes$ = *Y*

47, FORK =1 T0 2 DOWNLOAD FILTERED TRACES

!
480 SELECT K ! FROM MEMORY 5 OR 6
490 CASE = 1 ! FOR CHANNEL 1 AND 2
500 Memory$ = *5° ! RESPECTIVELY.
510 Ascii_f£ile$({5,5] = *B* t *B* & "0* ARE FOR BOOK-
520 CASE = 2 ! KEEPING PURPOSES.
530 Memory$ = °*6° ! B = BASEBAND/CHANNEL 1
540 Ascii_file$(5,5] = *0O* f 0 = PILTER OUTPUT/CHANNEL 2
550 END SELECT
560 ON ERROR GOTCO 580
570 PURGE Ascii_file$ ! CREATE TIME DOMAIN FILE
580 CREATE ASCII Ascii_file$.1
590 ASSIGN QAscii_file TO Ascii_file$
600 OFF ERROR
610 OQUTPUT 707; °WAVEFORM SOURCE NEMORY “4Nemory$
620 QUTPUT 707; °*YREFERENCE?"
6306 ENTER 707; Yref
640 OQUTPUT 707; *YINCREMENT?®
650 ENTER 707; Yinc ! GET PARAMETERS FOR USE
660 QUTPUT 707; SYORIGIN?® ! DIGITAL TO ANALOG (D/R)
670 ENTER 707; Yorg ! CONVERSION
680 OUTPUT 707; *DATA?*
690 POR N « 0 TO 500
700 ENTER 707; A(MN) PROGRAN SOMETINES
710 KEXT ¥ FAILS HERE POR
120 FOR SCHME UNKNOWN RIZASON

1
H

730 t JUST RE-RUN UNTIL THE
t

140 BUG WORKS ITSELF OUT

750 FOR N v 0 TO 500

760 A(N) « {{A(N)-Yref)*Yinc)eYory | PERFORN D/A CONVERSION
770 KEXT N

780 POR N « 0 TO 500 ‘ I OUTPUT TRACE LATA TO FILE
790 OUTPUT dascli_file; A(M)

800 KEXT N

810 EEXT K

820 OUTPUT 707; °LOCAL® f PUT SCOPB IW LOCAL

830 DINM Tra{1000)
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840 Ascii_file$([1,1] = *P* | CREATE FREQUENCY DOMAIN FILE
850 ON ERROR GOTO 870

860 PURGE Ascii_file$

870 CREATE ASCII Ascii_file$,1

880 ASSIGN @Ascii_file TO Ascii_file$

890 OFF ERROR

900 FOR N = 0 TO 1000

910 ENTER 718; Tra(N) ! DOWNLOAD SPECTRUM ANALYZER

920 NEXT N { TRACE THAT WAS DIGITIZED

930 FOR N = 0 TO 1000 { IN LINE 440

940 OUTPUT @Ascii_file; Tra(N)

950 NEXT N

960 LOCAL 718 { PUT SPECTRUM ANALYZER IN LOCAL
970 MASS STORAGE IS °*\BLP:DOS,C*

980 END

A.4 Turner Noise Quality

Since this noise quality measure is based on the statistical grouping of voltage samples, the results
of this program are dependent upon the number of voltage samples used to calculate Turner noise quality.
The total number of samples used depends on the sampling rate, bandwidth of the filter or signal being
measured, and the number of memory blocks downloaded to the computer. Note that the total number of
samples used is not necessarily equal to the total number of samples acquired from the HP 54111D oscillo-
scope; corelated samples are ignored. Finally, voltage samples wese acquired from the HP 54111D with the
RESOLUTION filter set to OFF for quicker data-acquisition timss. Additonal commeats are imbedded in

the code. Please read Chapter VI befoee using this program.

10 HP BASIC 5.4

20

30 TURNERNQ.BAS

40

50 THIS PROGRAM CALCULATES THE NOISE QUALITY AT THE OUTPUT OF A
64 FILTER USING THE ALGORITHM DEVELOPED BY TURNER AND OTHERS.

!
H
!
1
i
1
70 ! TURNER, P.M. AND OTHERS. "NOISE QUALITY OPTIMIZES JAMMER
!
!
t
!
!

80 PERFORMANCE, * ELECTRONIC WARFARE/DEFENSE ELECTRONICS, VOL 9:

90 117-122 (NOV/DEC 1977). THIS PROGRAN WAS WRITTEN FOR USE WITH AN
100 HP 54111D DIGITIZING OSCILLOSCOPE (ADDRESS 707). AN ADDITIOMAL
119 FEATURE OF THIS PROGRAM 1S THE INCLUSION OF A CHI-SQUARE TEST
120 ‘TO TEST FOR NON-KORNALITY.

130 1

140  CLEAR SCREESH

150 KBEY LABELS ON

160 OPTION BASE 0

170 BEEP

180  PRINT *SET OSCILLOSCOPE SETTINGS POR SLOWBST SAMPLING RATE POSSIBLE.®
190  PRINT *°

200  PRINT °*°

210  INPUT *WHAT IS THE BANDWIDTH OF YOUR SIGNAL/PILTER IN H2?°,Bw
220  CLEAR SCRBEN

230

240 ! THE VARIABLE Dusps IS USED 7™ DETERNINE HOW NANY TRACES WILL
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250
260
270
280
290
300
310
320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520
530
540
550
560
570
580
590
600
610
620
630
640
650
660
670
680
690
700
710
720
730
740
750
760
770
780
790
800
810
820
830
840
850
860
870

!
!
!
f
i
!
!
!
!
!

DOWNLOADED. WHEN DOWNLOADING MULTIPLE TRACES, THE INDIVIDUAL
TRACES ARE NOT CONTIGUOUS IN TIME BECAUSE OF THE TIME REQUIRED
TO READ EACH TRACE. THIS TIME DELAY WAS NOT SIGNIFICANT IN THIS
INVESTIGATION BECAUSE THE TIME DELAY BETWEEN INDIVIDUAL TRACES
MUCH GREATER THAN THE NOISE CORRELATION DURATIONS ASSOCIATED
WITH THE SIGMALS/FILTERS USED IN THE EXPERIMENTS. THE USER CAN
CHANGE THE NUMBER OF TRACES DOWNLOADED BY CHANGING DUMPS.
DOWNLOADING AND PROCESSING ONE OR TWO TRACES DOES NOT TAKE MUCH
TIME.

Dumps=2

1
1
'
!
t

EACH TRACE DOWNLOADED IN NORMAL MODE FROM MEMORY 1 OR 2
CONTAINS 8192 POINTS. DECLARE ARRAYS TO PROCESS THE DATA.
Anoise CONTAINS THE SAMPLES. Asorted IS USED LATER IN
GROUPING THE DATA IN BINS.

Numpoints=Dumps*8192
ALLOCATE Ancise(Numpoints-1)
ALLOCATE Asorted (Numpoints-1)

]
!
1
]
]
'
!

PERFORM PRELIMINARY OPERATIONS TO DOWNLOAD TRACE DATA.
HIGHER RESOLUTIONS CAN BE CHOSEN, BUT HIGHER RESOLUTIONS
DECREASE THE BANDWIDTH SENSITIVITY OF THE OSCILLOSCOPE.
ALSO TRACE DOWNLOADS ARE FASTER WITH RESOLUTION OFF AND
CHANNEL DISPLAYS BLANKED.

PRINT *SWEEPING AND ACQUIRING TRACE DATA.*
PRINT "*

OUTPUT 707; "ACQUIRE TYPE NORMAL*
OUTPUT 707; *ACQUIRE RESOLUTION OFF"
OUTPUT 707; *WAVEFORM SOURCE MEMORY 2°
OUTPUT 707; "WAVEFORM FORMAT ASCII"
M=0

N=0

OUTPUT 707; *BLANK CHANNEL 1*

OUTPUT 707;*BLANK CHANNEL 2°*

REPEAT

IF Dumps>1 THEN PRINT TAB(10);*ACQUIRING TRACE *;M+1
Counter=0
OUTPUT 707;*DIGITIZE CHANNEL 2*
OUTPUT 707;"DATA?*
REPEAT
ENTER 707;Anoise(N)
Counter=Counter+1
Ne=N+l
UNTIL Counter=8191
M=M+]

URTIL M=Dumps

- em am e e e = =

READ IN PARAMETERS TO PERFORM °*DIGITAL TO ANALOG* CONVERSION.
ALSO READ IN THE TIME DIPFERBNCE, Xinc, BETWEEN INDIVIDUAL
SAMPLES. CALCULATE THE NUMBER OF SAMPLES, Tstep, BETWEEN

PAIRS OF INDEPEDENT SAMPLES THAT ARE CORRELATED AND CAN BE THROWN
AWAY. THIS CALCULATION IS BASED ON THE NOISE CORRELATION DURATION
OF THE SIGNAL, OR EQUIVALENTLY THE FILTER, BEING MEASURED.

OUTPUT 707; *YREPERENCE?*
ENTER 707;Yref

OUTPUT 707, *YINCREMENT?®
BNTER 707;Yinc

OUTPUT 707; *YORIGIN?®
ENTER 707;Yoryg
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880 OUTPUT 707; "XINCREMENT?*

890 ENTER 707;Xinc

900 Tstep=INT(1l/(Bw*Xinc))+1

910 !

920 ! REDISPLAY CHANNELS AND PUT OSCOPE IN LOCAL.
930 !

940 OUTPUT 707;*VIEW CHANNEL 1*

950 OUTPUT 707;“VIEW CHANNEL 2"

960 OUTPUT 707; "LOCAL®

970 !

980 ! PERFORM ARRAYS OPERATIONS TO GROUP INDEPENDENT SAMPLES.
990 !

1000 Counter=0

1010 POR N=0 TO Numpoints-1 STEP Tstep

1020 anoise (N)=Anoise(N)

1030 Asorted(N) =Anoise (N)

1040 Counter=Counter+l

1050 NEXT N

1060 Numpoints=Counter

1070 CLEAR SCREEN

1080 !

1090 PRINT *PERFORMING DIGITAL TO ANALOG CONVERSION. "
1100 PFOR N=0 TO Numpoints-1

1110 Anoise (N} ={(Anoise(N)-Yref)*Yinc)+Yorg
1120 Asorted(N)=Anoise(N)

1130 NEXT N

1140

1150 ! PERFORM ARRAY OPERATIONS TO FORM ARRAYS OF UNCORRELATED DATA.
1160

1170 ALLOCATE Noise(Numpoints-1)
1180 ALLOCATE Sorted(Numpoints-1)
1190 POR N=0 TO Numpoints-1

1200 Noise (N)=Anoise(N)

1210 Sorted (N) =Asorted (N)

1220 NEXT N

1230 DEALLOCATE Anoise(*)

1240 DEALLOCATE Asorted(®*)

1250 CLEAR SCREEN

1260 i

1270 i ESTIMATE MEAN AND VARIANCE AND NORMALIZE TO ZERO-MEAN
1280 t UNIT VARIANCE.

1290 ¢

1300 PRINT “ESTIMATING PARAMETERS.®
1310 Xbara0

1320 POR N=0 TO Numpoints-1

1330 Xbar=Noise (N) +Xbar

1340 NEXT N

1350 Xbar=Xbar/(Numpoints)

1360 82=0

1370 POR N=0 TO Numpoints-1

1380 $2=82+ (Noise(N) -Xbar)~2

1390 NEXT N

1400 S2=82/(Numpoints-1)

1410 S=SQRT{52)

1420 PFOR N«0 TO Numpoints-1

1430 Noise (N)=(Noise(N)-Xbar)/s
1440 Sorted (N)=(Sorted(N)-Xbar)/$s

1450 NEXT N

1460 !

1470 | SORT VOLTAGES INTO BINS. Sorted(*) IS USED TO DETERMINE
1480 ! THE WIDTH OF THE TWO END BINS. NOTE ALL BINS EXCEPT THE
1450 ! THE TWO END BINS ARE OF EQUAL WIDTH. THE PROGRAM FORCES
1500

THE TWO END BINS TO CONTAIN AT LEAST 2 TO J SAMPLES.
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1510
1520
1530
1540
1550
1560
1570
1580
1590
1600
1610
1620
1630
1640
1650
1660
1670
1680
1690
1700
1710
1720
1730
1740
1750
1760
1770
1780
1790
1800
1810
1820
1830
1840
1850
1860
1870
1880
1890
1900
1910
1920
1930
1940
1950
1960
1970
19806
1990
2000
2010
2020
2030
2040
2050
2060
2070
2080
20%0
2100
2110
2120
2130

| Left AND Right ARE USED TO DEFINE WINDOW BOUNDARIES FOR
{ THE HISTOGRAM DISPLAY.
|

Left=MIN(Noise(*))
Right=MAX (Noise(*))

MAT SORT Sorted(*)
Amark=2

A=Sorted (Amark)
Bmark=Numpoints-2
B=Sorted (Bmark)

IF (A=Left) THEN

DETERMINE START AND END POINTS
FOR K EQUAL WIDTH BINS
AND SORT VOLTAGES INTO BINS

Counter=Amark ! FORCE LEFT-END AND RIGHT-END
REPEAT { BINS TO CONTAIN AT LEAST TWO
Counter=Counter+1 | SAMPLES AND BE OF NON-ZERO WIDTH

A=Sorted (Counter)
UNTIL A>Sorted({Counter-1)
END IF
IF (B=Right) THEN
Counter=Bmark
REPEAT
Counter=Counter-1
B=Sorted (Counter)
UNTIL B<Sorted(Counter+l)
END IF
| CALCULATE BIN WIDTH, Delta, BASED ON INTEGER NUMBER OF
! EQUAL WIDTH BINS. NOT RECALCULATING DELTA BASED ON
! AN INTEGER K CAUSES PROBLEMS WITH PLOTTING THE HISTOGRAM.
1

Delta=.2
K=(B-A)/Delta
K=INT(K)
Deltas={(B-A)/K
ALLOCATE Pdf (K+1)
CLEAR SCREEN
PRINT “SORTING VOLTAGES INTO BINS.®
FOR M=0 TO Numpoints-1
SELECT Noise (M)
CASE <A
PAE£(0)=PA£({0)+]
CASE >=B
PAf (K+1) =Pdf (K+1)+1
CASE ELSE
J=INT( (Noise (M) -A) /Delta)+l
PAf (J) =Pdf(J) 41
END SELECT
NEXT M
CLEAR SCREEN
1
! PRINT STATISTICAL INFORMATION
{
Dxbay=PROUND (Xbar, -4}
Ds«»PROUND(S, -4)
D1=PROUND{Left,-4)
Dr=PROUND(Right, ~4}
NE«MIN(PIE(*) )
XEaMAX (PAf (%))
CLEAR SCREEN
PRINT *SANPLE NEAN «=*;Dxbar, TAB{40), *SAMPLE STANDARD DEVIATION ~*;Ds
PRINT **
PRINT °*MININUM VOLTAGE « °;D1,TAB{40), *MAXINUN VOLTAGE =°*;Dr
PRINT **
PRINT *MININUNM PREQUERCY »*;Mf,TAB(40), *NMAXINUN FREQUENCY w»*;Xf
PRINT °**
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2140 PRINT °*NUMBER OF POINTS = ";SUM(PAf),TAB({40), "NUMBER OF INTERVALS = *;K+2
2150 PRINT "*

2160 PRINT "NOISE CORRELATION DURATION GTE TO *;1/(Bw)
2170 PRINT **

2180 PRINT "TIME BETWEEN DECORRELATED SAMPLES 1S APPROX *; (Tstep)*Xinc
2190 PRINT **

2200 PRINT °*BIN WIDTH = *;PROUND(Delta*s,-4)
2210 PRINT **

2220 PRINT **

2230 PRINT **

2240 PRINT TAB{25), "Press F2 to CONTINUE®
2250 PAUSE

2260 CLEAR SCREEN

2270 1

2280 ! CALCULATE THEORETICAL PDF VALUES AND STORE IN Ideal(®*).
2290 !

2300 Low=A

2310 ALLOCATE Ideal (K}

2320 POR I=1 TO K

2330 HizA+I*Delta

2340 X _ci=(Hi+Low}/2

2350 Exp_arg=~.5*(X_ci}*2

2360 Fx_ci=EXP{Exp_arg}/SQRT(2*PI)

2370 Ideal (I)=Px_ci*Delta*Numpoints

2380 Low=Hi

2390 NEXT 1

2400 CLEAR SCREEN

2410 ¢

2420 ! PLOT THEORETICAL PDF (HISTOGRAM).
2430 1

2440 GINIT

2450 GCLEAR

2460 GRAPHICS ON

2470 KEY LABELS OFF

2480 MOVE 27,90

2490 LABEL * IDEAL HISTOGRANM®

2500 MNOVE 0,72

2510 Label$e=*Frequency*

2520 FOR I=1 TO 9

2530 LADEL Label$(I,1]

2540 NEXT [

2L50 MOVE 55,..

2560 LABEL *Volts®

2870 VIBWPORT 10,120,15,90

2584 FRAME

2590 WINDOW Left,Right, 0, NAX(Ideal(®)}+5
25600 FOR 1=0 TO Ksl

26160 SELECY I

2620 CASE =)

2630 NOVE Left,0

2640 RECTANGLE ABS{Left-A),PAf(0)
2650 CASE =Rs}

2660 NOVE 8,0

2810 RECTANGLE ABS(Right-B),Pdf(Kel)
2560 CASE ELSB

2630 HOVE Ae(I-1)*Delta.0

2700 AECTANGLE Deita,Id2al(X)
2710 END SELECY

2720 NKEXT I

2730 PRINT °PRESS P2 TO QUNTLIUE.®
2740 PAUSE

2750 CLEAR SCREEN
2760 KEY LASELS ON
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2770
2780
2790
2800
2810
2820
2830
2840
2850
2860
2870
2880
2890
290¢
2910
2920
2930
2940
2950
2960
2970
2980
2990
3600
3010
3020
3030
3040
3050
3060
3970
3080
3090
3100
310
Jiae
3130
3140
3150
160
3170
nan
3130
J200
3210
3220
3230
324
3as0
3260
KPR
32€0
3250
3200
o
3320
330
3340
3359
3360
3370
3380
3350

CLEAR SCREEN
!
¢ PLOT HISTOGRAM (PDF ESTIMATE)} OF DATA.
!
GINIT
GCLEAR
GRAPHICS ON
KEY LABELS OFF
MOVE 27,90
LABEL *RISTOGRAM OF NOISE VOLTAGES®
MOVE 0,70
LabelS$="Frequency"
FOR I=1 TO 9
LABEL Label$({I,I]
HEXT 1
MOVE 55,10
LABEL *Volts®
VIEWPOPT 10,120,15,90
FRAME
WINDOW Left,Right,0,MAX(PAf(*))+5
FOR I=0 TO K+l
SELECT I
CASE =0
MOVE Left,0
RECTANGLE ABS{Left-A).P2£({0)
CASE =K+l
MOVE B, 0
RECTANGLE ABS (Right-B),Pdf (K+l)
CASE ELSE
MOVE A+(I-1}*Delta,0
RECTANGLE Delta,Pdii{l)
END SELECT
NeXT I
PRINT °"PRESS F2 TO CONTINUE.®
PAUSE
CLEAR SCREEN
KEY LABELS ON
!
t CALCULATE EXPECTED FREQUENCIES FOR CHI-SQUARE TEST.
! TEST IS PERPORMED WITH He2 DINS. HENCE, K-1 DBGREES
t OF FPREEDOM ARE USED. NOTE USE CF ERF FUNCTION, Paerf{-).
!
ALLOCATE ESspected{Kel)
FOR I»0 TO Kel
Prohs0
SELECT 1
CASE =0
p L7 N
ProbeFNErf (X}
gxpected {0} «Nuapoints® (1 -Prob}
CASE ekKol
X~B
ProbeFuErf (X)
Expected(K+1) =lumpoints®Prob
CASE BLSE
bow_lixeAs(iX-1)*Dalta)
Up_limcAs {I°Delta)
ProbePRIr e (Lov_lin) -FRErE (Up_lim)
Expactad(l)elusgpoints®Prob
EXD SELECT
SERT I
1
¢ PERPORM CHI-SSURRE TEST. STOHE THEDRETICAL CHI-~SQUARE
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3400 | VALUES IN Chiray. NOTE THE USE OF YATE'S CORRECTION.
3410 1 ALSO, CHI-SQUARE FCR DEGREES OF PREEDOM GREATER THAN
3420 t 30 1S CALCULATED BY A FORMULA FOUND IN THE LITERATURE.
3430 ¢

3440 DIM Chiray(29)

3450 DATA 3.84,5.99,7.81,9.49,11.07,12.59,14.07,15.51,16.92,18.31
3460 PFOR N=0 TO 9

3470 READ Chiray(N)

3480 NEXT N

3490 DATA 19.68,21.03,22.36,23.68,25,26.30,27.59,28.87,30.14,31.41
3500 POR N=10 TO 19

3510 READ Chiray(N}

3520 NEXT N

3530 DATA 32.67,33.92,35.17,36.42,37.65,38.88,40.11,41.34,42.56,43.77
3540 PFOR N=20 TC 29

3550 READ Chiray(N)

3560 NEXT N

3570 Chi_square=0

3580 FOR I=0 TO K+1

3590 Term=ABS (Pdf (I)-Expected(I))}

3600 Chi_square=Chi_square+((Term-.5)"2)/Expected (1)

3610 NEXT 1

3620 Chi_square=PROUND(Chi_square,-2}

3630 IF K-1<=29 THEN

3640 X2=Chiray (K-2)

3650 ELSE

3660 X2=.5* (SQRT(2*(K-1))+1.645)"2

3670 END IF

3680 PRINT "IDEAL CHI-SQUARE = *;PROUND(XZ,-2)

3690 PRIKT °°

3700 PRINT °*CALCULATED CHI-SQUARE = *;Chi_square

3710 PRINT **

3720 IP {Chi_square<sX2) THEN

3730 PRINT *"CHRI-SQUARE DOES NOT REJECT THE HYPOTHESIS OF NORMALITY.®
3740 ELSE

3750 PRINT °*CHI-SQUARE REJECTS THE KYPOTHESIS OF NORMALITY.®
3760 END IF

3770 PRINT °°

3780 PRINT *°

3790 PRINT °*PRESS F2 TO CONTINUE.®

3800 payse

3810 CLEAR SCREEN

3g20 ¢t

3830 ! CALCULATE TURNER NOISE GUALITY

340 !

1850 Meane0

3860 Kind

3870 Stdevel

3860 Vare0

3990 Skewness«)

3690 Rurtoaisx0

1310 POR =0 TC Kel

3sa0 HeaneI*Pas {1} 7Runpoint aeMaan

3930 REXT I

3980 POR 1«0 TO Kel

3980 Klei-Nean

3950 XlwB}®2

397G VareK2°PEE () eVay

3580 Skovness=K1*K2*P3€ (1) e SkovTiese

Jospn Kustosia=K2*R2*PdL (1) +Xurtosis

400D KENY I

d210 VareVar/dNurpoints

4020 StdeveSORT(Var)
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4030 Skewness=Skewness/Numpoints/Stdev”3
4040 Kurtosis=Kurtosis/Numpoints/Var~2

4050 K3=-2*Stdev*2

4060 Kd4=Stdev*SQRT{2*PI)

4070 Ln2=LOG(2)

4080 Sumerr=0

4090 Entropy=0

4100 ALLOCATE Gauss(K+2)

4110 FOR I=0 TO K+l

4120 Gauss (1) =Numpoints?®* (EXP((I-Mean)~2/K3)/K4)
4130 Sumerr=ABS (Pdf (1) -Gauss (1)) +Sumerr
4140 ON ERROR GOTO Off_error

4150 Entropy=Pdf (1) /Numpoints*LOG(PAf (1) /Numpoints) /Ln2+Entropy
4160 Off_error:OFF ERROR

4170 NEXT I

4180 Entropy=LOG({Stdev*SQRT(2*PI*EXP(1)))/Ln2+Entropy
4190 Sumerr=Sumerr/Numpoints

4200 Low=INT(Mean-3*Stdev)

4210 1IF Low<0 THEN Low=0

4220 High=INT (Mean+3*Stdev)

4230 IF High>(K+1) THEN HighzK+l

4240 D=0

4250 D2=0

4260 M=High-Low+l

4270 POR I=Low TO High

4280 Dtemp=ABS {Pdf (I} -Gauss{1))/Gauss (I}
4290 D=Dtemp+D

4300 D2=Dtemp”2+D2

4310 NEXT I

4320 AvgerrsD/M

4330 Rmserr=SQRT{D2/M)

4340 Termls{Sumerr+Avgerrsh..err)/3

4350 Term2«ABS(Entropy)

4360 Termle{ABS{Kurtosis-3)+ABS(Skewness))/2
4370 Reciprocals (Terml+Term2+Tesmd)/3J

4280 Qualitysl.0/Reciprocal

4390 Quality«PROUND(Quality,-4)

4400 PRLIT *TURNER NOISE QUALITY IS*:Quality
4310 KEY LABELS O

3420 sTOP

443C END

4440 DEP FNErf(X) 1 COMPLEMENTARY ERROR FUNCTION
4450 Prob=0

4860 POR Na)l TO 3) STEP 2

4470 Exp_arga-~(N*PI/{14°SQRT(2) )12
4460 Sin_args (N"PI®*X/1¢4)
€490 ProbeProbe{ (EXP(Exp_argl *SIN{Sin_azg}/N))

4500 IENT N

45190 Proda(.5-2*Prob/Pl)
4529 BETURN Prob

4530 FNEND

A.S IF Noiss Quality

Since this program depends oa the statistical grouping of veltage samples hwng with spectrum sn-
alyzes measurements, (he resulls of this program are dependent upon the oumber of voltage samples used W
caiculate the time-Ganiain peaaliy 40d Be spectrum analyzer setiings, along with the SMOOTH parametes
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(linc 430), used to calculate the frequency-domain penalty. The total number of voltage samples used de-
pends on the sampling rate, bandwidth of the filter or signal being measured, and the number of memcry
blocks downloaded to the computer. Note that the total number of samples used is not necessarily equal to
the total number of samples acquired from the HP 54111D oscilloscope; correlated samples are ignored.
Spectrum analyzer settings, particularly the video bandwidth, affect the calculation of the frequency-domain
peaalty. Finally, voltage samples are acquired from the HP 54111D with the RESOLUTION filter set to

OFF for quicker data-acquisition times. Additional comments are imbedded in the code. Please read Chapier

VI before using this program.

10 HP BASIC .14

20

30 FROGRAM IFNQ.BAS

40 !

50 THIS PROGRAM COMPUTES THE NOISE QUALITY OF A SIGNAL. ALTHOUGH
60 THE PROGRAM IS CALLED *IF NOISE QUALITY,* IT CAN BE USED TO

t
]
'
]
!
!
70 ! MEASURE THE NOISE QUALITY OF ANY SIGNAL AT BASEBAND OR IF.
H
!
1
1

8C IF NOISE QUALITY IS CALCULATED BY ASSESSING A TIME-DOMAIN

S0 PENALTY FOR NON-NORMALITY IN THE TIME-DOMAIN AND A FREQUENCY-
100 DOMAIN PENALTY FOR NON-FLATNESS OF THE PCWER SPECTRUM IN THE
110 FREQUENCY-DOMAIN. MUCH OF THE CODE IN THIS PROGRAM, SUCH AS
120 ! DATA-ACQUISITION AND DATA-PROCESSING ALGORITHMS, ARE THE SAME
130 ! AS THOSE FOUND IN TURNER MNOISE QUALITY. REFER TCO THAT PROGRAM
140 ! LISTING FOR MORE INFORMATION.

150 CLEAR SCREEN
160 KEY LABELS ON
170  OPTION BASE 0

180 BEER

190 OUTPUT 718; "CR;CV;CONTS:* ! CCUPLE VIDEZO AND RESOLUTION

200 LOCAL 718 ! DANDWIDTHS: CONTINUOUS SWEEP;

210 ! PUT ANALYZER IMN LOCAL; COMPARATIVE
220 ! MEASURZMENTS SHOULD BE MADE WITH
230 { SAME VIDEO BANDWIDTH

230 !

2%0 :

260 PRINT °*SET OSCILLOSCOPE SESTTINGS FOR SLOWEST SAMPLING RATE POSSI#LE.*
70 FRINT *°*

i30 PRINT **

264 PRINT *SET SPECTRUM ANALYZER SPAN WIDTH FOR ) 4B BANDWIDTH OF FILTER.®
309 PRINT *°

310 PRINT °*°

330 PRINT “SET OTHER SPECTRUN ANALYZER SSTTINGS AS KECESSARY.®

330 FRINT *°

40 PRINT **

3590 INPUT *WHAT IS THE BANDWIDTH OF YOUR FPILTER IN HI?*.Bw

360 CLEAR SCREER

370 Dusp3el

386 Rurpoints«Duxps®Bl92

390  ALLOCATE kneise(Xuspoints-1)

408  ALLOCATE Asorted(humpointe-1)

410 PRINT °*SWEEPING TRACIS AND ACQUIRING DATA.®

428 PRINT

430 OUTPUT 718;°VBD -1:52:7S:5HO0TH TRA 3%;°
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440  OUTPUT 707;*ACQUIRE TYPE NORMAL*

450  OUTPUT 707;*ACQUIRE RESOLUTION OFF* ! DIGITIZE TIME-DOMAIN DATA
460  OUTPUT 707;“WAVEFORM SOURCE MEMORY 2*

470  OUTPUT 707; “WAVEFORM FORMAT ASCII*

480 M=0

490 N=0

500 OUTPUT 707;"BLANK CHANNEL i®

510  OUTPUT 707; "BLANK CHANNEL 2*

520  REPEAT

530 IF Dumps>1 THEN PRINT TAB(10); *ACQUIRING TRACE *;M+1
540 Counter=0

559 OUTPUT 707;*DIGITIZE CHANNEL 2*

560 OUTPUT 707; “DATA?*

570 REPEAT

580 ENTER 707;Anoise(N) ! READ SCOPE DATA
590 Counter=Counter+1

600 N=N+1

610 UNTIL Counter=8191

620 M=M+1

630  UNTIL M=Dumps

640 QUTPUT 707; *YREFERENCE?"
650 ENTER 707;Yref

660 OUTPUT 707; "YINCREMENT?*
670  ENTER 707;Yinc

680 OUTPUT 707;*YORIGIN?*

690  ENTER 707;Yorg

700 QUTPUT 707; "XINCREMENT'?*
710 ENTER 707;Xinc

720  Tstep=INT(1/(Bw*Xinc)}+1
730 OUTPUT 707;*VIEW CHANNEL 1"
740 OUTPUT 707;"VIEW CHANNEL 2°*
750 OUTPUT 707;*LOCAL*

760 Counter=0

770  FOR N=0 TO Numpoints-1 STEP Tstep

780 Anoise (N)=Anoise(N)
790 Asorted(N)=Ancise(N)
800 Counter=Counter+1
810 NEXT N

820 Numpoints=Counter

830 CLEAR SCREEN

840 PRINT °“PERFORMING DIGITAL TO ANALOG CONVERSION.*
850 FOR N=0 TO Numpoints-1

860 Anoise(N)=({Anoise (N)-Yref)*Yinc)+Yorg
870 Asorted(N) =Anoise(N)
880 NEXT N

890 ALLOCATE Noise(Numpoints-1)
900 ALLOCATE Sorted(Numpoints-1)
910 FOR N=0 TO Numpoints-1

920 Noise (N)=Anoise(N)

930 Sorted(N)=Asorted(N)

940 NEXT N

950 DEALLOCATE Anoise(*)

960 DEALLOCATE Asorted(*)

970 CLEAR SCREEN

980 PILINT *ESTIMATING PARAMETERS.*®
990 Xbar=0

1000 FOR N=0 TO Numpoints-1 | SAMPLE MEAN
1010 Xbar=Noise (N)+Xbar

1020 NBXT N

1030 Xbar=Xbar/(Numpoints)

1040 82=0

1050 FOR N=0 TO Numpoints-1

1060 £2=52+(Nolse(N)-Xbar)*2
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1070
1080
1090
1100
1110
1120
1130
1140
1180
1160
1170
1180
1190
1200
1210
1220
1230
1240
1250
1260
1270
1280
1280
1300
1310
1320
1330
1340
1350
1360
1370
1380
13%0
1400
1410
1420
1430
1440
1450
1460
1470
1480
1490
1500
1510
1520
1530
1540
1550
1560
1570
1580
1590
1607
1610
1620
1630
1640
1650
1660
1670
1680
1690

NEXT N

$2=52/ {Numpoints-1)

S=SQRT (52)

FOR N=0 TO Numpoints-1
Noise({N)=(Noise(N)-Xbar)/S
Sorted(N)=(Sorted (N} -Xbar)/s

NEXT N

Left=MIN(Noise(*))

Right=MAX(Noise(*))

MAT SORT Sorted(*) i

Amark=2 }

A=Sorted (Amark) f

Bmark=Numpoints-2

B=Sorted (Bmark)

IF (A=Left) THEN
Counter=Amark !
REPEAT !

Counter=Counter+1 !
A=Sorted(Counter)
UNTIL A>Sorted(Counter-1)

END IF

IF (B=Right) THEN
Counter=Bmark
REPEAT

Counter=Counter-1
B=Sorted (Counter)
UNTIL B<Scorted(Counter+l)

END T

Lelt.:~ 2

K= (B'i‘.)/’i)elta

K=INT{K)

Delta=(B-A) /K

ALLOCATE Pdf (K+1)

CLEAR SCREEN

PRINT "SORTIN3 VOLTAGES INTO BINS.*

FOR M=0 TO Numpcints-1
SELECT Noise (M)

CASE <A
PAf (0) =Pdf (0} +1

CASE »>=B
PAf (K+1)=PAf (K+1}+1

CASE ELSE
J=INT{(Noise(M)-A)/Delta})+1
PAL (J)=P3£(J)+1

END SELECT

NEXT M

CLEAR SCREEN

DxbaraPROUND (Xbar, -4)

Ds=PROUND(S, -4)

D1aPROUND(Left, -4)

Dr=PROUND(Right, -4}

ME=MIN(PGf (*})

XE=MAX (PAL (*))

CLEAR SCREEN

PRINT *SAMPLE MEAN =";Dxbar,TAB(40)

PRINT °**

PRINT *MINIMUM VOLTAGE = *;D1,TAB{4

PRINT **

PRINT °*MINIMUM FREQUENCY =*;Mf,TAB{

PRINT **

PRINT

PRINT

PRINT

! SAMPLE VARIANCE

! NORMARLIZE TO ZERO-MEAN
! AND UNITY VARIANCE

DETERMINE START AND END POINTS
FOR K EQUAL WIDTH BINS
AND SORT VOLTAGES INTO BINS

FORCE LEFT-END AND RIGHT-END
BINS TO CONTAIN AT LEAST TWO
SAMPLES AND BE OF NON-ZERO WIDTH

! GROUP SAMPLES INTO BINS

{ PRINT INFO

, "SAMPLE STANDARD DEVIAT.ON =°*;Ds
0), "MAXIMUM VOLTAGE =°*;Dr

40), *MAXIMUM FREQUENCY =°;Xf

"NUMBER OF POINTS = °*;SUM(PAf),TAB(40), *NUMBER OF INTERVALS = °*;K+2

*BIN WIDTH = *;PROUND(Delta*s,-4)
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17060
1710
1720
1730
1740
1750
1760
1770
1780
179¢
1800
1810
1820
i830
1840
1850
1860
1870
1889
1890
1500
1910
1920
1930
1940
16%0
1960
1979
1982
1990
2000
2010
2020
2030
2040
2050
2060
2070
2080
2090
21u0
2110
2120
2130
2140
2150
2160
2170
2180
2190
2200
2210
2220
2230
2240
2250
2260
2270
2280
2290
2300
2310
2320

PRINT **
PRINT °"NOISE CORRELATION DURATION GTE TO *;1/(Bw)
PRINT **
FRINT *TIME BETWEEW DECORRELATED SAMPLES IS APPROX *;Tstep*Xinc
PRINT **
PRINT **
PRINT ="
PRINT TA3(25),"Press F2 to CONTINUE*
PAUSE
CLEAR SCREEN
PRINT *"CALCULATING TIME-DOMAIN PENALTY.®
WAIT 2
Low=A
Nrmse=0
ALLOCATE Jdeal (K)
FOR I=1 70 X ! CALCULATE AVERAGE NORMALIZED
Hi=zA+I*Delta { RMS ERROR OF CALCULATED PDF
X _ci={Hi+Low)/2 ! AND COMPARE TO NORMAL PDF
Exp_arg=-.5*(X_ci)"2
Fy_Ci2BXP'Exp_&=g) /2QRT(2%P1)
Idea) (I)=Fx_ci*Delta*Numpcints
Obs=P1f (1)/ (Delta*Numpoints)
Nrmse=Nimse+SQKT ( (Obs-Fx_ci)*2/Fx_ci*2)
Low=Hi
NEXT 1
Nrmse=Nrmse/K t TIME-DOMAIN PENALTY
CLEAR SCREEN
Left«=MIN(Noise(*))
Right=MAX (Noise(*))
GINIT { PLOT THEORETICAL
GCLEAR | POF (HISTOGRAM)
GRAPHICS ON
KEY LABELS OFF
MOVE 27,90
LABEL * IDEAL HISTOGRAM®
NOVE 0,70
Label$="Frequency*
POR I=1 ™ ¢
LABEL Label$(I,2]
NEXT I
MOVE 55,10
LABEL *"Velts*
VIEWPORT 10,120,15,90
FRAME
WINDOW Left,Right,0.MAX(Ideal(®))+5
FOR I=0 TO Kel
SELECT 1
CASE =0
MOVE Left,0
RECTANGLE ABS(Lefr-A),Paf(Q)
CASE wiel
NCVE B, 0
RECTANGLE ABS(Right-B),Pdf (Kel)
CASE BLSE
MOVE A+(1-1)*Delta,0
RECTANGLE Delta,ldeal{I)
END SELECT
NEXT I
PRINT "PRESS F2 TO CONTINUE.*
PAUSE
CLEAR SCREEN
KEY LABRLS ON
CLEAR SCREEN
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2330
340
2350
2360
2370
2380
2390
2400
2410
2420
2430
2440
2450
2460
2470
2480
2490
2500
2519
2520
2530
2540
2550
2560
2570
4580
2590
2,00
2610
2620
2630
2640
2650
2660
2670
2680
269¢C
2700
2710
2720
27130
2740
2750
2760
2170
27890
27990
28¢0
2810
2820
2330
23490
2850
2860
2870
2880
2890
2900
2910
2920
2930
2940
2350

GINIT ! PLOT HISTOGRAM
GCLEAR ! (PDF ESTIMATE)
GRAPHICS ON i OF DATA
KEY LABELS OFF
MOVE 27,90
LABEL "HISTOGRAM OF NOISE VOLTAGES*
MOVE 0,70
Label$="Frequency"*
POR I=1 TO 9
LABEL Label$(I,1]
NEXT I
MOVE 55,10
LABEL "Volts*
VIEWPORT 10,120,15,90
FRAME
WINDOW Left,Right,0,MAX(PAf(*))+5
FOR 1=0 TO K+l
SELECT I
CASE =0
MOVE Left,0
RECTANGLE ABS(Left-A),Pdf(0)
CASE =K+1
MOVE B, 0
RECTANGLE ABS(Right-B),PAf (K+1)
CASE FTSE
MOVE A+(I-1)*Delta,0
RECTANGLE Delta, PAf(I)
END SELECT
NEXT I
PRIMT *RESS F2 TO CCOMTINUE.®
PAUSE
CLEAR SCREEN
KEY L’ JELS WN
ALLOCATE Expected(K+1)
POR I=0 TO K:«1
Probe0
SFLECT 1
CASE =D

CALCUTATE EXPECTED

ZREQUENCIES FOR

CHI_SQUARE TEST.

TEST WIlLL BE PERFORMED
X=A WITH K+2 BINS. HENCE,
Prob=FNEr f (X) . K-1 DEGREES OF FREEDOM.
Expected(0) eNumpoints® {1-Prob)

CASE =Fel
X=B
ProbaFNFPre€ {X)
Expected(K+1}eNunpoants*Prob
CASE ELSFE
Low_limed+ ((I-1)*Delty)
Up_limeA+(I*Delia)
ProbeFNEr € (Low 1im) -FNErZ (Up_lim}
Bxpected (1) »sNuapoints®Proh
END SELECT

NEXT ?

DIl Chiray(29)

DATA 3.84.5.99,7.01,9.49,21.07,12.59,14.07,15.51,16.92,18.31

FOR liv® 10 9

KEAD Chiray (N}

KEXT N

DATL 19.58,21.03,22.36,2) 68,25,26.30,57.59,26.87,30.14,31.41

FOR N»10 TO 19

READ Chiray (N)
NEXT N
DATA 22.67,33.92,35.17,36.42,37 6.,.8.86,40.11,41.34,42.56,43.77

A-16




2960
2970
2980
2990
3000
3010
3020
3030
3040
3050
3060
3070
3080
3090
3100
3110
3120
3130
3140
3150
3160
3170
3180
3190
3200
3210
3220
3230
3240
3250
3260
3270
3280
3290
3300
3310
3320
3330
3340
3350
3360
3370
3380
3390
3400
3410
3420
3430
3440
3450
3460
3470
3480
3450
3500
3510
3520
3530
3510
3550
3560

FOR N=20 TO 29
READ Chiray (N)
NEXT N
Chi_square=0 { PERFORM CHI-SQUARE TEST AT
i a= .05 LEVEL OF SIGNIFCANCE
! INCLUDE YATE'S CORRECTION
FOR I=0 TO K+l
Term=ABS (P3f (1) -Expected(I))
Chi_square=Chi_square+ ( (Term-.5)*2) /Expected (1)
NEXT I
Chi_square=PROUND (Chi_square, -2}
IF K-1<=29 THEN
X2=Chiray (K-2)
ELSE
X2=.5*(SQRT (2* (K-1))+1.645)"2
END IF
PRINT °*IDEAL CHI-SQUARE = ®;PROUND({X2,-2)
PRINT **
PRINT *CALCULATED CHI-SQUARE = *;Chi_square
FRINT **
IF (Chi_square<=X2) THEN
PRINT “CHI-SQUARE DOES NOT REJECT THE HYPOTHESIS OF NORMALITY.®
ELSE
PRINT ®*CHI-SQUARE REJECTS THE HYPOTHESIS OF NORMALITY.®
END IF
PRINT **
PRINT **
PRINT °*PRESS F2 TO CONTINUE."®
PAUSE
CLEAR SCREEN
PRINT *CALCULATING FREQUENCY-DOMAIN PENALTY.®
ALLOCATE Psd(1000) ! ACQUIRE DATA FROM ANALYZER
QUTPUT 718;°TA;"*
ENTER 718;Psd(*)
Tot_power=0
FOR I=0 TO 1000
Tot_power=Tot_power+10- (Psd(I)/10) ! CALCULATE POWER RATJO
NEXT I
Max_dbms=MAX {Psd!*)})
Flat_powers1001*10” (Max_dbm/10)
Pwr_ratiosTot_power/Flat_power
CLEAR SCREEN
PRINT “TIME-DOMAIN PENALTY 1S °;PROUND(Nrmse,-4)
PRINT **
PRINT °*PREQUENCY-DOMAIN PENALTY IS °*;PROUND(Pwr_ratio,-4)
PRINT **
I1£ng=PROUND( (1-Nzmse) *Pwr_ratio,-J)

PRINT *IF NOISE QUALITY IS *;Ifnq®i00;°\" 1 IF NOISE QUALITY

LOCAL 716 t PUT SPECTRUM ANALYZER IN LOCAL

STOP

END

DBF FNErf(X) | CONPLEMENTARY ERROR FUNCTION
Probe0

FOR N»l TO 3] STEP 2
Bxp_arge- (N*PI/(13°5QRT(2)))~2
Sin args (N*PI®*X/14)
ProbsProbe { (EXP(Bxp_arg) *SIN(Sin_arg)/H))
NBXT N
Probe(.5-2*Prob/Pl}
RETURN Prob
FNEND
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A.6 RF Noise Quality

Since this program depends on spectrum analyzer measurements, the results of this program are de-
pendent upon the spectrum analyzer settings, along with the SMOOTH parameter (line 430), used to mea-
sure the baseband normality and the frequency-domain impulsivity. Spectrum analyzer settings, particularly
the video bandwidth, affect the calculation of the time- and frequency-domain pepalties. Additional com-

ments are imbedded in the code. Please read Chapter VI before using this program.

10 ! HP BASIC 5.14

20 !

30 ! PROGRAM RFBNQ.BAS

40 !

50 ! THIS PROGRAM CALCULATES THE BARRAGE NOISE QUALITY

60 ! OF AN RF FM-BY-NOISE BARRAGE BASED ON DATA ACQUIRED

70 ! FROM AN HP 8566B SPECTRUM ANALYZER (ADDRESS 718).

80 !

90 OPTION BASE 0

100 CUTPUT 718; *CR; CV; * ! PUT RESOLUTION AND VIDEO BANDWIDTHS ON AUTO
110  CLEAR SCREEN

120 LOCAL 718 ! PUT ANALYZER IN LOCAL MODE

130 INPUT °"WHAT IS THE PEAK FREQUENCY DEVIATION IN HZ? 0 = UNKNOWN®,Pfd
140  CLEAR SCREEN
150 IF (Pfd = 0) THEN

160 BEEP

170 INPUT *WHAT IS THE BARRAGE WIDTH IN HZ?*,Bw
180 CLEAR SCREEN

190 END IF

200 PRINT °"CENTER UNMODULATED CARRIER ON SPECTRUM ANANLYZER.*®

210 PRINT °*LOCK SIGNAL GENERATOR IF POSSIBLE.*®

220 PRINT **

230 PRINT *AFTER UNMODULATED CARRIER 1S CENTERED, BEGIN JAMMING.-*
240 PRINT *°*

250  PRINT "PRESS F2 TO CONTINUE"

260  PAUSE

270 IF (Pfd = 0) THEN

280 OUTPUT 718; *SP “&VALS$(Bw)&*; ° ! SET SPAN WIDTH
290  ELSE ! FOR BARRAGE
300 OUTPUT 718; °SF °&VALS({2*Pfd)&*; *

310 END IF

320 CLEAR SCREEN

330  BEEP

340 TOCAL 718

350  PRINT °"SET dB/DIV AND REFERENCE LEVEL FOR MAXIMUM RESOLUTION®
360  PRINT "AND®

370  PRINT “RESET VIDEC BANDWIDTH FOR A SNOOTH TRACE.*

380  PRINT °**

390  PRINT **

400  PRINT °*

410  PRINT °*PRESS F2 TO CONTINUE®

420  EAUSE
430
440 BARRAGE COMPARISONS BASED ON DIPFERENT BASEBAND NOISE BANDWIDTHS

!
!
450 { SHOULD BE MADE WITH THE SAHME VIDEO BANDWIDTH SETTING. NOISE
!
!
l

460 AVERAGING IS INVERSELY PROPORTIONAL TO VIDEO BANDWIDTH, WHILE
470 SPEED 1S PROPORTIONAL TO VIDEO BANDWIDTH. WIDE VIDEO BANDWIDTHS
480 GIVE QUICK MEASUREMENTS WITH LITTLE AVERAGING OF THE NOISE ON
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490
500
510
520
520
540
550
560
570
580
590
600
610
620
630
640
650
660
670
680
690
700
710
720
730
740
750
760
770
780
790
800
810
820
830
840
850
860
870
880
890
900
910
920
930
940
950
960
970
980
990
1000
1010
1020
1030
1040
1050
1060
1070
1080
1050
1100
1110

1
1
!
t
t
!
!
!
t
!
I
t
!
!
!
1

!

CLEAR SCREEN

OUTPUT 718; "KSA; SAVES 6: *
DIM S(-500:500)

OUTPUT 718; "KSD; S2,TS; 03; *
OUTPUT 718; *SMOOTH TRA 17; *
OUTPUT 718; *TA; *

ENTER 718; S(*)

ON THE TRACE. NARROW VIDEO BANDWIDTHS PRODUCE AVERAGED TRACES

! BUT CAUSE THE SWEEP SPEED OF THE TRACE TO SLOW DOWN.

TRACES BUT CAUSE THE SWEEP SPEED OF THE TRACE TO SLOW DOWN.
THE FIRST PART OF THE PROGRAM MEASURES THE NOISE QUALITY IN TERMS

! OF WOODWARD'S THEOREM AND BASEBAND NO1SE THAT IS ASSUMED TO BE

GAUSSIAN., IF THE BASEBAND NOISE IS GAUSSIAN, THEN, ACCORDING TO
WOODWARD'S THEOREM THE RESULTING RF BARRAGE SHOULD BE BELL-SHAPED.

! WOODWARD'S THEOREM IS APPLICABLE TO WIDEBAND FM WHICH IS ASSUMED AT

THE OUTSET. NARROW VIDEO BANDWIDTHS ARE BEST FOR INVESTIGATING THE
SHAPE OF A BARRAGE. HENCE, CHOOSE THE NARROWEST VIDEO BANDWIDTH
TOLERABLE. ALSO NOTE THAT THE IDEAL JAMMING POWER IS BASELINED TO
THE MAXIMUM MAGNITUDE OF THE TRACE WHEN THE FULL BARRAGE IS DIS-
PLAYED TRACE MAGNITUDE% 1S DEPENDENT UPON THE RESOLUTION BANDWIDTH
SELECTED WHEN THE TRACE IS MEASURED. HENCE, THE RESOLUTION BANDWIDTH
IS QUERIED AND USED TO MAKE THE WHITE-NOISE MEASUREMENT. OTHERWISE

! THE FREQUENCY DOMAIN PENALTY WOULD BE ARTIFICIALLY HIGH.

ANALYZER UNITS KSA = dBm
SAVE THE INSTRUMENT SET-UP
DIMENSION AN ARRAY

OUTPUT VOLTS, SINGLE
SWEEP, SWEEP, ASCII

SMOOTH TRACE,

DOWNLOAD TRACE

82 =0
Limit = 500 {* DETERMINES NUMBER OF POINTS
Temp = 0 { TO USE FOR CURVE-FITTING

Counter = 0

FOR N = -Limit TO Limit

! CURVE-FITTING TO A

IF S{N) >= S(0) THEN GOTO 830 ! NORMAL CURVE; ASSUME
Ln_term = LOG(S(N}/S(0}) | "ZERO-MEAN" AND ESTIMATE
Temp = -.5*N*2/Ln_term ! "VARIANCE*®

82 = S$2+Temp

Counter = Counter+l

NEXT N
82 = S2/(Counter-1}
Nrmse = 0

FOR N = -Limit TO Limit

CALCULATE NORMALIZED
Theta = EXP(-.5*(N)~2/82)*S(0) | RMS ERROR

Temp = SQRT{((S(N)-Theta)*2)/Theta"2)

Nrmse = Nrmse +Temp

NEXT N

Nrmge = Nrmse/(2*Limit+l) | NORMLIZED RMS ERROR
OUTPUT 718; °*KSA; MKPK; *

OUTPUT 718; °"MA; °

ENTER 718; Max_dbm | READ IN VALUE TO BASELINE
OUTFUT 718; "MKOFF; RB?" | IDEAL JAMMING POWER AND
ENTER 718; Res_bw | SAVE RESOLUTION BANDWIDTH

IF Pfd = O THEN

OUTPUT 718; °*M2; °*

QUTPUT 718; °*MKD,MKTYPE AMP, NKA -3; *
OUTRUT 718; °*M3i?*

ENTER 718; Delta_f

OUTPUT 718; °"MKOFP; *
QUTPUT 718; °CF?*

ENTER 718; Cf

P_a = C£-ABS (Delta_f)

F_b = CE+ABS{Dalta_f)

¥_as » VALS(P_a)

P_bS « VALS(F_b)

OUTPUT 718; "PA °*LF_aSi"; *
OUTPUT 718; "FPB *&P_bSi*; *

SET UP ANALYZER
FOR THE 3dB BW
OF THE BARRAGE
POR UNKNOWN PEAK
PREQ DEVIATION

= em e

BLSE
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1120 Span = ,8*Pfd t ESTIMATE 3 dB BW BASED
1130 Spani = VAL$ (3pan) ! ON PEAK FREQ DEVIATION
1140 OUTPUT 718; ®"SP *"&Span$&*; *

1150 END IF

1160

1170 NOTE: THE 3 dB BANDWIDTH ESTIMATE ASSUMES THE STATISTICS OF THE
1180 BASEBAND MODULATING NOISE ARE APPROXIMATELY NORMAL WITH ZERO

1190 MEAN AND VARIANCE, SIGMA™2 OR JUST §*2. THE 3 dB BW OF AN

1200 FM-BY-NOISE BARRAGE MODULATED BY GAUSSIAN NOISE HAS BEEN SHOWN
1210 TO BE APPROXIMATELY 2.36 * (INSTANTANEOUS RMS FREQUENCY DEVIATION).
1220 IN THE CASE OF A CARRIER BEING FREQUENCY MODULATED BY N(0,S$%2)

4
!
]
!
!
t
!
1230 | NOISE, THE PEAK FREQUENCY DEVIATION IS APPROXIMATELY EQUAL TO
!
{
t
{
1
!

1240 (PEAK DEVIATION CONSTANT, IN HZ/VOLT)*{3*SIGMA). 1IN OTHER WORDS,
1250 THE PEAK DEVIATION IS8 EQUAL TO THE PEAK ... 'TATION CONSTANT TIMES
1260 THE MAXIMUM VOLTAGE, WHICH IS APPROXIMATELY -*SIGMA. HENCE, THE
1270 INSTANTANEOUS RMS FREQUENCY DEVIATION IS APPROXIMATELY EQUAL TO
1280 (2.36/3)* (PEAK DEVIATION) FOR NORMAL NOISE.

1290

1300 OUTPUT 718; *KSA; RB *&VALS(Res_bw)&®; 82; TS; SMCOTH TRA 17; *
1310 OUTPUT 718; *TaA; *

1320 ENTER 718; S(*)

1330 Tot_power = 0

1340 FOR I = -500 TO 500

1350 Tot_power = Tot_power+10°(S{I)/10)

CALCULATE RATIO
OF MEASURED POWER
TO IDEAL FLAT POWER

1360 NEXT I IN THE BARRAGE'S
1370 3 dB BW

1380 Flat_power = 1001*10%(Max_dbm/10)

1390 Pwr_ratio = Tot_power/Flat_power

1400 PRINT *NORMALIZED RMS ERROR IS*,PROUND (Nrmse ,-4)

1410 PRINT *POWER RATIO IS*, PROUND(Pwr_ratio,-4) ! CALCULATE
1420 Bng = PROUND((1-Nrmse )*Pwr_ratio,-3) ! RF NOISE

1430 PRINT "RPF NOISE QUALITY IS *; Bnq*100; *&* ! QUALITY

1440 OUTPUT 718; *"RCLS 6; *
1450 LOCAL 718
1460 END




Appendix B Equipment and Software

Table B-1 lists the equipment and software used to conduct the experimental portion of this inves-
tigation. Table B-2 describes the specifications of the HP 54111D digitizing oscilloscope in terms of sweep
speed, sampling rate, memory depth, vertical resolution, and bandwidth. Vertical resolution was selected by
setting the vertical RESOLUTION filters to OFF, 6 bits, 7 bits, or 8 bits. With the vertical RESOLUTION
filters set to OFF, the bandwidth of the HP 5411 1D was 1/2 the sampling rate.

As mentioned in Chapter IV, othier equipment was tested but not used; this equipment is not in-
cluded in the table. Additionally, an operations manual accompanied each piece of equipment and sofiware
listed in the table. However, the manuals are not included in the Bibliography. Their inclusion would have

magde the Bibliography unwieldy.

Table B-1 Table of Equipment and Software

SIMULATED JAMMER

COMPANY MODEL
Hewlett Packard Co. HP 3722A
Signal Generator Hewlett Packard Co. HP 86408
SIMULATED VICTIM RECEIVER
ITEM COMPANY MODEL
Mixer Anzac MD 141
Signal Genesator Hewlett Packard Co. HP 86408
Dual Hi/Lo Filter Wavetek Rockland Model 852

MEASUREMENT EQUIPMENT

ITEM COMPANY MODEL
Oscillosoope Hewlett Packard Co. HP 54111D
Spectrumn Analyzer Hewlett Packard Co. HP 85668
Computer IBM 286 PC
Coprocessor Hewlett Packard Co, 82324A
Software Hewle:t Packard Co. HP Basic 5.14




Table B-2 HP 54111D Digitizing Oscilloscope Specificatiot.s

Bandwidth
Sweep Sample Memory Vertical Resolution
S Rate Depth 6 bits 7 bits 8hits_
500 ps/div - 99.9 ns/div 1 gigasamples/s 8.19us | 2S0MHz | 100 MHz | 25MHe
100 ns/div - 199 ns/div | 500 megasamples/s | 163 ps | 125MHz | SOMHz | 12.5 MHz
200 ns/div - 499 ns/div_| 250 megasamples/s | 32.74us | 625MHz | 25MHz | 6.25 MHz
500 ns/div - 999 ns/div 100 megasamples/s | 819pus : 25MHz | 10MHz | 2.5 MHz
1 us/div - 1.99 yus/div 50 megasamples/s 163us ] 125MHz | SMHz | 1.25 MHz
2 ps/div - 4.99 us/div 25 megasamples/s | 327us | 6.25MHz | 25MHz | 625kHz
S ps/div - 9.99 ps/div 10 megasamples/s | 819us | 25MH: | 1MHz 250 kHz
10 ps/div - 19.9 ps/div Smegasamples/s | 1.63ms | 1.25MHz | S00kHz | 125kHz
20 ps/div - 49.9 us/div 2.5 megasamples/s | 3.27ms | 625kHz | 250kHz | 62.5kHz
30 ps/div - 99.9 us/div 1 megasamples/s | 8.19ms | 250kHz | 100kHz | 25kHz
100 ps/div - 199 ps/div 300 kilosamples/s | 16.3 ms 125 kHz 30 kHz 12.5 kHz
200 ps/div - 499 ps/div 230 kilosamples/s | 32.7ms | 62.5kHz 25 kHz 6.25 kHz
300 us/div - 999 ps/div 100 kilosamples/s | 819ms | 25kHz 10 kHz 2.5 kHz
1 ms/div - 1.99 ms/div 50 kilosamples/s 163 ms 12.5Hz SkHe 1.25 kHz
2 ms/div - 4.99 ms/div 25 kilosamples/s 327ms_ | 625kHz | 2S5kHz 625 Hz
S ms/div - 9.99 msfdiv 10 kilosamples/s 819 ms 2.5 kHz 1 kiz 250 Hz
10 ms/div - 19.9 ms/div 5 kilosamples/s 1.63 s 1.25kHz | 500 Hz 125 Hz
20 ms/div - 49.9 ms/div 2Skilosamples/s | 3.27s | 625Hz 250 Hz 62.5 Hz
30 me/div - 99.9 me/div 1 kilosamples/s 1 8195 250 Hz 100 Hz 25 Hz
100 mo/div - 199 ms/div 500 samples/s 16.3s 125 Hz 50 Hz2 12.5 Hz
200 me/div - 499 mo/div 250 samples/s 321s 62.5 Hz 25 Hz 6.25 Hz
S00 ms/div - 999 ms/div 100 samplas/s 81935 25Hz 10 Hz 25Hz
1 &/div 50 samples/s 1633 6.25 Hz 5 Hz 1.2S Hz
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Appendix C Results from Noise Quality Measurements

This appendix presents results obiained from preliminary tests of the noise quality measures de-
veloped in this investigation. The tables contain raw data; time coastraints prevented a rigorous statistical

analysis of the data. Trends evident in the data are commented upon in Chapter VI.

C.1 Turner Noise Quality

Tables C-1 and C-2 present the results obtained from preliminary tests of the Tumer noise quality
(TNQ) measure. y2 is the theoretical chi-square value, and X? is the measured chi-square value. The sam-
pling rate of the HP 54111D was set at 500 kilosamples/sec with RESOLUTION filters OFF; Channel Two
voltage seasitivity was set at 80 mV/div. The noise generator was set for a 1 Vgags Gaussian output with

INFINITE SEQUENCE LENGTH. See Chapter IV for more on equipment settings.

Table C-1 Tumer Noise Quality for By= 25 kHz and Af, = 150 kHz

By (kHz) SVR Samples ( Bins (K+2 2 X? . TN
0.5 0.12 781 49 63.13 9564 0.7348
1.5 0.36 781 47 60.78 11250 0.4253

5 1.2 781 30 40.11 545 1.6014
15 16 78) 10 40.11 107 | 36129
50 12 781 26 35.17 014 | 65410

Tabie C-2 Tumer Noise Quality with By = 50 kHz and Af, = 150 kHz

0.5 0.03 1490 23 31.41 1025 24317
1.5 0.09 1490 32 42.5 1374 1.1145
h] 0.30 1490 34 41.3 1116 1.1983
15 090 1460 3 $0.11 134 4.5460
50 3.0 1490 _ 27 36.42 34.52 6.6348




C.2 IF Noise Quality

Tables C-3 and C-4 present the results from preliminary tests of the IF noise quality (IFNQ) mea-
sure. %2 is the theoretical chi-square value, and X2 is the measured chi-square value. The time-and fre-
quency-domain penalties are p, and py, respectively. The sampling rate of the HP 54111D was set at 500
kilosamples/sec with RESOLUTION filters OFF; Channel Two voltage sensitivity was set at 80 mV/div.
All HP 8566B spectrum analyzer functious were COUPLED, i.e. on AUTO, with the exception of the video
bandwidth which was set at 100 Hz for Table C-3 measurements and at 300 Hz for Table C-4 measure-
meats. The argument of the HP 8566B SMOOTH function (ling 430 of the IF noise quality program) was

set at 35. The noise generator was set for a 1 Vgys Gaussian output with INFINITE SEQUENCE

LENGTH. See Chapter IV for more oa equipment settings.

Table C-3 IF Noise Quality with By =25 kHz and Af, = 150 kHz

By(kHz) 1 SVR__| Samples | Bins L X2 2 i IFNQ
0.5 0.12 781 46 39.61 1935 20429 | 06202 | -1205%
1.5 0.36 781 40 52.50 1246 4.5314 0.53290 | -188.2%
5 1.2 81 34 45.31 475 1.0579 0.5801 -34%
15 3.6 781 k)] 41.34 112 04778 0.5189 27%
50 12 781 27 3642 29.75 | 0.2353 0.7292 55.8%

Table C-4 IF Noise Quality with By = 50 kHz and Af, = 150 kHz

By (kHz)
Hamiamrumntii,

05 0.03 1490 2 59.61 2238 0.997 0.343 0.1%
15 0.09 14%) Kl 52.50 1583 0.8864 | 0.5703 6.5%
5 0.30 1490 KX 4531 | 1199 0.7123 ; 0.3678 16.3%
15 090 § 1420 EX) 41.34 274 0.5222 | 06873 328%
50 39 1490 27 3642 28.25 0.1272 | 05281 46.1%




C.3 RF Naise Quality
Tables C-5 and C-7 preseat the resuits from preliminary tests of the RF noise quality measure pro-

posed in Chapter V1. The time- and frequency-domain penalties are labeled p, and p,, respectively. The RF
coise quality of three barrages was measured three times; the measurements are labeled Run 1 through Run
3 in the tables. The peak frequency deviation in all cases was 150 kHz. All measurements were made with
the following initial spectrumn analyzer settings: span width = 300 kHz, resolution bandwidth = 300 kHz,
video bandwidth = 10 Hz, and swecp = 48 s. The argument of the HP 8566B SMOOTH function was set at
17 ( lines 100 and 1300 of the RF noise quality program). The carrier frequency was 250 MHz, and the
noise generator was set for a 1 Vg Gaussian output with INFINITE SEQUENCE LENGTH. See Chapter

IV for more on equipment settings.

Table C-5 RF Noise Quality with By= 500 Hz

Table C-6 RF Noise Quality with By=5kHz

Table C.7 RF Noise Quality with 8y= S0 kHz

Af, = 150 kifz

RF Noise Qualiry

Runl
Rua 2
Run 3
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