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PREFACE

Although there is a significant amount of reference material available for the computer
models used by Air Force weather forecasters, there is no single reference to all the models.
This technical note provides that reference by listing, describing, and comparing the computer
models used by AFGWC and NMC.

Because of the complexity of atmospheric processes, numerical analysis and forecast models
use approximations based on theoretical knowledge, operational considerations, and
available computer power. The strengths and weaknesses of the various models depend on
the type of model and the extent of the approximations that are used. Weather forecasters
should understand these strengths and weaknesses, which for most models are by now well
documented.

This technical note provides Air Force forecasters and others with basic descriptions of the
most widely used analysis and forecast models. It is more of an operational guide than a
comprehensive models texthook. We have not included the mathematical equations around
which the models are built, but have tried to provide answers to such questions as, "What
is a model?", "How do models work?", "What are the strengths and weaknesses of the models
used?", and "Which ones apply to me?".

Interested readers should also see the fcllowing: AFGWC/B7-001, AFGWC Cloud Forecast
Models; AFGWC/B8-001, The AFGWC Automated Real-Time Cloud Analysis Model,
AWS/B6-001, AFGWC's Advanced Weather Analysis and Prediction System (AWAPS); and
AFGW(C/79-004, The AFGWC Automated Analysis/Forecast Model System.

The author wishes to thank the following for their help: Major Steven Sycuro, Capts David
Knapp and Michael Fontaine, and Mr Jay Albrecht.
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Chapter 1

WHAT IS A COMPUTER MODEL?

1.1 The Model Explained. An
atmospheric computer model is a set of
mathematical equations that describe the
movement of the atmosphere and present a
graphic view of current and forecast
atmospheric conditions. The first successful
run of such a model took place in 1950 at
Princeton University, where it took 24 hours
to make a 24-hour forecast. Model forecasts
are not perfect for the following reasons:

& We have an incomplete understanding of
the atmosphere.

® Scientists have not been able to describe
all atmospheric processes mathematically.

¢ The mathematical equations that
describe stmospheric motions do not provide
exact solutions; they must be approximated.

® Observations are
scattered; in some areas, they are
nonexistent. Because information for
data-sparse areas must be interpolated from
surrounding gridpoints, there can be errors
in gridpoint data.

geographically

e Computer memory size and central
processing unit (CPU) speed are limited.
As a result, only a limited range of
atmospheric features can be predicted. The
smallest feature the Air Weather Service
Primitive Equation (AWSPE) meodel (no
longer in use) could forecast with its 381-km
grid mesh was 1,524 sq km, or an area
about the size of the Midwest.

1.2 Improving the Model. Computer
models can be improved, but to do so is
expensive and  time-consuming. For
example, while forecast accuracy can be
improved 10-15% by halving the grid space,
it would take four times as long to run such
a model on the same computer. The time
step (the time it takes for the fastest model
wave to move from one gridpoint to another)
would have to be halved, increasing the
CPU requirement by a factor of two. The
combined result would be an increase by a
factor of eight; that is, if the AFGWC Global
Spectral Model (GSM) took 20 minutes to
run normally, it would take 160 minutes to
run at two times the resolution on the same
computer. This alone makes increasing the
grid resolution by two an ineffective way to
increase forecast skill.

1.3 Problems. The major problems with
numerical weather prediction are:

1.3.1 Physics (about 30%). Physics problems
stem from our lack of a complete
understanding of the atmosphere and the
resultant need to approximate some
processes because computer size and speed
are limited. For example, turbulence and
friction are parameterized, meaning that the
calculation of subgrid scale processes (those
processes that are too small to be detected
on the grid) are approximated on a grid-
scale basis.

1.3.2 Initial conditions (about 25%) are the
most  difficult to correct. They are
problematic because:




& Weather observing stations are located
st random, rather than at the exact
gridpoints of the model. Observations are
concentrated in some areas, such as the
United States and Europe, and sparse in
others, such as Asis.

& Weather observations often contain
errors.

& Weather observations are often
inconsistent, partly because of the methods
used to collect the data and partly because
of ealculation errors (for example, RAOB
and satellite temperatures for the same
point may be different).

13.3 Resolution (about 40%). In a grid
model, the smallest wave that can be seen
or resolved horizontslly is fwo grid lengths;
that is, if the grid space were 200 km, the
smallest resoivable wave would be 400 km
long.

Aliasing. During the forecast process, false
waves that are four or less grid lengths long
are created by the mathematical terms
within the model. These false waves, if not
removed, will cause the model to become
unstable.

Time Step. The time step in a model must
be smaller than a certain value or the model
will become unstable and produce
measaningless results.

Phase Speed. Gridpointa in most numerical
models are fixed, both horizontally and
vertically. Because of this, small
perturbations occurring during the forecast
process tend to move more slowly than they
would in reality.

Spectral vs. Gridpoint Models.

Gridpoint modeis use U-V wind components to
represent the vector value of the wind at
each individual gridpoint. Wind is a vector
that includes both speed and direction.
Wind vectors can be resolved into eastward
(U) and northward (V) components.
Analysis and forecast models resolve wind
vectors into west-to-east (+UJ) and
south-to-north (+V) components.

Spectral models use sine and cosine functions
to represent weather slements such as wind
and temperature. These sine and cosine
functions go through changes in amplitude
during the forecast process. Because of this
special characteristic, spectral models do not
have the aliasing and phase speed problems
mentioned above.



Chapter 2

GRIDS

2.1 AFGWC Grids. For our purposes, the
only grid types discussed (unless otherwise
specified) are those in use at AFGWC,

2.2 Grids Basic to Models. The starting
point for any gridpoint-based model is the
grid. The atmosphere is relatively shallow
in the vertical, but broad horizontally. This
is why the number of gridpoints in the
horizontal is usually greater than the
number of gridpoints in the vertical. In the
horizontal, the gridpoints are equally
spaced. In the vertical, points are "stacked"
to represent those areas of the atmosphere
that are commonly analyzed or that are of
significance to the model (e.g., 850 mb, 700
mb, 500 mb). Grid spacings and vertical
stacking are chosen in such a way az to
simplify the calculations of the forecast
model and to provide outputs tailored for a
specific customer's use.

2.3 The Grid Described. A grid is a
group of regularly spaced points that
represent the intersection of regularly
spaced parallel and perpendicular lines--see
Figures 1 and 2. The standard and lowest
resolution grid used at AFGWC is the whole
mesh. Higher-resolution grids (or
finer-mesh grids) use whole-mesh gridpoints

as a starting point and have more gridpoints
in the horizontal. For example, the
half-mesh grid is simply a grid that
contains the whole mesh gridpoints and one
gridpoint between every whole mesh
gridpoint. Figure 3 is an example of the
relationship between whole-mesh,
half-mesh, and quarter-mesh gridpoints.

.

I i H i

Figure 1. An Example of a Grid. A grid is
simply an array of points located at the
intersections of uniformly spaced parallel
and perpendicular lines (from Hoke et al,,
1985).



Figure 2. An Exampie of a Grid

Superimposed on a Map. (From Hoke et al.,
19856).

24 Grid Resolution. Atmospheric
motions on a scale smaller than the grid in
use cannot be represented correctly because
wavelengths must be equal to or greater
thsn twice the distance between two
adjacent gridpoints. Also, a wave is
generally handled poorly if its wavelength is
less than four gridpoints wide. Since many
atmospheric events deal with motions
smaller than 1,600 km--the distance covered
by four successive whole-mesh
gridpoints--grids with finer resolution were
developed. These include the half-mesh,
quarter-mesh, eighth-mesh, and
sixty-fourth-mesh grids. As their names
imply, the distance between gridpoints on
the finer meshes is defined relative to the
whole-mesh.

o QYRTER-MESH POIKT
O wr-es popg

(O wosvesiromr

Figure 3. The Relationship Between
Whole-Mesh, Haif-Mesh, and Quarter-Mesh
Gridpoints, Note that each whole-mesh
point is a half-mesh and quarter-mesh point,
as well. Similarly, each half-mesh point is
also a quarter-mesh point (from Hoke et al,,
1985).

2.5 The Whole-Mesh Grid. Whole-mesh.
gridpoints are exactly 381 km apart at
60° N relative to the Earth's surface. This
means that, because of the Earth's
curvature, resolution decreases toward the
poles and increases toward the Equator. At
half-mesh, the gridpoints are 190.5 km
apart. Higher resolution grids have
successively smaller distances between
gridpoints. An example of the whole-mesh
grid is shown in Figure 4.
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gridpoint. I, and J, coordinates represent the whole-mesh grid scale. I; and J, represent the
half-mesh grid, and so on (from Hoke, et al,, 1985).




2.6 Hemispheric Data Displays. The
following are two examples of gridded
hemispheric date displays (CRT and paper
facsimiles):

® The first uses all whole-mesh-based
gridded data from the poles to the Equator.
Gridpeints beyond the Equator are ignored.

¢ The second is the octagon, shown in
Figure 5. An example of gridded data inx an
octagonal display is the Cloud-Free
information on AFGWC Horizontal Weather
Depiction (HWD) products. Data in this
display extends from the pole to the borders
of the octagon. All data beyond the
octagon's borders is ignored. Limitations of
gridded data displays are generally based on
computer processing capabilities and the
printing equipment available at the time the
model was designed.

2.7 Stationary Window Grids wuse
windows, or subsets of the whole-mesh grid,
to cover specific areas of the globe such as
the North American, European, and Asian
continents.

28 The Satellite Global Database
(SGDB) Grid. This 64th-mesh grid
contains 16,777,216 points in the Northern
Hemisphere. It is used in the SGDB display
on the Satellite Data Handling System
(SDHS), with a resolution of about 5 km.

2.9 Grid Types. There are three grid

types in use at AFGWC: polar
stereographic, Mercator, and latitude-
longttude.

Polar-stereographic (PST) Grids. The

Northern (or Southern) Hemispheric
Whole-mesh Reference Grid (sometimes
called the "Northern Hemispheric
Whole-Mesh Super Grid") is a 65 X 65 point
whole-mesh grid based on the PST map--see
Figure 5. The domain for all PST grids are
centered on the hemisphere (Northern or
Southern) and include the entire
hemisphere. The borders of the grids
partially extend into the opposite
hemisphere, but data in these overlap areas
are usually ignored. PST grids are available
in the half-, quarter-, eighth, and 64th-
mesh resolutions. They are used
extensively at AFGWC for various weather
support functions.

Mercator Grids. These grids cover an area
from 50° N to 50° S for tropical
meteorological needs. They are based on the
mercator map projection.

® The Conventional Tropical Grid is used for
conventional meteorological elements such
as temperature, height, and wind--see
Figure 6.

® The Satellite Globa! Database Tropical Grid is
used for procssing satellite imagery; see
Figure 7.
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an example is shown in Figure
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8. Grid spacing on both is 2.5° x 2.5°. Both

contain 10,585 points.
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Chapter 3

THE AFGWC PRODUCTION CYCLE

3.1 The Advanced Weather Analysis
and Prediction System (AWAPS) was
installed at AFGWC in 1985, and formally
implemented in June 1986. It produces
nearly all of AFGWC's automated forecasts
except for clouds. AWAPS comprises four
models: the Global Spectral Model (GSM),
the First-Guess model, the High Resolution

HIRAS
{Data <
Assimiiation)

Anaslysis System (HIRAS) model, and the
Relocatable Window Model (RWM). Figure
9 shows how the GSM and HIRAS

processing cycles are linked to form part of
the AFGWC production cycle, a series of
forecasts, analyses, and reanalyses that runs
at 6-hour intervals.

06 HR FCST
Py

GSM < \
{0perational GSM 96 HR FOST N
Forecast) -1t —
GSM\ 96 HR FCST 2
\- - - -_— aad — — —
- -~ - T - T
oo 06 72

VALID TIME [2}

Figure 9. The HIRAS/GSM Relationship in the AWAPS Production Cycle (from Hoke et ai.,

1985).
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3.2 The AWAPS Cycle. Both the GSM
and First-Guess are updated every 6 hours;
although slightly different, they provide
similar product support. The HIRAS uses
the Firat-Guess data fields to produce the
best possgible initial analysis for the next
B6-hour cycle. The 0000Z cycle is shown
below as an example:

At 0100Z, the First-Guess is ready for
quality control (QC) by forecasters. "Bogus"
data (this will be explained in a later
chapter) can be input to alter the
First-Guess data fields and improve the
analysis.

At 0130Z, the HIRAS surface analysis is
run. It takes 10 minutes to run the surface
analysis on the CRAY/X-MP mainframe
computer. Satellite soundings are anchored
periodically using this or one of the next
three surface analyses. Satellite soundings
are built by adding thickness values to the
surface HIRAS 1,000 mb analysis field.

At 0230Z, the HIRAS surface analysis is run
for the second time, It is also used to
anchor the satellite soundings for the first
upper-air analysis.

At 0300Z, the HIRAS upper-air analysis is
run on the CRAY/XMP. It takes 20
minutes.

At 04002, the GSM is run out to 96 hours
using the HIRAS first upper-air analysis

for its initial conditions. It takes 1.6 hours
to run the model on the CRAY/X-MP.

At 0530Z, HIRAS does its third surface
analysis; it is again used to anchor satellite
sounding data.

At 06002, a second upper-air analysis is run.
0000Z data will continue to come in up to
this point; all the new data available is
essential for making the best possible 0000Z
analysis.

At 0630Z, the First-Guess model makes its
6-hour forecast using the second HIRAS
0000Z wupper-air analysis for its inital
conditions. It takes 30 minutes to run out
to 12 hours on the CRAY/X-MP. When
finished, the cycle begins again.

3.3 First-Guess Accuracy. In order to
have a more accurate First-Guess, the model
produces a forecast every 6 hours. This
forecast is then used by HIRAS. A 6-hour
cycle provides a higher quality analysis than
would a 12-hour cycle; the analysis is
updatsd more often and used for initializing
the next forecast run, which in tum
produces a better forecast.

3.4 The Relocatable Window Model
(RWM) is being developed for inclusion in
the AWAPS production cycle. It is designed
to make a high-quality and high-resolution
forecast anywhere in the world at any time.




Chapter 4

THE HIGH RESOLUTION ANALYSIS SYSTEM (HIRAS)

4.1 The HIRAS Model. HIRAS is an
analysis model used primarily to initialize
the forecast models. It is extremely
important. HIRAS deficiencies can
dramatically alter the outcome of the
forecast models.

4.2 HIRAS Input Data. HIRAS uses
observations from land stations, ships,
buoys, aircraft, radiosondes, and satellites
(see Figures 10-15 for typical global
distributions of the various observation
types). Although HIRAS applies most of the
data available to it to its internal grid, it
can't use all the data because of software
and hardware limitations. The output of the
First-Guess model is essential to the run of
the HIRAS model. HIRAS blends its own
data with the output from the First-Guess
model (a G-Liour forecast valid at the sume
time) to create the best possible analysis.

4.3 Optimum Interpolation (Ol). HIRAS
does its analysis using s technique called
"Optimmum Interpolation,” un analysis
technique used by most contemporary
analysis models. Our discussion of OI is
based on the version used by IIIRAS.
Basically, there are three things Ol
considers:

® The number of cbservations available
and the distance between them ond the
analysis grid point.

¢ The precision of the equipment used to
take the observations.

® The statistical accuracy of the

First-Guess fields.

b
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4.3.1 Observation/Gridpoint Distance. The use
of the mean distance between cbservations
is not unique to OI; it is found in nearly
every other numerical analysis scheme. In
very simple terms, the model assigns
weights to observations surrounding each
gridpoint. Each observation is allowed to
influence surrounding gridpoints by the
weight it carries; weights decrease
exponentially with distance. Observations
in the vertical are also assigned weights.
All the observations and their weights are
applied mathematically to the First-Guess
data at all gridpoints and atmospheric
levels to modify the First-Guess data as
needed.

4.3.2 Accuracy of the Observing Instrument.
The model is able t¢ distinguish between the
various observing instruments used. Each
instrument type is assigned a statistically
determined expected error. The lower the
expected error, the more weight the
observation carries. For example, a 500-mb
temperature from a radiosonde, which is
probakly more accurate than the 500-mb
temperature from a satellite sounding, is
assigned a higher weight.
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Figure 13. Typical Distribution of Satellite Temperature Profile Soundings at 1200Z (from

Dey, 1989).
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433 First-Guess Accuracy. HIRAS
produces a set of fields (called "error fields")
that indicate how accurate the analyses are
at all gridpoints. Essentially, the more
obgervations there are to influence given
gridpoints, the more accurate the resulting
analysis will be. Figure 16 (opposite) is an
example of a 250-mb height error field.
Note that error values are low cver data-rich
areas such as North America but high over
data-sparse areas such as the Indian Ocean.
In addition to indicating analysis accuracy,
error fields also indicate the accuracy of the
First-Guess.

To see how this works, let's consider two
areas, North America and the South Pacific.
Since there are a large number of
radiosonde stations there, the analysis over
North America is considered accurate. But
there are very few upper-air stations in the
South Pacific; although a satellite makes an
occasional pass, satellite data is not nearly
as reliable as radiosonde data. As a result,
initial conditions in the South Pacific are
usually poorly handled by the First-Guess
model and the First-Guess over the South
Pacific is not usually as accurate as over
North America.

Since there is this difference in First-Guess
accuracy from place to place, HIRAS Ol
gives more weight to the First-Guess data
when compared to any individual
observation in data-rich areas like North
America and more weight to individual
observations in data-sparse areas like the
South Pacific. The aggregate of
observations in data-rich areas, however,
usually carry more weight when applied to
an individual First-Guess gridpoint. The
obvious question is "Why doesn't the HIRAS
always place more emphasis on observations
from data-rich areas?"

Ol uses a combination of observations and
the First-Guess. The better the First-Guess
(and it usually is better in data-rich areas)
the less the weight given to individual
observations. Observations also contain
errors. A radiosonde, for example, might
have a 3° C temperature error. If the
First-Guess had an expected error of only 1°
C, it wouldn't make sense to use only the
RAOB. All the data available around any
given gridpoint is used unless the QC
function determines the data to be bad. Ol
determines how much each piece of data will
affect the final output for a given gridpoint.

Although it doesn't happen often, HIRAS
may not recognize dramatic changes in
atmospheric conditions quickly. The
First-Guess model has considerable weight
in data-rich areas. If the observations show
a dramatic difference and the First-Guess is
really wrong, only a portion of the difference
will be used to affect the outcome of the
analysis. In rare circumstances, it may take
a couple of forecast cycles for HIRAS to
recognize rapid changes.

4.4 The Two HIRAS Models. HIRAS is
really two different models: upper-air and
surface,

441 The Upper-Air Analysis extends from
1,000 to 10 mb and is used to initialize the
GSM. HIRAS directly analyzes only five
different fields: pgeopotential heights,
U-component wind (West-East),
V-componeni wind (Scuth-North),
temperature, and relative humidity. From
these five, HIRAS derives thirteen othor
fields. A number of otber fields not
produced by HIRAS (e.g., thickness and
vertical velocity) are produced on other
computer processors using the HIRAS
fields. Table 1 provides a list of all the
fields produced by HIRAS or derived by
HIRAS outputs.




TABLE 1. List of fields analyzed by or derived from the HIRAS upper-air model. Numerous Q
other fields are processed through algorithms on SDHS. The list includes the levely/layers

v in millibars for which the data are available.
N — )
FIELD Haight/Layer in Miliibars
directly ansiyzed
Relative Humidity sfc, 1000, 250, 700, 506, 400, 300 ’
Heights 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
[ vempensture sk, 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
U-Component winds sfc, 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
V-Component wind sfc, 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
FIELDS Helght/iayer in Millibars
detived
' | Temparature Advection 50
 Streamniine Functions 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, $0, 30, 20, 10
Specific Humidity sfc, 1000, 850, 700, 500, 400, 300
‘ ! Tropopause Haight .
| Tropopause Pressure .
’ Tropopause Temperature . ‘
| Sea Level Pressure sfc
| Dewpoint sfc, 1000, 850, 700, 500, 400, 300
R | Precipitable Water sfc-850, 850-700, 700-500, 500-400, 400-300, 300-100
| | Vorticity Advection 850, 500
Vorticity 450, 509, 300
i **Packed U-v Winds slc, 1000, 850, 700, 500, 400, 390, 250, 200, 150, 100, 70, 50, 30, 20, 10
**<Hours Since Land sfc (boundary layer)

Tropopause data varies with respect to its exact position.

R ** Packed U-V Winds - the individual U and V wind components contain too many bits of information and must be
i compacted for SDHS to use them.

*** Describes the amount of time 3 boundary layer parcel, currently over water, has spent over water.
. N
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° The upper-air analysis, which is displayed  resolution, has about a third as many
using a 2.5° x 2.5° latitude-longitude grid, is = gridpoints as the display grid. The upper-
actually run on the Kurihara grid (shown in  air analysis uses a spectral transformation
Figure 17) to save computer time. The  along with OI.
Kurihara grid, with a coarser (or lower)

Figure 17. The Kurihawa Grid. This is the internal grid used by HIRAS (from Stobie, 1986).




The first step in spectral transformation is
to take the First-Guess 30-wave spectral
coefficients, transform them into gridpoint
values, and place them on the coarser
HIRAS grid. When this is completed, the
model performs its Ol. When the OI is
completed, the model transforms its
gridpoint analysis into 40-wave spectral
coefficients. Although the analysis is done
using gridpoints, the conversion to spectral
coefficients allows each gridpoint to affect
the entire analysis. In other words, a
gridpoint temperature in Ohio could
influence a gridpoint temperature in the
Caspian Sea. This transformation also
allows for the final transformation back to
the 2.5° x 2.6° grid. Even though the
analysis appears in the database on a 2.5°
x 2.5° grid, the true analysis resolution is
that of the coarser Kurihara grid that was
shown in Figure 17.

Because of deficiencies in the First-Guess
model above 100 mb, HIRAS uses the
previous HIRAS analysis (6 hours old) for
its first-guess instead. The model forces the
winds above 100 mb to be geostrophic and
uses only borizontal OI above 100 mb--that
is, it doesn't look up or down to interpolate
data at higher or lower levels. As a result,
the analysis above 100 mb is two-, rather
than three-dimensional.

44.2 The HIRAS Surface Analysis derives
1,000 mb temperature and geopotential
height fields from the surface temperature
and pressure fields. It is used primarily to
anchor satellite sounding data, which
includes a great deal of information for the
different mandatory pressure levels, but
lacks the geopotential height of each
pressure level; therefore, the 1,000-mb
height fields from the HIRAS swurface
analysis are used to determine the height of
the 1,000-mb pressure level in the satellite
soundings. The rest of the pressure-level

geopotential heights can be determined from
this value.

The surface analysis is also an Ol analysis.
It differs from its upper-air counterpart
because it performs its analysis directly on
the 2.5° x 2.5° grid. It does not use spectral
transformation or internal grids. It uses the
Ol error fields to ensure grid data accuracy,
but observations are weighted more heavily
in the surface analysis than in the upper-air
analysis throughout the hemisphere.

4.5 Quality Control. Since observation
errors are routine, maenual and automated
quality control (QC) must be performed.
Bad observations must be corrected or
discarded in order to prevent the model from
providing a bad analysis. QC is
accomplished in two ways:

45.1 Manual QC is performed by AFGWC
forecasters, who delete, change, or create
observations bagsed on known information.
This forecaster-edited data is known sas
"bogus" data.

452 Automated QC. An automated QC
system is built into the model. The system
can recognize a bad observation (e.g., a 990-
mb sea-level pressure within a 1,046-mb
high) and discard that observation. There
are two steps to this process:

¢ Gross Checks. Observations are
compared to adjacent gridpoint data from
the First-Guess model output. If there is a
large enough disagreement, the observation
is discarded. If it just barely passes the
gross check, it is held over for the second, or
"buddy" check.

e Buddy Check. An observaticn that barely
passes the gross check is compared with
stations nearby; if the observation disagrees
significantly, it is thrown out.




Chapter 5

THE GL.OBAL SPECTRAL MODEL (GSM)

8.1 introduction, The GSM (AFGWC's
primary forecast model) was designed
primarily as an aviation model. There are
two GSM models in use at AFGWC; the
GSM proper and the First-Guess. The GSM
and the First Guess are run every 6 hours.
The GSM proper produces forecasts out to
96 hours and First-Guess out to 12 hours.
Although the GSM provides a wide variety
of forecast fields (see Tables 2 and 3), its
main purpose is to provide height, wind, and
temperature forecastz for aviation
customers. The First-Guess model differs
slightly from the GSM. The materisal in this
chapter includes the First-Guess forecast
model unless otherwise specified.

§.2 Spectral Forecasting. A true
spectral representation uses mathematical
combinations of sines and cosines to
represent patterns of meteorological fields.
That is, a spectral equation contains a series
of terms, each having either a sine or cosine
term as a factor. Because sines and cosines
look like waves, spectral representations are
often discussed in those terms; the GSM,
for example, is a 40-wave model, even
though it uses many more than 40 sine and
cosine terms. In fact, to represent a single
variable at just one atmospheric level, the
40-wave GSM needs 3,444 terms. This is
because the waves are two-dimensional--
each wave requires at least one sine and one
cosine term. For mathematical reasons,

the 40-wave model has 41 sines inone
dimension and 42 cosines in the other.
Basically, a spectral representation finds
the best mathematical terms using the sine
and cosine to describe the wave motion of
the observed atmosphere.

5.3 Resolution. As already mentioned,
the GSM is a 40.wave spectral model (the
First-Guess forecast model is 30-wave).
This means that the GSM can recognize 40
different trough-ridge combinations in an
east-west direction. Its application in the
north-south plane is much more difficult to
describe without the mathematics, but one
way to describe the approximate resolution
of the GSM is to think of the grid on which
the data is stored.

The grid is adapted to a 40-wave spectral
resolution and is used for some of the
internal calculations. Based on the grid, its
approximate resolution in the north-south
direction is 270 km; in the east-west
direction, 350 km. The smallest scale
feature that can be seen, then, is about 270
km long and 350 km wide. This is only
true for a surface low or an upper-level
trough; if the feature were a complete
wave (trough-ridge combination), the
smallest feature resolvable would be twice
that size. The resolution of the First-Guess
forecast model is slightly lower.




algorithms on SDHS. THe list includes the levelg/layers for which the data is available. All

TABLE 2. The Fields Produced by the First-Guess. Many other fields are processed through .
the fields listed are available for the 00-, 06-, and 12-hour forecast.

FIELDS Height/Layer in Millibars
directly forecast
o Relative Humidity sfc, 1000, 850, 700, 500, 300, 300
e Heights 1000, $50, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
Temperature sfc, 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
U-Component wind sfc, 1000, 850, 700, 500, 400, 300, 250, 200, 150, 108, 70, 50, 30, 20, 10
v-Component wind sfc, 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
FIELDS Height/Layer in Millibars
derived
Temperature Advection 850, 500, 200
Specific Humnidity sfc, 1000, 830, 700, 500, 200, 300
Tropopause Height ’
$ea Level Pressure sfc
| Drwpoint sfc, 1000, 850, 700, 590, 400, 300
Q Varticity Advection 500 .
§ vorticity 830, 500, 300
| +*packed U-V Winds sfc, 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10
i ** Packed U-V Winds - the individual U and V wind components contain too many bits of information and must be
-“- L Sompucted for SDHS Lo use them.
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Temperature
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. TABLE 3, continued...
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TABLE 3, continued.....
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In the vertical, the GSM is a 12-layer model.
It uses a vertical coordinate scheme called
“sigma levels." The height of the sigma
coordinates vary with the terrain. Unlike
constant-pressure levels, sigma levels never
intarsect the ground. The levels are closer
together at about 250 mb. The highest GSM
vertical resolution is between 500 mb and
20 mb (see Figure 18) because the GSM is
an aviation model and most aircraft fly at
about 250 mb. There are only two levels
above 100 mb.

The GSM uses data fields from the HIRAS
model's 2.5° x 2.5° Iatitude-longitude grid for
ita initial conditions. The HIRAS data is
stored in the database on the GSM's 2.5° x
25° grid. it undergoes a spectral
transformation for use by the GSM in
making its forecast. When complete, the
data 's interpolated back to the 2.5° x 2.5°
grid for storing. Currently, most display
programs require that the data be displayed
on a PST map projection; this requires the
data to be interpolated from the 2.5° X 2.5°
degree grid to the whole-mesh subgrid and
results in a further decrease in data
resolution. Products produced at AFGWC
on SDHS (or for transmission over AWDS or
facsimile circuits) are based on the lower
rosolution whole-mesh subgrid.

5.4 Normal Mode Initialization. Before
the GSM can use the HIRAS analysis dats
for its initial conditicns, it must undergo a
process called "Normal Mode Initialization,"
or NMI. The main purpose of the NMlI is to
prevent the model from becoming
mathematically unstable due to inherent
instabilities in the input data that are a
result of minor perturbationa the model
can't resolve. These perturbations may be
real (small-scale phenomena), fictiticus, or
due to small observation errors. Almost all
models use some form of NMI.
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Figure 18. The Sigma Levels of the Globai
Spectral Mcdel. This is the vertical
resolution of the model. Note the higher
concentration of layers between 500 and 200
mb. The forecast of some eiements is
conducted directly on the layer boundaries
(indicated by the thick horizontal lines).
The rest of the forecast is conducted in the
center of mass between the layer boundaries
(from Stobie 1986).




55 Small-Scale Diffusion, This
mechanism is used during the running of
the model; it also is intended to keep it
from becoming mathematically unstable,
DLiffusion dampens the higher frequency
horizontal waves (e.g., gravity waves) that
the model can't resolve. A simplistic way to
put it is that it smooths the data fields very
slightly. In the GSM, the need for small-
scale diffusion is not great, sincs the GSM
does not cycle back on itself--that is, the
GS8M does not use ita 12-hour forecast to
initialize the wnext forecast run. The
First-Guess model, on the other hand, does
cycle back on itself and therefore requires
much more diffusion.

5.6 Topography. The topography
incorporated in the GSM is much smoother
than actual terrain (see Figure 19). There
are no jagged peaks nor deep valleys, and
the Earth appears to be composed of rolling
hills. Again, the main reason for using the
smoother topography is to prevent the model
from becoming numerically unstable. Real
terrain data would create features within
the forecast that the model could not
resolve. Another reason for the use of the
smoothed terrain is to optimize the
forecasting capability of the computer, given
the limited memory and CPU available.

== i ~

Y 0 () e a3
VR

RTINS (T S
SENSAERE D

N oo T

Figure 19, The Topography of North America as Seen by the GSM. The heights are in

meters (from Stobie, 1986).




5.7 Surface Friction. Because of surface
friction, winds in the GSM are generally
non-geostrophic. Over major mountain
chains (such as the Rockies and Himalayas)
surface friction is considered to be five times
stronger than over oceans.

5.8 Sensible Heat Exchange. In the
GSM, the atmosphere receives sensible heat
only from the oceans. No heat is exchanged
over land surfaces. Sensible heat released
into the atmosphere is dependent on
temperature differences between the water
and the air, and on the suxface wind speed.
If the water is warmer than the air, heat
energy is transferred from the water to the
air, and vice-versa. When strong winds are
forecast, the sensible heat exchange is two
to three times higher than during calm
conditions. The heat received or lost by the
atmosphere is based on monthly
climatological sea-surface temperatures.
When an E! Nifio (or another dramatic
anomaly in sea-surface temperature) occurs,
the GSM will not accurately represent the
sensible heat exchanges, the result is an
occasional forecast error in cyclone
strengthening or weakening. The GSM
would only recognize the heat already
exchanged into the atmosphere as evidenced
by the analysis.

5.9 Evaporation. Only moisture from the
ocesns can be evaporated; the GSM does
not take soil moisture evaporation into
account. Evaporation is based on monthly

climatological sea-surface temperatures and
forecast surface wind speeds. Stronger
winds result in increased evaporation.
Because of these limitations, GSM moisture
forecasts are typically too dry, especially
over land.

5.10 Precipitation Effects, The GSM
forecasts two types of precipitation: synoptic
(large-scale) and cumulus (small scale).
Evaporation and the release of latent heat
resulting from precipitatior are taken into
account during the model forecast process.
The GSM is not considered a superior
precipitation model and these processes
don't help the moisture forecasts. The real
purpose of GSM precipitation forecasting is
to forecast the effects of precipitation on
other forecast elements; that is, to quantify
latent heat release and evaporation and
determine its effects on temperature and
wind.

5.11 Radiation. This energy source
currently does not exist in the GSM; there
is no radiation cooling at night nor
insolation during the day. Although the net
result is a warm bias in the model, it is not
considered overly significant in the short
range (3 days or less). The First-Guess
forecast model is much more vulnerable to
the lack of radiation processes because it
cycles back on itself. The problem is kept
under control through Optimum
Interpolation by blending the First-Guess
forecasts with observations every 6 hours.



5.12 GSM Performance. Not much has
been written on the GSM's capabilities and
weaknesses. Most of the data for the
following notes on GSM performance was
collected from statistical processes, but some

of the information is based on discussions
with AFGWC/SYS meteorologisis.

» Long waves are handled well, considering
that the model was designed for flight-level
forecasting.

o Forecast wind speeds are typically too
slow below the 100-mb level.
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o Moisture forecasts are typically too dry.

e The GSM is generally too warm in the
troposphere.

e Since the GSM forecasts geopotential
heights balanced with temperature, the
geopotential heights are generally too high.



Chapter 6

THE REAL-TIME NEPHANALYSIS MODEL (RTNEPH)

6.1 Introduction. The main purpose of
the RTNEPH model is to initialize the cloud
forecast models. RTNEPH uses an
eighth-mesh grid. Its horizontal resclution
is about 48 km at 60° N. RTNEPH has only
four levels in the vertical. Thess levels are
not fixed, but are sorted by cloud base; the
highest base is at level one. The four levels
are not necessarily continuous horizontally,
and may be at different levels for each
gridpoint. If there are more than four cloud
layers, extra layers are merged with the
next closest. Up to eight layers can be
© merged to fit into the four avaiiable levels
per grid point. If there are more than eight
layers, the lowest will not be accounted for.
Levels can range from the surface to 21,900
meters (71,932 feet) MSL. The vertical
precision can be as fine as 30 meters
between levels below 6,000 meters and 300
meters between each level above 6,000
meters.

6.2 RTNEPH Production Cycles. There
are three RTNEPH production cycles:
sprint, non-sprint, and update. The sprint
cycle is only used when support
requirements demand it. The other two are
run every day. Unlike HIRAS, the
RTNEPH data base is updated continuously
uging these three cycles.

821 The Sprint Cycle, The purpose of the
aprint cycle is to take a quarter orbit of
satellite data as soon as it is received and
incorporate it into the RTNEPH analysis for
immediate use in the short-range cloud
forecast model. The sprint cycle is quality-
controlled manually as needed. Changes are
made with bogus data. Bogus data is
information manually given to the analysis

model to counter the negative affects of bad
conventional or satellite data. The sprint
cycle only updates that portion of the
RTNEPH analysis for which satellite data is

available, but both satellite and
conventional data are used to update the
RTNEPH for these points.

8.2.2 The Non-Sprint Cycle. The non-sprint
cycle is the same as the sprint cycle except
for the time factor. Immediate cloud
forecast model input and manual quality
control are not needad. The non-sprint cycle
ia still triggered by the receipt of a quarter-
orbit of satellite data. Like the sprint cycle,
it only updates that portion of the RTNEPH
analysis for which satellite data is available.
The non-sprint cycle also uses satellite and
conventional data to update the RTNEPH.

6.2.3 The Update Cycle. The update cycle is
run every 3 hours to incorporate as much
data into the RTNEPH database as possible.
Unlike the other two cycles, the update cycle
updates the entire Northern and Seuthern
Hemispheres during its run. The Northern
Hemisphere is updated 1 1/2 hours after
data time; the Southern Hemisphere, 2 1/2
hours after data time. Conventional data is
the primary input because the satellite data
(received in quarterly segments) has, for the
most part, already been used to update the
analysis. All conventional data received
from both hemispheres is incorporated; in
the other two cycles, conventional data is
only used for the quarter orbit being
processed.

6.3 Analysis Modes. There are three
types of RTNEPH analyses: conventional,
satellite, and persistence.



6.3.1 Conventional Analysle. Since surface
observations are updated in the database
every hour, the conventional cloud analysis
is also performed once an hour. This allows
for the most recent data to be available
whenever the Merge Processor (to be
explained later) needs it. Conventional data
is only used at those gridpoints for which it
is available. Ol is not performed.

Conventional cloud data from upper-air and
surface synoptic, METAR, and AIRWAYS
reports is used (including the data unique to
each type of observation). If more than one
source of conventional data is available,
conflicts are resolved by taking into account
the data's timeliness and reliability.
Surface-based observations are considered
more reliable than upper-air soundings for
the same point. All hourlies and special
observations 3 hours prior to analysis are
considered.

When cloud amounts are reported as
scattered, broken, or overcast in surface
reports, the data is stored directly and
assigned 25, 75, and 10036 coverage values,
respectively. Cloud bases reported in
Airways code are converted to meters.
Because cloud information in asynoptic
observations is limited, cloud height
categories are used (i.e., surface to 6,500
feet, 6,500 to 22,000 feet, and 22,000 feet
and above). If a cloud type is not observed,
zero percent probability is assigned to the
corresponding height category. When a
valid cloud type is given, 100% probability is
assigned. For missing cloud types, 50%
probability is assigned.

Present weather is also used to determine
cloud base heights and types. Only one type
of precipitation (the most significant) can be
included in the RTNEPH database for each
gridpoint. It is maintained in the database
as a separate element.

Model terrain is used to change AGL to
MSL; this only affects data for individual
gridpoints.

6.3.2 Satellite Analysis. Satellite information
is only used when polar orbiting data
(infrared and/or visible) is available. The
threshold method for determining cloud
cover from satellite data is the basic method
used. Background brightness fields are used
as a starting point for a histogram. The
ability to tell the difference between cloud
cover and background is extremely
dependent on these fields, which change
with sun angle and reflectivity (snow/ice)
and must be updated. Sensed brightness of
a pixel determined to be clear is compared
with the background brightneas, which is
adjusted so that it approaches the value of
the new sensed value without straying too
far from the current background brightness
values.

In general, darker (less bright) visual data
is associated with cloud-free areas.
Conversely, brighter data is associated with
cloudy areas, but brighter values may also
be associated with terrain albedo affects, or
snow and ice. Infrared data represents
temperature in terms of brightness. In
RTNEPH, brighter infrared measurements
indicate lower temperatures. Although both
visual and infrared provide brightness
values indicating amounts of reflected or
radiated energy, the determination of cloud
cover requires a comparison of the satellite
data to the expected background brightness.
For visual data, the background is a
variation of surface albedo. Therefore, if the
sensed data is brighter than the background,
clouds are present. For infrared data,
background brightness is based on surface
temperature; if the sensed data is colder
than the adjusted background surface
temperatures, clouds are present.




. When visual satellite data is received by  After the histogram is formed, the expected
RTNEPH, the pixel data would appear as  background brightness, (the value of §
shown in Step 2 of Figure 20. Step 3 shows  represents a water background in this
an array of the visual brightness values for  example) is compared to the histogram. All
the pixel gray shades from the Satellite  pixels with a value higher/brighter than the
Global Database (SGDB). Step 4 shows the  expected background are considered "cloudy”

. resultant histogram, which gives frequency  pixele.

of occurrence for the possible gray shades.
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Figure 20. A Pictorial Example of How Cloudy Pixels are Determined by the Satellite
Processor (from Kiess and Cox, 1988).




6.3.3 Persistence Analysis. The RTNEPH
persistence analysis is simply one that is
equal to the previoue analysis, The
persistence analysis is used when no new
data is available.

6.4 The Merge Processor. The three
ansalyses described above are computed in
three separate processors. When
completed, they are blended together in the
merge processor. Since conventional data is
input only at the gridpoints for which they
are available, and since satellite data is
input only where it is available, there will
be some areas with no data; these are
where the persistence data will be input.
When the merge processor is finished, it
provides an updated global nephanalysis
database. The merge processor also
reconciles conflicts between conventional
and satellite data at the same grid point.

6.4.1 Bogus Data. If bogus data is available
for a particular gridpoeint, it will replace all
other data only if timeline requirements are
met.

8.42 Dats Spreading. The merge processor
also considers conventional data that can be
spread to other gridpoints. Data is apread
from gridpoints that are flagged as "best
report” gridpoints using the following
guidelines:

e Data will be spread only to those
gridpoints within an allowable spread
radius.

® Data is spread from the nearest, "best
report” gridpoint.

e If the distances between two "best report"
gridpoints are equal, the newest report is

used. If they have the same time value, the
least cloudy report is used. If they are
equally cloudy, the one with the greatest
visibility is used. If no tie breaker is found,
then the first "best report” considered is
used.

6.5 RTNEPH Deficiencles.

¢ When only satellite data is available,
RTNEPH under-interprets low clouds
because the infrared threshold becomes
larger than the temperature difference
between the clouds and the ground or
between the ground and the modeled ground
temperature,

® Qver- or under-interpretation may occur
along coastlines due to problems in choosing
a representative background brightness or
temperature to represent the gridpoint
during the satellite analysis. For example,
sea end land surface temperatures are
almost always different. The satellite
processor building the histogram may use
higher daytime land surface temperatures
as & background over the water and
therefore see clouds where there aren't any.

® Snow and ice fields are incorporated into
RTNEPH by the SNODEP model. If the
snow and ice data is incorrect, the RTNEPI1
might analyze stratus instead of snow.

¢ High plateaus (such as the Tibetan
Plateau) are generally over-interpreted
because of their lower surface temperatures.

e Small-scale clouds are usually
under-interpreted due to the satellite pixel
resolution.




Chapter 7

THE SLAYER MODEL

7.1 Model Description. The 5LAYER
Model produces forecasts of clouds,
temperatures, and other elements at 3-hour
time steps out to 48 hours in the Northern
Hemisphere and out to 24 hours in the
Southern Hemisphere. SLAYER produces
forecasts on an octagon half-mesh grid. It
does not completely cover the tropics.
BLAYER forecasts for the following
atmospheric layers:

¢ The gradient-level layer (600 to 987
meters AGL)

¢ The 850-mb layer (987 to 2,235 meters
MSL)

¢ The 700-mb layer (2,235 to 4,238 meters
MSL)

¢ The 500-mb layer (4,239 to 7,368 meters)

¢ The 300-mb layer (7,368 meters MSL
and above).

Before running a forecast, SLAYER
compacts (or smooths) the eighth-mesh
RTNEPH analysis into a half-mesh, 100-NM
resolution grid analysis. RTNEPH, GSM,
and HIRAS are the primary data sources for
S5LAYER, which uses dew-point depression,
static stability, and cloud type to produce
forecasts of clouds, precipitation amount,
precipitation type, and icing.

7.2 Resolution. As its name implies,
S5LAYER forecasts for five layers in the
vertical on a half-mesh grid with a
horizontal resolution of 190.5 km at 60° N,
Although the resolution of S5LAYER
forecasts is about equal to that of many
operational dynamic models, the forecasts
are smoothed considerably compared to raw

satellite data, which resolves cloud elements
to 3 km. The lower SLAYER resolution
results in a final forecast that represents
average cloud conditione within a large
volume. In later discussions, this volume is
referred to as a ‘"parcel" Vertical
atmospheric layers (860 mb, 700 mb, 500
mb, and 300 mb) are fixed, while the
gradient level follows terrain. Fixed levels
may intersect the ground at higher
elevations where the gradient layer is above
850 or 700 mb.

7.3 The Quasi-Lagrangian Advection
Scheme. The model makea its forecast by
advecting parcels (or volumes) of the
atmosphere using a quasi-Lagrangian
advection scheme--essentially a trajectory
forecast. A true Lagrangian scheme takes a
parcel from the initial point to its
destination at the end of the entire forecast
period. The SLAYER takes a parcel from its
initial point to the first 3-hour time step,
then to the next 3-hour time step, and so on.
The RTNEPH provides the initial cloud
information for each gridpoint. The GSM
provides the winds for the initial time and
for each 3-hour time step, and HIRAS
provides the initial temperature and
moisture conditions. SLAYER modifies air
parcels as they move through the trajectory
path to the 3-hour point. The 3-hour
forecast then becomes the initial state for
the next 3-hour forecast. This process is
repeated until the desired forecast length
(48 hours) is reached.

7.4 Initializing the SLAYER. The
RTNEPH analysis provides cloud top, base,
and amount information for each layer at
each gridpoint. Total cloud coverage (in
percent) is also provided. In order to

initialize SLAYER using RTNEPH data, the




four non-fixed levels of the RTNEPH
anaiysis data must be matched to the five
layers of the forecast model. The data must
slso be compacted (from the RTNEPH
analysis eighth-mesh grid to the SLAYER
haif-mesh grid) to reduce the volume of data
while retaining most of the larger-scale
information.

The compaction takes data from the 25
eighth-mesh gridpoints and applies it to the
one half-mesh gridpoint they surround. It
uses a grid-weighting system in which all
points that immediately surround the
gridpoint on the BLAYER have equal
weight; eighth-mesh gridpoints farther
away from the SLAYER half-mesh gridpoint
affect it to a lesser degree. This process
degrades the analysis because data
averaging results in a loss of distinction
between moist and dry air. To spread the
clouds vertically, the top and base of each
RITNEPH cloud layer is checked +to
determine which SLAYER fixed layers they
overlap. RTNEPH cloud layer amounts are
inserted into BLAYER fixed layer gridpoints
unless the receiving gridpoints already have
a larger cloud amount. For 5LLAYER to use
the eighth-mesh RTNEPH analysis, it would
need to initialize 2,621,440 grid points
(262,144 grid points/hemisphere times two
hemispheres times five layers). Computer
hardware and AFGWC time constraints
make it impossible for a prediction model to
use eighth-mesh gridpoints at this time.

7.5 Old Data Limitations. In areas
where the RTNEPH is too old (by 4 hours or
more), SLAYER uses its previous forecast as
an initial condition, or analysis. This
commonly occurs in extratropical areas
where polar orbiting satellite data can be 5
1/2 hours old, or more. Fast-moving cloud
systems result in a loss of distinction
between cloudy and dry air due to the
persistence forecast initialization process in
areas of old data.

7.6 Initializing the RTNEPH. Total cloud
ameount for a particular vertical grid stack is
computed from the statistical union of layer
cloud amounts, meaximum layer cloud
amount, and average layer separation. To
help understand this, let's assume that
there are two layers, both with 50% cloud
coverage. If they are separated by 11,000
meters (assumed to be the depth of the
troposphere) the layers are considered
uncorrelated--the total cloud amount for the
stack is 97%. If the two layers are
immediately adjacent to one another, they
are considered correlated--the total cloud
amount is equal to the maximum cloud
amount of the individual layers, or 50%.

If 11,000-meter separation of layers provides
a 97% total cloud amount, and if
immediately adjacent layers resuit in cloud
amounts equal to the maximum cloud
amount between the two layers in percent,
layers with separations between these two
figures are computed proportionally--that is,
50% maximum cloud with two layers;
8,500-meter separation equals about 74%
total coverage.

Where more than two layers are found, the
average of all possible pair-wise separations
of the cloud layers is divided by 11,000, then
subtracted from 1 to derive the percent of
total cloud; 1 is equal to 100%. This new
cloud amount is used to adjust the SLAYER
amounts to match reality (the RTNEPH). If
the total cloud amount is not close enough to
the analyzed total as compared to RTNEPH,
they are considered to be out of tolerance
and corrected with a computation that
includes the RTNEPH total cloud amount.

7.7 Condensation Pressure Spread
(CPS) is the moisture variable used by the
S5LAYER. CPS is the difference in pressure
(millibars) between a parcel and the
pressure to which it needs to be lifted for
condensation to occur. 5SLAYER assumes




that if a parcel is lifted to a low enough
pressure, condensation will occur. CPS
correlates directly to dew-point depression.
Although dew points are not advected,
parcels are moved in a trajectory; dew
points are dependent on the pressure of the
parcel at the end of the forecasted move.
Since the RTNEPH can't determine the
moisture content of cloud-free areas, either
the default CPS or the CPS derived from the
GSM (whichever is drier) is used to fill the
gaps around cloudy areas. CPS is also the
link between the cloud amount data received
from RTNEPH and the GSM dew-point
data, making it a "common to both"
moisture variable.

For example, & CPS of 5 would equal 97%
cloud coverage and a dew-point depression
of zero. An advantage to having a CPS is
that it correlates changes in cloud amount
with chapges in vertical motion. If an
unsaturated parcel is lifted, adiabatic
cooling takes place, the dew-point depression
narrows, and clouds form. For downward
motion, the dew-point depression widens
and clouds dissipate.

The cloud amount can be determined
directly by the net vertical displacement of
the parcel in terms of pressure. If
supersaturation occurs due to the
modification of a parcel along its trajectory,
the excess moisture is condensed and added
to the quantitative precipitation.

7.8 Cloud Type Determination.
Determination of cloud type in the SLAYER
is a relatively simple process. Cumuliform
or stratiform type clouds are determined by
the stability of the 850-, 700-, and 500-mb
layers. For example, if the wet-bulb
potential temperature of the 700-mb layer is
less than that of the 850-mb layer, pcsitive
(upward) bucyancy in the 700-mb layer is
assumed.

When there is positive buoyancy in a layer
containing clouds, the cloud type is
cumuliform; if there is negative buoyancy,
the cloud type is stratiform. 1f, in a vertical
column, there are clouds in a negatively
buoyant 700-mb layer, the cloud type is
altostratus; if the 700-mb layer is positively
buoyant, the cloud type is altocumulua,

If the 850-, 700-, and 500-mb layers are
positively buoyant end all three contaiu
clouds, the cloud type is cumulonimbus. If
the column is negativeiy buoyant, cloud type
is nimbostratus. Cirrs-level clouds are
considered simply "cirrus," not cirrostratus
or cirrocumulus.

7.9 Precipitation Type Determination.
Cloud type, as determined IAW 7.8, is
primarily used in determining precipitation
type. Other variables used are amount of
cloud cover and stetic stability.

Showery precipitation requires the presence
of towering cumulus or cumulonimbus, and
at least 25% cloud cover. To forecast
snowshowers, the gradient level layer
temperature must be 0° C. The intensity of
showery precipitation is determined from
the static stability, which is determined by
computing the Showalter stability index for
gridpoints with terrain heights below 850
mb. For terrain above 850 mb, stability is
determined in the same way as for cloud
type. In areas of cumulonimbus, the
Total-Totals stability index is used.

Diurnal heating and orographic effects are
not considered in determining precipitation
type. Continuous precipitation is forecast if
cloud cover is at least 76% and there are
cloud types other than cumulonimbus or
towering cumulus in the 850- and 700-mb
layers.



The snow/rain distinction is made in the
same way as for showery precipitation.
Intensity determination is a function of total
moisture depth and the buoyancy of the 700-
wb layer; the greatar the total moisture
depth and 700-mb buoyancy, the greater the
precipitation intensity.

7,10 Temperature Initialization. The
initial temperature field needed for the
S5LAYER forecast is input from the HIRAS
analysis and converted from the HIRAS 2.5°
x 2.6° degree grid to a whole-mesh grid,
which is then converted to the half-mesh
grid used by the GLAYER, The
temaperatures are interpolated directly to
each of the four pressure levels that define
the midpoint of the fixed mode} layers.

The terrain-following gradient level is
initinlized using a height interpolation
between fixed pressure levels in HIRAS to
ensure that gradieni-layer temperatures are
relatively free from small-scale local effects.

A trajectory method of temperature
advection is used to make temperature
forecasts. As trajectories displace parcels,
they are modified by several atmospheric
processes--the dry adiabatic process is the
most important of these, but others include
latent heat relesse, diurnal heating, and
turbulent mixing. Some of these processes
are not handled by the GSM. The
temperature lapse rate at each gridpoint is
checked at the end of each time step to
make sure a superadiabatic lapse rate was
not created.

7.11 Forecast Elements. Temperature
and CPS are the only two meteorclogical
elements advected using the trajectory
scheme. Other fields derived from these two
elements include layered and total cloud
cover, dew-point  depression, stability,
quantitative precipitation, cloud type, and
icing.
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7.12 Wind Inititialization. Wind forecasts
from the GSM are used to constiuct three-
dimensional trajectories to determire the
path of each air parcel. After the wind
forecasts are averaged in time, the
trajectories are computed backward from
selected gridpoints to their origins. Since
the trajectories define the origin of an air
parce], they ure computed by starting at the
final forecast point. ‘This allows for
modification of the parcels through time and
space.

7.13 Terrain effects are determined using
the half-mesh terrain database. Since the
gradient level is terrain following, the wind
components received from the GSM may be
modified to account for steep terrain, for two
reasons:

s Tirst, to prevent an upstream parcel
trajectory from backing into the terrain. At
the conclusion of each time step, the
pressure of the trajectory origin is compared
to the interpolated terrain pressure. If the
origin intersects (or is below the terrain
level), the vertical component of the
trajectory is adjusted so that it is exactly 20
mb above the terrain.

* Second, when a large change in pressure
occurs in a short time (as when air parcels
move over mountains), the model has a
tendency to create heavy precipitation on
the windward side and counter with extreme
dryness on the leeward side. The vertical
displacement of each gridpoint is checked to
see if it exceeds the 50-mb/3-hour
displacement criterion; if it does, the
horizontal component of the tra tory is cut
by one half and the vertical dispiacement is
recomputed. If the criterion is still
exceeded, the horizoatal component is again
cut by one half and the vertical
displacement is computed again. The
process is repeated until the displacement
value is less than 50 mly3 hours.



7.14 The S5LAYER Grid. The grid used
for the SLAYER is the octagonal half-mesh
that was shown in Figure 5. This poses a
proiiem when trajectory origins are beyond
the boundary of the grid. The SLAYER
solves this problem by truncating all
trajectories for the sides of the grid that
parallel the x-y axis (x is 170° E, 10° W) to
the edge of the octagon grid. More
complicated mathematics are applied for the
diagonal sides. Simplistically put, the
disgonal sides are rotated 45° the
truncation is completed, and the sides are
rotated back. All trajectories within two
whole-mesh grid points (400 NM) of the
edge inside the grid boundary are checked to
see if this truncation is needed. No parcel
from outside the boundary of the grid is
allowed to move across the boundary into
the grid, and flow is forced to be parallel te
the boundary of the grid.

7.15 Trajectory Origins. During the
forecast process, trajectory origins rarely fall
directly on a gridpoint at one of the fixed
layers of the model. Because of this, two
forms of data interpolation have been
developed: two-point and eighi-point. Using
both methods gives a precise description of
areas with large amounts of cloud coverage
and decreases computer processing time.

® Two-point interpolation is used when the
parcel originated from an area where the
analysis has 50% cloud cover or less. In the
two-point interpolation, a parcel's point of
origin i8 rounded to the nearest vertical
gridpoint axis. Data is then interpolated to
the point from the nearest two fixed layers.
Because of rounding, two-point interpolation
tends to be less accurate than eight-point
interpolation.

¢ Eight-point interpolation is used when the
analysis shows more than 50% cloud
coverage. It is considered more accurate
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than two-point interpolation because it does
not round the origin point to a gridpoint.
Eight-point interpolation computes data
using every gridpoint horizontally and
vertically adjacent to it.

7.16 The Entrainment Process. One
problem with true Lagrangian advection is
that there can be no interaction between air
parcels. An entrainment variable, therefore,
has been added to counter this deficiency.
The model simulates two types of mixing:

¢ The first slightly adjusts the CPS of the
parcel arriving at the termination point in
the trajectory using the original CPS value
of that termination point. If the original
CPS value is greater, the new CPS will be
increased; if the original CPS wvalue is less,
the new CPS is decreased. This process is
applied to all points. It tends to make the
the difference between cloud and cloud-free
areas less distinct.

¢ The second type of mixing only applies
when ascending parcels cause cloudy points
to become clear or when descending parceis
cause cloud-free points to become cloudy.
The first step is to determine whether or not
the conditions causing these effects warrant
mixing. If they do, rising parcels are forced
to enhance cloud formation and descending
parcels are forced to inhibit clouds, based on
(and proportional to) the surrounding
conditions and the rate of vertical
displacement.

717 Diurnal Effects. 5LAYER
incorporates diurnal effecis in the cloud
forecasting process. It assumes that, with
the right proportions of moisture and
heating, air parcels will rise. If they reach
the lifted condensation level, clouds will
form. The diarnal effects variable takes
local effects into account, such as those
caused by steep terrain features.



7.18 Low-Level Precipitation Evapo-
ration is based on two factors: (1) Very dry
air evaporates at a greater rate than moist
air, and (2) Large amounts of available
liquid water result in large amounts of
evaporation. The amount of evaporation is
decreased when moist air is present or when
available liquid water is lacking.

7.19 Low-Level Moisture Sources.
SLAYER lacks low-level moisture sources,
such &s the Gulf of Mexico. For this reason,
the model has an inherent tendency toward
dryness.

7.20 lcing Forecast Variables. The icing
forecast produced by SLAYER is based on
criteria in AWS/TR-80/001, Forecasters
Guide on Aircraft Icing. Initially, all icing
intensities are specified as “light." When
cold-air advertion is forecast to exceed 2 K/3
hours, icing intensity is increased to
moderate. When warm-air advection
exceeds 0.1 K/3 hours, the intensity is
decreased to a “trace.” The criteria are
built intc SLAYER for forecasting icing, as
shown by Table 4.

TABLE 4. SLAYER Iicing Forecast Criteria.

l:-w-em Dew-point Deprescion | icing Tyve clead Type

“1te-7 C -2 ¢ Clear or rime Cumuiug or stratus

-3 -15" C -3° ¢ Mixed or rime Cumulus or Stratws B
f-tem-urc “4°C Rime Al clouds i
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Chapter 8

NATIONAL METECROLOGICAL CENTER PRODUCTION CYCLES

8.1 The Aviation Run {AVN) provides
global forecasts of synoptic systems and
upper-level winds out to 72 hours. It is
performed every 12 hours, but like the
AFGWC GSM run, a 6-hour forecast is
preduced as the First-Guess for the final
run, which will be described later. On
NMC's CRAY supercomputer, the analysis
run takes about 15 minutes; the forecast
run, about 80 minutes. When the CRAY is
down, the last forecast produced is used as
a back-up. If the outage is prolonged, the
United Kingdom model and the AFGWC
GSM sre used as back-up. Because of time
constraints, the AVN is not ruz on NMC's
NASOO00 computer. Transmission of the
AVN forecast fields begins about 4 hours
after database time.

8.1.1 The Spectral Statisticai interpolation
Analysis System (8S). The SSI Analysis
System iz the new analysis model used for
the AVN run; it replaces the Global
Optimum Interpolation {GO]) anaiysis
model used previously. The analysis is
performed in the Global Data Assimilation
Systemn. (GDAS). This system (like the
Regicnal Data Assimilation System, or
RDAS) coupies continuous data collection
with a series of analyses. Data cut-off time
is H+2:45. The 6-hour forecast produced by
the AVN from the previous model run is
used as the First-Guess. An analysis is
performed every 6 hours.

There are some major differences between
SSI anzlysis and the optimum interpolation
(OI) technigques discussed eariier. Ol
techniques analyze data by gridpoint and by
mandatory level. Obsecrvations are estab-
lished for each gridpoint Ly using conven-

tionsl data (suck as surface obscrvations
and rawinsonde), non- conventional dats
(satellite soundings), and forecast data in a
weighted averaging system. SSI, on the
other hand, analyzes all data types in
spectral space simultaneously. SSI is also
capable of incorporating Defense
Meteorological Satellite Program (DMSP)
Special Sensor Microwave/Imager (SSM/T)
total precipitable water and surface wind-
speed data. The NMC Regional Optimum
Interpolation (ROI) and the AFGWC HIRAS
analyses cannot use these types of data.

The analysis in spectrai (as opposed to grid)
space has two major advantages.

First, there is no need to run a normal mode
initialization prior to using the data in the
forecast models. Most other operational
assimilation systems require analyses to be
initialized because large-scale gravity waves
are produced by imbalances in the mass and
motion fields. When initialization is applied
to SSI, very small changes are made in
contrast to the suhsvantial alteration of OI
analyses. False v wes in the tropics, for
example, are removed from an OI analysis
during initialization. The SSI analysis does
not produce those features, and it is not
necessary to attempt removal.

The second major advantage i= that the SSI
analysis, accomplished in spectral space,
uses levels close to the operational forecast
model sigma levels. In Ol analyses, a great
deal of interpolation is required to convert
the mandatory levels of the analysis to the
sigma levels of the operational forecast
model, resulting in analysis data
degradation.




8.1.2 The NMC Global Spectral Mode!l (NMC
- GSM).- The 126-wave NMC GSM is the
forecast model for the AVN run. Resolution
is about equal to a 105-km grid field (85 km
less than the AFGWC half-mesh). Output
fields are produced at 6-hour intervals and
output on both a 656 X 65 point, 381-km
resolution grid (the same as the AFGWC
whole-mesh grid) and in apectral coefficient
form. The GSM started as a 30-wave model
in 1980 and went to 40 waves in 1983

(this was the GSM model acquired from
NMC by the Air Force). It was increased to
80 waves in 1988, and went to the present
126 waves in 1991. Its 18 sigma levels, as
compared to the 12 levels of the AFGWC
GSM, allows higher resolution in the jet and
boundary layers. An example of the vertical
resolution of the NMC GSM is shown in
Figure 21. The NMC GSM uses a mean
orography terrain--see Figure 22,

NMC MODEL STRUCTURE
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Figure 21, Vertice! Resolution of the NMC Spectratl Model (AVN/MRF), LFM, and NGM (from

Hoke et =l., 1989).
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Model. The contour interval is 100 meters

Mean orography terrain elevations are lower
than in the Nested Grid Model (NGM)
terrain (600 to 1,000 meters lower over the
Rockies, for example) but it represents
reality better than the rolling hills of the
AFGWC GSM terrain. In mean orography,
elevation in the tropics is higher than that
of the NGM. The NMC GSM also includes
the effects of gravity wave drag, a sea-
surface temperature analysis (the AFGWC
GSM uses climatological sea-surface
temperatures), dynamically interactive
clouds, and a marine stratus parameter-
ization.
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Figure 22. The Topography the US, Canada and Mexico as Recognized by the AVN/MRF
(from the Technical Procedures Bulletin, 1991).

8.2 The Medium Range Run (MRF).

The MRF is run at 0000Z only. It provides
a medium-range global forecast out to 10
days. Twice a month, it is run out to 15
days on an experimental basis. The 0000Z
run time was chosen to maximize the
amount of rawinsonde data available to the
model. The models used for analysis and
forecasting are the same as the AVN run. It
takes 2 hours and 55 minutes to run the
entire analysis and forecast out to 10 days
on the CRAY. If it fails on the CRAY after
the 144-hour point, no backup is attempted.




If the CRAY is down for a prolonged period,
the UK and AFGWC GSM meodels are used
as back-up.

As with the AVN, MRF uses SSI to perform
its analysis. A very late data cut-off time
(H+6 hours) is used to collect as much global
data as possible. The MRF initialization
should be slightly better than the AVN's due
to the increase in the amount of data
available. Additionally, late arriving data
from locations such as Asia affects the
forecagt for the U.S. because of the nature of
spectral representation.

8.3 The Early Run (ERL). The ERL is
run on a 12-hour cycle. It provides a
quick-look regional forecast update using an
early data cut-off, but 6 and 12-hourly data
continues to come in long after the
observation time. The data cut-off is the
time observations must be received in order
to be used in a particular run, The data
cut-off time for the ERL is H+1:15.

8.3.4 The ERL Analysis. The analysis
portion of the ERL run is based on a method
known as "successive correction," a highly
modified version of the criginal Cressman
analysis method of 1969. It is not an OI
anaysis method. It is produced by making
corrections to the 6-hour forecast fields
(First-Guess) generated in the previousrun's
final run, which will be described later.
The corrections are interpolated onto a
regularly spaced grid and added to the
First-Guess fields to produce the analysis,
which does not use data from one level to
modify data at another, as an Ol analysis
would. Corrections are applied to the 10
standard constant-pressure levels through
100 mb on a 129 x 129 point, 190.5-km
mssh (equal to the AFGWC half-mesh) PST

grid.
8.3.2 The 48-hour Limited Fine Mesh (LFM).

The LFM is the forecast model for the ERL.
It makes its forecast on seven sigma levels:

a boundary level, three tropospheric levels,
and three stratospheric levels. The forecast
is run out to 48 hours and is the back-up
model for the NGM. There is no back-up
model for the LFM, which is scheduled to be
turned off in the near future.

When the LFM run is complete, jobs are
executed to generate graphic and
alphanumeric bulleting and further
manipulate the forecast. An example of the
output is the Model Output Statistics (MOS)
forecast, which takes forecast elements
directly from the LFM outputs and uses
them as prediction variables in previously
derived regression equations to predict an
assortment of weather elements not directly
forecast by any dynamic prediction model.
Examples include:

® Probability of precipitation.
¢ Maximum and minimum temperatures.
¢ Indicators of severe weather.

8.4 The Regional Run (RGL). RGL is
run on a 12-hour cycle with a data cut-off
time of H+2 hours. It provides more
detailed regional forecasts by using full
rawinsonde data and more detailed
precipitation guidance. The R(GL analysis
and forecast are executed on the CRAY;
they each take 15 minutes to run. The
NAS9000 is too siow to run the RGL. When
the CRAY is down, the LFM is used as a
back-up.

8.4.1 Regional Optimum interpolation (ROI),
The ROI is used for the RGL prognosis (the
Nested Grid Model--NGM). It is similar to
the AFGWC HIRAS analysis in its use of
optimum interpolation. ROI differs from the
HIRAS in two ways: It does not undergo a
spectre] transformation (the RQI is strictly
a gridpoint analysis) and it has a different
run frequency than HIRAS. ROl is run five
times in a 12-hour cycle called the "Regional




Data Assimilation System," or "RDAS." The
upper-air HIRAS analysis is only run twice
in the 6-hour AWAPS cycle. An explanation
of the RDAS cycle (T-12 to T-00) follows.
The "T-' numbers represent data cut-off
times minus the number of hours indicated

and give the time the analyses are

C-grid.

performed. Analyses between T-12 and T-00
are considered "one-way." This means that
data from outside the boundary area can
affect the analysis within the C-grid, but not
vice versa. Figure 23 shows that portion of
the Northern Hemisphere covered by the
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Figure 23. The NGM "Super-C" Grid. The
al., 1992).

_giid area is 147by 161 points (from Dimego et
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T-12 The first analysis is performed using
conventional data along with the output
analysis from the Global Data Assimilation
System (GDAS) for the background fields;
thig is the same way in which the AFGWC
First-Guess is used in the HIRAS analysis,
Since the prognosis and subsequent analyses
in this cycle are primarily regional, rather
than hemispheric, initializing the boundary
areas of the regional analyses by using the
analysis from GDAS is necessary to ensure
that the longest wave components (which
extend beyond the regional grid) are
accurate. When the ROI analysis is
complete, the NGM runs a 3-hour forecast
on the C-grid for use as part of the
background in the next analysis. This 3-
hour forecast acts as a First-Guess for the
next analysis. The C-grid is a regional grid
covering only a portion of the Northern
Hemisphere.

T-9 The second analysis is performed with
the latest conventional data, the 3-hour
NGM C.grid fields, and GDAS data. The
data from GDAS is interpolated from the
GDAS analyeis valid at T-12 and T-6. This
interpolated set of fields is used as boundary
data for the analysis; it only covers the part
of the hemisphere that the NGM C-grid
data does not cover. The NGM and GDAS
data is used as the background for the
analysis.

T-6 The third analysis is performed with
the latest conventional data, the latest
3-hour NGM C-grid fields, and GDAS data.
The data from GDAS is the GDAS analysis
valid et this time. The GDAS analysis is
again only used to provide boundary
conditions outside the C-grid of the NGM.
The NGM and GDAS data are used as the
background for the analysis,. When the
analysis is complete, the NGM performs
another 3-hour forecast.

T-3 The fourth analysis is performed
with the latest conventional data, the

3-hour NGM C-grid fields, and GDAS data.
The data from GDAS is interpolated from
the GDAS analysis valid at T-6 and a 6-hour
forecast (valid at T-00) produced by the
AVN. This interpolated set of fields is used
as boundary data for the analysis; it only
covers the part of the hemisphere that the
NGM C-grid data does not. The NGM and
GDAS data are used as the background data
for the analysis. When the analysis is
complete, the NGM performs another 3-hour
forecast.

T-00 The final ROI analysis is
accomplished by wusing the Ilatest
conventional data, the last NGM 3-hour
forecast, and the latest analysis data from
the GDAS to cover the boundary areas. To
account for any differences between the
NGM 3-hour forecast and the surrounding
GDAS analysis, an area around (and ten
gridpoints into) the C-grid is used as a
buffer. Within this area, the data between
the NGM forecast and the GDAS analysis is
interpolated to connect the two data sets
smoothly. When completed, this analysis is
used to initialize the run of the NGM's
48-hour forecast.

842 The Nested Grid Model (NGM) is the
prognosis model used by the RGL. The grid
space for the analysis is about 1.5° latitude
x 2.0° longitude over North America, and
about 3° elsewhere. The analysis data
fields are interpolated to the NGM grids and
subjected to a normal mode initialization
that brings the mass and motion fielde back
into approximate balance. The vertical
resolution for the NGM is the same as that
shown in Figure 21. The forecast, which at
one time used a nested set of three
computational grids referred to as "A", "B,"
and "C." now uses only two; the A-grid is no
longer used. The B-grid, with its current
resolution, has been expanded horizontally
to cover the entire Northern Hemisphere.
The C-grid nas been expanded to cover an
area a little larger than the original B-grid.




Figure 24 shows the grids and their areal  has the finest borizontal resolution of the
coverage. The new B-grid provides two.
boundary data for the interior C-grid, which

el e R R T T

Figure 24. The NGM "Super-C" Grid Overiaying the NGM B-Grid. The boxes within the C-
grid outline the areal coverage of the original Band C-grids of the NGM prior to the deletion
of the A-grid (from Dimego et al., 1991).
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The NGM forecasts out to 458 hours, but a
few elements (such as temperature) are
extrapolated beyond the end of the forecast
period. The NGM forecasts some elements
(such as vertical velocities and precipitation)
on the C-grid. Those elements that do not
need such a high resolution (500-mb heights,
thickness, surface isobars, and 700-mb
moisture/heights) are interpolated out to the
B-grid.

The terrain used is a mean orography with
greater peaks and valleys than the domes of
the AFGWC GSM and the NMC Spectral
Model (see Figure 25). Like the LFM, a full
range of MOS data is available based on the
NGM forecast. Since MOS data makes
corrections for a model's biases based on its
historical performance, any significant
change to the model intended to decrease
the effects of a specific bias also decreases

the accuracy and reliability of the MOS.
This also applies to the LFM.

8.5 The Final Run (FNL). This run
produces the best possible First-Guess to be
used as a foundation for the GDAS in the
subsequent analysis cycle. It is run every 6
hours. The final run is executed as a paired
analysig/B-hour forecast like the AFGWC
First-Guess. One difference is that the
6-hour forecast is the basis for three
different analysis schemes at NMC versus
just one (HIRAS) at AFGWC. The analysis
and forecast systems used are identical to
the AVN/MRF runs, which have better
resolution than the AFGWC First-Guess.
The final run takes 20 minutes on the
CRAY. If the CRAY fails, the back-up is the
earlier AVN run's 12-hour forecast. Thereis
no attempt to perform intermediate
(0600/1800Z) updates.
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Figure 25. The C-Grid Topography of the NGM. The elevation of reco
toured in 100-meter intervals (from Petersen et al., 1991).
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Chapter 9

STRENGTHS AND WEAKNESSES OF THE NMC MODELS

Note: The most important thing to remember when considering the inherent deficiencies in
each of the models is that one problem can cause many others. For example, a cold bias in a
particular area usually causes heights to be too low. This could result, for just one example,

in vhe jet being placed too far south.

8.1 Limited Fine Mesh (LFM). The LFM
has been operational longer than any of the
other models discussed here. As a result,
information on the LFM's characteriatics are
more sccurate and complete than for any of
the other models. LFM weaknesses include
the following:

¢ The LFM is too cold over the Rockies.

¢ The LFM has problems forecasting
systems moving out of the Rockies. It often
lowers 500-mb heights and mean sea-level
pressures too quickly east of the Rockies,
resulting in the mispositioning of low-level
southerly jets. Moisture with these jets and
associated surface fronts are moved too
quickly eastward across the plains and the
Mississippi valley. The heaviest precipi-
tation, therefore, is observed south and west
of the forecast location.

¢ The LFM forecasts too many cyclones
downstream from major mountain barriers.
Arkansas and Oklahoma are particularly
vulnerable to spurious cyclogenesis.

e The LFM moves cyclones too slowly in
the fall and too quickly in the spring.

¢ The LFM underforecasts the strength of
cyclones over ocean areas.

® The LFM rarely forecasts cyclogenesis
adequately over Nevada when an upper-air
trough digs towards Nevada and moves east
of 126° W with an upper-level jet crossing
the Sierra Nevada range between 30 & 40 °N.
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e The LFM is weak in forecasting
explosive cyclogenesis in the western North
Atlantic. During maximum deepening, the
LFM was found to lag behind by 10 mb for
the first 36-48 hours. For all time ranges,
there is an eastward movement bias for
these systems. While the 12-hour forecast
generally moves cyclones too far
east-southeast, the rest of the prognosis
forecasts them too far northeast. This also
causes cyclones to move too fast, with a
mean distance error of 341 km.

¢ Anticyclones on the 48-hour forecasts are
not strong enough (especially east of
100° W) and are forecast too far southeast.
The error is greatest in the eastern U.S. and
on the east coast, but it also occurs in other
sections of the U.S. and off both coasts. The
mean distance error is 510 km. Because of
the return flow from these anticyclones,
advection of moisture and warm air develop
too quickly. This affects precipitation
forecasts.

¢ The LFM has difficulty forecasting Arctic
air masses. Sometimes, when in reality only
a low-pressure trough forms, the sea-level
pressure is lowered too much in the cold air,
the 1,000-500 mb layer is warmed, and the
surfece low tracks too far northward into
the cold air.

¢ The LFM has a tendency to overforecast
precipitation in the cooler part of the year
and underforecast it in the summer.



8.2 The Nested Grid Model (NGM).

¢ The NGM has a cold bias over the Rocky
Mountains. The bias was partially corrected
by implementing a hemispheric temperature
adjustment (Phillips 1987). The adjustment
lessened the effects of the cold bias over the
Rocky Mountains, but created a warm bias
over the Appalachians. The NGM is colder
than the LFM over the Rockies.

e The NGM tskes diurnal changes in
temperature into account; the LFM does
not.

@ There is a diurnal problem in the NGM's
ability to forecast maximum temperatures
in that the surface maximum temperature
lags behind the model's insolation maximum
by several hours. If skies are clear during
the day, the problem is more pronounced.
As cioud cover increases, the problem
becomes less significant because the model
recognizes the decreasing effect of insolation
with increased cloud cover.

e There is a pronounced diurnal problem
with low-level wind forecasts in that
forecasts in the lowest 35 mb (the midpoint
is about 150 meters) peak at night, with a
minimum at midday. In order to producea
more realiastic forecast at anemometer level,
the mode! needs higher vertical resolution
and a more realistic method for modeling
the downward transport of momentum
during the day. Currently, the model
reflects a wind more typical of a nocturnal
jet.

® Due to its horizontal resolution (85 km),
NGM tends to forecast sea breezes several
hundred kilometers farther inland than they
actually are. Due to the strong convergence
forecast so far inland, the NGM also
overforecasts the extent of sea-breeze
enhanced precipitation in those areas. The
effect also occurs around the Great Lakes.
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Unrealistic monsoonal-scale upslope flow
and heavy precipitation are often predicted
over Central America for the same reason.

® Snow and ice fields are included and
updated weekly by the National Environ-
mental Satellite Data and Information
Service (NESDIS). These fields affect the
albedo in the radiation calculations as well
as the sensible and latent heat fluxes at the
surface. For example, evaporation from a
frozen surface is not allowed. Because the
ice/snow fields used by the NGM have a
coarse resolution, snow cover around the
Great Lakes can be mistakenly interpreted
as ice cover, making the lakes appear to be
frozen. This makes the 35 gridpoints over
the Great Lakes insignificant as moisture or
heat sources. The ability of the model to
forecast lake-effect events decreases as snow
accumulates around the lakes in early
winter.

¢ Since there is only one snow-cover
analysis during the week (usually on
Monday), significant changes in snow cover
during the week will not be noted. Since
the NGM cannot melt snow, the surface
temperature cannot be above 0° C in an
area of thin snow cover, even when there is
strong insolation. The existence of snow
cover in the model at a point where it
should be snow-free has been shown to
reduce the bottom-layer air temperature in
some cases by over 6° C. When forecasting
rain or snow, therefore, forecastars must
consider the model's deficiencies. Note also
that heights, especia’ly in the mid-levels,
could be forecast too low or too high
depending on the snow cover, since the
albedo or the effects of insolation may be the
opposite of what's really happening.

¢ The NGM has a tendency to forecast the
movement of surface cyclones too slowly. In
a study by Grumm and Siebers (1989), the
largest positional errors were found in the



southeast quadrant of the NGM. Forecast
positions were found to be northwest of the
analyzed position. The mean distance
errors grew from 90 km at the 24-hour point
to 310 km at the 48-hour point. The second
largest error was found in the southwest
guadrant. Cyclones were toc far north of
the analyzed position. The error increased
from about 160 km at the 24-hour point to
200 km at the 48-hour point. No bias was
determined in the northern quadrants,
because the forecast versus analyzed
positions were too scattered.

¢ Grumm and Siebers determined that the
NGM underdevelops lows in the Atlantic off
the New England coast; this is especially
true of "bombs" that begin development near
Cape Hatteras. However, NGM low
predictions are toc deep over the North
American continent at all times. A checklist
was developed to forecast "bombs" off the
east coast. In most cases a vorticity
maximum moves over the already strong
thermal! gradient between the Labrador
current and the Gulf stream. Cyclogenesis
occurs, forr ing a new low or deepening an
already e isting one. The low then deepens
dramaticaily as it moves N and NE. The
checklist developed by Sanders and Auciello
(1989) applies only to the Atlantic north of
40° N and west of 60° W. The checklist
predicted 20 "bombs" between October 1988
end March 1989 and correctly forecast 13 of
the 16 that occurred. At least four of the
following six criteria must be met:

1. The strength of the 500-mb absolute
vorticity maximum is equal to or greater
than 1.7 X 10* a1,

2. The vorticity maximum stays the same or
strengthens during the NGM forecast.

3. The vorticity maximum is forecast to
move faster than 30 knois.
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4. The vorticity maximum crosses the
Atlantic coast between 32 and 45° N.

B. There is a jet max greater than 100
knots at 266 mb or 300 mb, just south
of the initial vorticity maximum.

6. The NGM forecasts a surface low of
990 mb or deeper over the Atlantic
QOcean north of 38° and west of 55°

¢ The NGM often over-deepens lows
coming out of the Rocky Mountains.

*  Another study by Grumm and Siebers
(for the period November 1988-January
1989) found that anticyclones were
incorrectly positioned by 261 km and 334
km at the 24- and 36-hour points,
respectively. The latter, however, is much
better than the LFM's 510 km error. The
NGM also slightly over-forecasts pressure
centers in the Rockies and under-forecasts
them in the eastern U.S., probably due to
the cold and warm biases, respectively.

*  NGM precipitation forecast amounts are
superior to the LFM and NMC GSM model
when the associated 500-mb trough is
positively tilted.

¢ The NGM has a problem forecasting
heavy amounts of precipitation (greater
than .5 inch/day) in the southern U.S.
during the cool season. A study by N. W.
Junker (for the winters of 1987-88 and
1988-89) showed the greatest number of
forecasting misses to be along the Gulf
coast, but decreasing northward.

¢ The NGM over-forecasts light precipi-
tation in the summer.




9.3 The NMC GSM Model. Most of the
error discugsionis that follow should be
interpreted with caution; they are averaged
over a limited period of time and may
depend on the flow regime. Also, the GSM
was recently upgraded from an 80- to a
126-wave model.

¢ The 80-wave GSM had a general cold
bias that was greatly reduced by the new
126-wave model, which appears to have a
slight cold bias in the mid-latitudes.

¢ The new 126-wave model appears to
handle coastal and lee-side cyclogenesis
better than the 80-wave version and beiter
than the NGM and LFM models.

¢ The GSM model has an upper-level
easterly bias over the tropics.

¢ In summer, heights are over-forecast
over land and under-forecast over oceans.
These errors have been linked to apparent
thermal forcing.

¢  The GSM under-forecasts the intensity
of Arctic highs in cential and western
Canada.

¢  The GSM makes the plunge of Arctic air
into the U.S. too slow.

9.4 The Spectral Statistical Inter-
polation Analysis System. Due to the
relative newness of this medel, information
on its performance is limited. Testing,
which concentrated on the system's effects
on forecast models, showed slight overall
improvement in forecast skill up to day b
when compared to a parallel forecast
initialized by the old OI analysis. Beyond
day 5, no discernible differences were noted.




AFGWC
ASDAR

AVN
AWAPS

AWSPE

CPS

DMSP

GADB

GDAS

GSM

NGM
NESDIS

NMI

GLOSSARY
Air Force Global Weather Central

Aircraft to Satellite Data Relay, a system in which wide-bodied aircraft are
fitted with equipment to obtain meteorological data.

Aviation run, National Weather Service

Advanced Weather Analysis and Prediction System, Air Force Global Weather
Central

Air Weather Service Primitive Equation, the forecast model used at Air Force
Global Weather Central prior to acquisition of the Global Spectral Model by the
Air Force

Condensation Pressure Spread

Computer or Central Processing Unit

Defense Meteorological Satellite Program

Early Run, National Weather Service

Final Run, National Weather Service

Global Applications Database, Air Force Global Weather Central

Global Data Assimilation System - National Weather Service

Global Optimum Interpolation, National Weather Service

Global Spectral Model, Air Force Global Weather Central and National Weather
Service

High Resolution Analysis System, Air Force Global Weather Central
Limited Fine Mesh, Nationrl Weather Service

Medium Range Forecast run, National Weather Service

Nested Grid Model, National Weather Service

National Environmental Satellite, Data, and Information Service

Normal Mode Initialization




NWg
Ol

RAOB

RWM
SDHS
5GDB
SNODEP
881
SSM/1

SLAYER

National Weather Service .
Optimum Interpolation

Polar-stereograghic

Guality Control

Radiosonde/Rawinsonde Observation

Regional Daia Assimilation System, National Weather Service

Ragional Run, Naticnal Weather Service

Regional Optimum Interpolation, National Weather Service

Real-Time Nephanalysis model, Air Force Global Weather Central

Relocatable Window Model, Air Force Global Wsather Central

Satellite Data Handling System, Air Force Global Weather Central

Satellite Global Database, Air Ferce Global Weather Central

Snow Depth model, Air Foree Global Weather Central .
Spectral Statistical Interpolation, National Weather Service

Special Sensor Microwave/Imager, a Defense Meteorological Satellite Frogram
sensor

The primary cloud forecast model used at Air Force Global Weather Central




‘ APPENDIX A
AFGWC SATELLITE DATA HANDLING SYSTEM (SDHS) PRODUCTS
AFGWC-produced SDHS facsimile products are listed below, along with the modele used to

support them.
Facsimile Chart Numeric Model
1. ASNH First-Guess, HIRAS, 5LAYER.
2. FSNH2 AFGWC GSM, supplemented with NMC GSM (AVN RUN) and NGM.
3. FSNH3 AFGWC CSM, supplemented with NMC GSM (AVN RUN) and NGM.
4. FUNH2 BLAYER, AFGWC GSM, supplemented with NMC GSM (AVN RUN)
and NGM.
5. FUNH3 S5LAYER, AFGWC GSM, supplemented with NMC GSM (AVN RUN)
and NGM,
6. FHNH2 5LAYER, AFGWC GSM, supplemented with NMC GSM (AVN RUN)
and NGM.
‘ 7. FHNH3 5LAYER, AFGWC GS8M, supplemented with NMC GSM (AVN RUN)
and NGM.
8. FANH25 LAYER, AFGWC GSM, supplemented with NMC GSM (AVN RUN)
and NGM.
L 9. FANH3 BLAYER, AFGWC GSM, supplemented with NMC GSM (AVN RUN)
. and NGM.
10. WWUS12 AFGWC GSM, supplemented with NMC GSM (AVN RUN) and NGM.

11. WWUS A-C AFGWC GSM, supplemented with NMC GSM (AVN RUN) and NGM.

: 12. FANA 5LAYER, AFGWC GSM, supplemented with NMC GSM (AVN RUN)
- and NGM.

13. FENHE66-69 NMC GSM (MRF RUN)

14. FENH1A NMC GSM (MRF RUN)
16. FATR AFGWC GSM
’ 16. FAME AFGWC GSM
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APPENDIX B
AFGWC COMPUTER-GENERATED PRODUCTS

Facsimile Chart Numeric Model Facsimile Chart Numeric Model
- 1. AXASA-D KGWC HIRAS 12. FUEU KGWC AFGWC GSM
2. AXIO@) KGWC  HIRAS 13. FUNH(ii) KGWC AFGWC GSM
3. AXPW KGWC HIRAS 14. FUNTGi) KGWC AFGWC GSM
4, FAEH KGWC AFGWC GSM 15. FUPA(i) KGWC AFGWC GSM
b. FAEHIB KGWC AFGWC GSM 16. FUTR(i) KGWC AFGWC GSM
6. FAWH KGWC AFGWC GSM 17. FUWH(ii)) KGWC AFGWC GSM
7. FEASB0 KGWC AFGWC GSM 18. FUXP(ii) KGWC AFGWC GSM
8. FEEU KGWC AFGWC GSM 19. FXAS() KGWC AFGWC GSM
9. FENH KGWC AFGWC GSM 20. FXEU(i)) KGWC AFGWC GSM
10. FSNT KGWC AFGWC GSM 21. FXIO(i) KGWC AFGWC GSM
11. FUCA KGWC AFGWC GSM 22. FXPW(@E) KGWC AFGWC GSM




APPENDIX C
NMC COMPUTER-GENERATED PRODUCTS

NMC-produced facsimile products are listed below, along with the models used to support

them.

Facsimile Chart Numeric Model
1. ANAL 500 mb WITH PLOT DATA EEL ANAL
2. ANAL 700 mb WITH PLOT DATA ERL ANAL
3. ANAL 850 mb WITH PLOT DATA ERL ANAL
4. OBS WND ALOFT 4-PANEL LFM
5. ANAL 700 mb HGT/MEAN RH SFC-aprox 450 mb ROI ANAL
6. ANAL 850 mb HGT/ISOTHERM ROI ANAL
7. ANAL 500 mb HGT/REL VORT ROI ANAL
8. ANAL MEAN SLF/1000-500 THKNS ROI ANAL
9. ANAL 200 b TROPIC WITH DATA ERIL ANAL
10. COMPOSITE MOISTURE CHART/FREEZING LVL ROI ANAL
11. COMPOSITE MOISTURE CHART/SFC-500 mb MEAN RH ROI ANAL
12. COMPOSITE MOISTURE CHART/LIFTED AND K INDICES ROI ANAL
13. COMPOSITE MOISTURE CHART/SFC-500 PRECIPITABLE WATER  ROI ANAL
14. ANAL 300 mb WITH DATA ERL ANAL
156. ANAL SF(G/1000-500 mb THKNS SSI ANAL
16. ANAL 500 mb §S1 ANAL
17. ANAL 500 mb MERCATOR PROJECTION SSI ANAL
18. ANAL 700 mb MERCATOR PROJECTION SSI ANAL

19.

PROG 36 hr 300 mh HGT/WND

NMC GSM (AVN RUN)




PROG 36 hr 700 mb HGT/WND

. PROG 36 hr 700 mb HGT/WND

PROG 86 hr 500 mb HGT/WND

. PROG 12 hr WND ALOFT 8 PANEL

PROG 12 hr 700 mb HGT/MEAN RH SFC-aprox 450 mb
PROG 12 hr 850 mb HGT/ISOTHERM

PROG 12 hr 500 mb HGT/REL VORT

PROG 12 hr MEAN SLF/1000-500 THKNS

PROG 24 hr 700 mb HGNI/MEAN RH SFC-aprox 450 mb
PROG 24 hr 850 mb HGT/ISOTHERM

PROG 24 hr 500 mb HGI/REL VORT

. PROG 24 hr MEAN SLF/1000-500 THKNS

PROG 36 hr 700 mb HGT/MEAN RH SFC-aprox 450 mb
PROG 36 hr 850 mb HGT/ISOTHERM

PROG 36 hr 500 mb HGT/REL VORT

PROG 36 hr MEAN SLF/1000-500 THKNS

PROG 48 hr 700 mb HG1/MEAN RH SFC-aprox 450 mb

. PROG 48 hr 850 mb HGT/ISOTHERM

PROG 48 hr 500 mb HGT/REL VORT
PROG 48 hr MEAN SLFP/1000-50¢ THKNS
PROG 48 hx 500 mb HGT/WND

. PROG 36 hr 500 mb HGT/WND
. PROG 2-PANEL 24 & 36 hr SFC/THKNS

PROG 4-PANEL ANAL, 12, 24 & 36 hr (BAROCLINIC)
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NMC GSM (AVN RUN)
NMC GSM (AVN RUN)
NMC GSM (AVN RUN)
LFM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NGM
NMC GSM (AVN RUN)
NMC GSM (AVN RUN)
NMC GSM (AVN RUN)
NMC GSM (AVN RUN)




. PROG 36 hr SFC/THKNS

. PROG 24 br SFC/THKNS

. PROG 4-PANEL PRECIP PROBABILITY

. PROG 36 br 700 mb

. PROG 48 hr 1000 mb MERCATOR PROJECTION

. PROG 36 hr 700 mb MERCATOR PROJECTION

. PROG 36 hr BOUNDARY LAYER WINDS/RH

. PROG 4-PANEL 24,36,48 & 60 hr MAX/MIN TEMPS
. PROG 84 hr 500 mb HGTS
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NMC GSM (AVN RUN)
NMC GSM (AVN RUN)

LFM
NMC GSM (AVN RUN)
NMC GSM (AVN RUN)
NMC GSM (AVN RUN)
NMC GSM (AVN RUN)

NGM
NMC GSM (MRF RUN)
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90 OSS/DOW, 7505 Saber Rd., Bldg 1250, F.E. Warren AFB, WY

B2001-B000 ....ovviierserssarsosreosasrssesssassssassasasans 1
55 OSYDOW, 500 SAC Blvd, Ste ), Bldg T29, Offuu AFB NE 08113-”( 1
93 OSS/DOW, 7th St., Bldg 1340, Castie AFB, CA 963425000 .......... 1
92 O8S/OSW, Bldg 1, Fairchild AFB, WA 99011-5000 . ...ccvniinananns 1
43 OSS/DOW, Ave D, Bidg 360, Malmstrom AFB, MT 56402-5000 .......1
9 OSY/DOW, Grumen Ave., Bldg 1000, Beale AFB, CA 95803-5000 ..... o

96 O3S/DOW, Base Ops Rd., Bldg 5001, Dyess AFB, TX 79007-5000 .....1
6 OS/DOW, 221 Flight Line Dr., Bldg 746, Minot AFB, MD 68705-5021 .. 1
384 OSS/DOW, Kansas Ct., Ste 104, Bldg 1112, McConnell AFB,

K8 87221-5000 ..
2 WS/ACC, Bldg 6648, 245 Davis Ave, Barksdale AFB, LA 711105002 .....1
42 OSS/DOW, Georgia Rd., Bldg 8200, Rm 10, Loring AFB, ME 04761-5000 t
416 0SS/OSW, 502 Bangar Rd., Ste 121, Bldg 1000, Griffies AFB,

NY 134416000 ..0.ooveinnnn Piiresetesianan ETTTTRTE R ININ |
380 OSS/DOW, Alabama Ave,, Bldg 2712, Rm 100, Plattaburgh AFS8,

NY 12003-5000 ....cnvenerisanssarsrsrnsnns T TS |
97 OSS/DOW, Eaker AFB, Anmn-aooo ...... RTINS |
319 OSS/DOW, 005 Steen Ave., Bldg 528, Ste 108, Grend Forka ATR,

ND 58206-8244 .......... T T TN |
28 OSS/OSAW, Bidg 7506, Ellaworth AFB, SD 577083000 . .. .. . aunnn
351 OSY/DOW, Bldg S35, Whiteman AFB, MO 83308-8000 .........v00
7 OSYDOW, Bldg 1425, Carewell AFB, TX 701378000 .. ovnvennnanns
410 OSY/DOW, F Ave,, Bidg 401, Sta 7, K.l Sawyer AFB, M1 496433400 . )
308 OS/DOW, Hoosler Bivd, Bldg S-38, Grisscen AFD, IN 40718000, . .. }
379 OSYDOW, Operations St., Bldg P14, Wurtamith AFR, M 4RT833000 . t
ACC/DOW, Bidg 21, 30 Bim 8¢, Ste 213, Langley ATR, VA 300082000 ... 2

......................... [ RPN |
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24WS, Unit 0840, APO AA 340015000 . ... ..ivvverrvanresesrananns 1
9CO&/AOSW, Bldg 1130, Shaw Dr., Shaw AFB, SC 20162-5410 ......... 1
OL-A, 383FW/DOMS, RFD 1, McEntire ANGB, Eastover, 8C 20044-90600 . . 1
4 Operations GroupyOSW, 1980 Curtiss Ave., Ste 140, Bldg 4507,

Seymour Johnwon AFB, NC 278312624 ........ccoveniennnirnnnrenns .1
31 O8808W, Corsl Sea Blvd, Bldg 702, Homestead AFB, FL 33830-5010 . 1
1 OG/WS, Plightline Ave., Bldg 754, Langley AFB, VA 23665-5508 . ...... 1
347 O8S/OSW, Ssuannah St., Bidg 622, Moody AFB, GA 31600-5000 . . ... 1
B8 0SSAOSW, Bldg F3, Rm 101, Florida Ave., McDill AFB, FL 33808-5000 . 1
12A0G/AO8W, E Ave., Bldg 2000, Bergstrom AFB, TX 78743-5000 ...... 1

27 0SS/08W, 110 E Sextant Ave., Ste 1040, Cannon AFB, NM 88103-5322 1
355 O8S/OSWF, Phoenix St., Bldg 4820, Davis-Monthan AFB,

AZBBTOTBB0L .....ivvviennnenontnarsnsasonassnasanasnansnes 1
49 OSS/08W, Bldg 571, Holloman AFB, NM 88330-5000 .............. 1
58 088/08W, Bth 8t., Bldg 963, Luke AFB, AZ 85300-5000 ............ 1
OL-A 58088/088W, Bldg 324, Gila Bend AFAF, AZ 85337-5000 ........ 1
87 O88/08W, 27 Depot Rd., Bldg 806, Nellis AFB, NV 89191-5000 . ... ... 1
308 O88/08SW, 655 Oak St., Mt Home AFB, ID 83648-5000 ............ 1
UWSCC, APOAAMOOL-E000 . ... iieeeccaiscarsrncenrennnnns 1
ATSICDW, US Army Intef, Pt Huschuca Al, AZ 85613-5000 ........... 1
1290 ARRS/DOV, NAS Moffett Fid, CA 40366008 ............ccocvuns 1
USCENTCOMACCJ3-W, MacDill AFB, FL 33608-7001 ................ 1
USSOCCENT/SCJ2-8WO, MacDill AFB, PL 33608-7001 ............... 1
USSOCOM/SOJ3-W, MacDill AFB, FLL338088001 .........covvuvnnes 1
Det 1, NEADS/DOW, Maineisc Ave., Bldg 510, Bangor ANGB, ME
O4401-3009 .. .....ciivrerrunrnaraonraoartsaiaaasratesaaoanas 1
101 AREFW/DO, Bangor ANGB, ME 04401.3088 .................... 1
1WG, Bldg 168, Hardee St., Ft McPherson, GA 30300-5000 ............ 1
OL-A, BWS, AFZYSWO, Ft Irwin, CA923103000 .......c.ovvcvvunns 1
Det 1, 1WXG, Bldg 7163, Ft Campbell, KY 422235000 ... ............. 1
Det 2, SWS, Davison USA Airfleld, Ft Belvolr, VA 220080-5746 .......... 1
OL-B, Det 2, 6WS, Ft Indiantown GAP, PA 17003-5002 ............... 1
Det 3, 1WXG, Prager St., Bldg AT3551, Ft Bragg AIN, NC 28307-5000 ... 1
CDR USASOC, Attn: AOIN-ST, Ft Bragg, NC 28307-6200 ............. 1
JSOC/Weather, P.O. Box 70230, Ft Bragg, NC 28307-5000 ............. 1
Det 4/WXG, Hangar Access Dr., Bldg 2065, Pt Drum, NY 13602.5042 ....1
Det §, 1WXG, Bldg 6220, PO Box 940, Pt Knox, KY 40121-6540 ......... 1
Det 6, 1WXG, Bidg 3082, Airport Dr., Ft Lewis, WA 98433-5000 ........ 1
Det 7, IWXG, Bldg 518, Ritchie AAF, Ft Ord, CA 83841-5111 .......... 1
Det 8, IWXG, 743 Ray Place, Bldg 743, Ft Riley, K8 684426317 ........ 1
OL-A, Dot &WXG, Pourney AAF, Bldg 5004, Ft Leonard Wood,
MOGBATIEH02 . ..o ivvvviieveanranenacsoansocsonnsnescsaanns 1
Det 9, 5WS, Ft Rucker, AL 38362-5182 ... ......coo0ieeineciiennnns 1
Det 10, 1WG, Bldg 2485, Rm 110, Lawson AAF, Pt Benning, GA 31806-80341
75th RGR (Attn: SWO), Ft Benning, GA 319055000 . ................. 1
Det 11, 1WXP, Post Rd., Bldg 4907, Ft 8ill, OK 73503-5100 ............ 1
Det 12, 1WXG, Bidg 880, Ft Devens, MA 01433-5310 ................. 1
Det 13, 1WXG, Condon Rd., Bldg 2408, Ft Eustis, VA 23604-5252 ....... 1

Det 14, 1WXG, Bidg 80049, Rm 118, Gray AAF, W Ft Hood, TX 76644-5078 1
OL-A, Det 14, 1WXF, Slewitxke St., Bidg 11210, Ft Bliss, TX 79016-2418 .1
OL-A, Det 21, 1 WXG, Stranch St, Bidg 1252, Hunter AAF, GA 31408-5193 1

Det 31, 1WXG, Ft Polk AFF, Bldg C228, Ft Polk, LA 71450-6260 ........ 1
Det 58, 1WXG, Bidg 9601, Butis AAF, Ft Carson, CO 80013-6403 ....... 1
HQ 5th U.S. Army, AFKB-OP (SWO), Pt Sam Houston, TX 78234-7001 .. 1
USAFE/DOW, Unit 3060, Box 15, APO AE 00084-5000 . ............... 1
USAFE/DOWO, Unit 3060, Box 500, APO AE 00084-5000 ............. 1
17AF/DOW, Unit 4085, APOAE0B138-5000 . . ... .o cvvvunnnnananns 1
Det 1, 86 OPS GP, Unit 8495, APO AE 090945000 .................. 1
OL-C, Det 1, 88 OPS GP, Unit 3685, APO AE 09122:5000 ............. 1
OL-D, Det 1, 88 OP8 GP, Unit 7890, APO AE 00122-5000 ............. 1
HQ USEUCOM ECJ3, Unit 30400, Box 1000, APO AE 03128-4200 ...... 1
100 OSS/DOW, Unit 4045, APOAEOB459 .............ccovvvivienns 1
48 OSSY/WX, Unit 8300, APO AE 004684-5000 ...........co0veeivvanns 1
96 TFW, Unit 3895, APOAE 001326000 .......cvnuverenanrneenins 1
65 AL/BS, APOAE00720-5000 . ....oovievvannerrerennisenesnaans 1
WS, CINCUSAREUR/AREAWX, APO AE 00403-5000 . .. ............. 1
TWS, Unit 20351, APOAE 000145000 ... .civveecranuisorranananaen 1
OL-C, TWS, Cmr 445, Box 200, APOAEOO048 . . ......covnnevivnennn 1
OL-D, TWS, Unit 23631, APO AR 00186-2764 . . ......ocovirevivannan 1
OL-E, TWS, APOAE OD137-B70T .......coiinenrieiarnnsranrnonnns 1
OL-F, TWS, Unit 31401, Box 6, APO AE 09630-6000 ...... I venn b
OL-G, TWS, Unit 22048, APOAE 00272-5000 . . ... vvvvennonnnsnvns el
OL-l, TWS, Unit 26703, APO AE 00236-6000 ........... T ERERREN 1
OL~J, TWS, CMR 431, APO AE 00178-5000 . .....cc0vvenns enreneas B!
Det 1, 7WS, Unit 27210, APO AE 000020216 ................ Cieaaan 1
Det 2, TWS, Unit 2300, APO AF. 00165-08168......... e eesaarans !

Det 3, TWS, Unit 20231, AFO AE 00102-3737 ....vvu e st
Det 4, TWS, Unit 31020, APO AE 00028-0281 .. ..o vvvvvrsnnavnennnd

Det 6, 7WS,Cmr 453, APOAE 001460079 .. .........ovncvrencrcnns 1
Det 7, TWS, Unit 28130, APOAEO0OI14-8000 .. .......ovo0nevenrnenns 1
OL-A, Det 7, TWS, Unit 28216, APOABOOI73-6000.............cc00n 1
Det B, TWS, Unit 26202, APOAE0QOTO-5000 ... ......c0nnevcnrnans- 1
Det 8, TWS, Cmr 423, APFOAR 001070200 . ... ... .o vievecnvrnanes 1
OL-B, TWS,Cmr 422, APOAB 002745000 ..........cvovurevrunnunn 1
OL-A, Det 10, TWS, CMR454, Unit 31020, APO AE 00260- 0047 ........ 1
Det 10, TWS, Unit 26410, APOAE 001820008 . .........cccccvenunns 1
OL-B, Det 10, TWS, APOAE08031-5000 ..........cc00mcuevavsencss 1
Det 11, TWS, Coleman Bks Weas, Unit 20719, APO AE 00028-3728 . ...... 1
Det 12, TWS, Unit 24220, APOAEO0O186-6000 . .. .......cc0vevvnennn 1
OL-A, Det 12, TWS, APOAE0B111-6000 .........c0o0cveevnarsnnonn 1
Det 13, 7TWS, Cmr 416, APOAE 001409008 . ...........ccovvvrunens 1
Det 28, 7TWS, Unit 20632, APOAEOBODO-5000 . ...........0ccevuennn 1
43608S/DOW, APOAB0B0B7-5000 . ......covvaerevvencsconaansns 1
81 TFW/WE, Unit 6875, APOAE 00497-5000 ........00c0vecuvaceses 1
2008S/DOM, Unit 5475, APOAROD468-5000 .. ........o0vvnnnnnnens 1
10 TFW/DOM, Unit 6685, APO AR 08470-5000. .. ... retreaeesreaen 1
32088/WE, Unit 6795, APOAE00719-5000 ..........ccc0cuvneornnns 1
B86WF, Unit 3000, APOAE 000045000 . .......coivreecscavnneraces 1
40 SW/WYX, Unit 8180, APOAEO00801-6000 ..........covncevnsnnnes 1
52 OSSYWEF, Unit 3720, Box 195, APO AE00128-5000 ............... 1
16AF/SWO, Unit 6366, APOAE 00841-5000 .........c0cncveecvnenes 1
401 CSG/WE, Unit 6490, APOAE 008415000 ...........covcvvcnnnn 1
39 TACG/DOM, Unit 7090, Box 115, APO AE 008245000 ............. 1
B2TFW/OTM, APOABOB706-5000 .......covvevnmecnncnrssnnconns 1
OL-C, TWS, CMR445, Box 280, APO AE 00046-5000 ................. 1
48 Weather Flight, APOAE 0B484-5000 .........co0tneennvnnennnns 1
105 Weather Flight, Tennessoa A'r National Guard, PO Box 17267,
Nashville, TN 37187-2001 ... ...ciierennrraronesasenercennnns 1
107 Weather Flight, Selfridge ANGB, M1 48045-5024 ................. 1
110 Weather Flight, MO ANG, 131TFW, Bridgeton, MO 83044-2371 ..... 1
111 Weather Flight, Ellington ANGB, TX 77034-5688 ...........cc.... 1
113 Weather Flight, Hulman F1d, Terre Haute, IN 47830-5000 . ......... 1
116 Weather Flight, WA ANG, Bidg 304, McChord AFB, WA 98433-5000 . . 1
120 Weather Flight, Buckley ANGB, COB0011-9609 .............cu. 1
121 Weather Flight, Stop 28, Andrews AFB, MD 203318630 ........... 1
122 Weather Flight, New Orleans NAS, LA 701430200 ............... 1
123 Weather Flight, Portland IAP,OR97218-2797 ........cccuennenen 1
125 Weather Flight, PO Box 580340, Tulsa AFS, OK 741680340 ........ 1
128 Weather Flight, WIANG, 350 E College, Milwukee, Wi §3207.0208 ... 1
127 Weather Flight, Forbes Fid, Topeak, KS 868196000 .............. 1
130 Weather Flight, Yeager Apt, Charleston, WV 253116000 . ... ....... 1
131 Weather Flight, Barnes Map, Westficld, MA 01085-1385 ........... 1
140 Weatirer Flight, Willow Grove NAS, PA 18090-6106 ............... 1
148 Weather Flight, GTR Pittsburg ANG AN, PA 152310450 .......... 1
154 Weather Flight, Camp Robinson, North Little Rock, AR 72118-2200 .. 1
158 Weather Flight, 5225 Morris Fid Dr., Charlotte, NC 282085797 ..... 1
150 Weather Flight, o/o HQ FLANG, State Arvenal, St Augustine,
FL320B5-1008 .........cconnenvecscennnencasnassasasnnnsscns 1
164 Weather Flight, Rickenbacker ANGB, OH 432175007 .......cccnne 1
185 Weather Flight, Standiford F1d, Louisville, KY 40213-2678 ......... 1
181 Weather Flight, 8150 W Jefferson Blv, Dallas, TX 762119670 ....... 1
195 Weather Flight, 4148 Naval Air Rd., Port Huenene, CA 830414001 ... 1
199 Weather Flight, Wheeler AFB, HI 08854-5000 .....c.ccvncniaians 1
200 Weather Flight, 5680 Beulsh Rd., Sandston, VA 231608100 ..... N |
202 Weather Flight, Otis ANGB, MA 02542.5028 .......c.ccvnvanaes T |
203 Weather Flight, Ft Indiantown GAP, Annville, PA 17003-8002 ... ..... 1

204 Weather Flight, McGuire AFB, NJ 088418004 ... ... ciooennennsnl
207 Weather Plight, 3556 N. Michigan Rd., Shalbyville, IN 481764014 ...}
208 Weather Plight, 208 Alrport DE, St Paul, MN 88107-4008 ..........1
200 Weather Flight, PO Box 5218, Austin, TX 78763-5218 ......... .. 1
210 Weather Flight, Ontario ANGB, CA 91761.7627 . ... ..ccivnvvinann
COMNAVOCEANCOM, Code N312, Stennie Space Cir, MS 39620-5000 . . . ¥
COMNAVOCEANCOM (Capt Brown, Code N332), Stennie Space Cur,

M8 305620-5001 .. ... v Cietasasasaraasaassanasaseansasa
NAVOCEANO (Rusty Ruasum), Bldg 8100, Rm 203D, Stennis Space Can,
MS 30622-5001 ............ Cearieranaaaaas R |

NAVOCEANO, Code 9220 (Tony Ortolans), Stennie Space Ctn, MS
Maury Oceanographic Library, Naval Oceanography Office,

Stennis Space Ctr, M8 308225001 ... icvvinrssnsnastnsansnnnnnand
Naval Resgarch Laboratory, Monterey, CA 30438008 . ... . avninnaane
Naval Research Laboratory, Code 4323, Washington, DC 30328 .. ... ...}
Naval Postgraduate School, Chmn, Dept of Meteorology, Code 83, Neaberey,
CAOIMMIBO0D (.ivivninsnntnssiansssnasassasnsaasssascassansl
Naval Esstern Oceanography Ctr (Clim Section), U117 NcCAdy By,
Norfolk NAS, Norfolk, VA 238118000 . .. cvavanaannansansasansnssa X
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Naval Western Oceanography Ctr, Box 113, Attn: Tech Library, Pearl Harbor,

HIQO800-5000 . .. ..t ittttneinetrannsennrnnnseresronennesens .1
Commanding Officer, Naval Mu Oceanography Center, 4301 Suitland Road,
POB #4, Washington, DC30306-5108 . .........cccvivviecenannnen W1
Neval Ocounography Command Ctr, COMNAVMAR Box 12, FPO San Francisco,
CADOB30B000 ... .o.iterneeeertonasenoarnantoseacrsonanns .1
Commanding Officer, Nnv-l Mmcnphy Command Ctr, PSC 819, Box 13,
FPOAR, 00045-3300 .. .. ccvvvavnnnannannss F N W1
NAVOCEANCOMDET, Federal Building, 2sheville, NC 28801-2008 . .. ... 1
NAVOCEANCOMDET, Patuxent River NAS, MD 20670-5103 .......... 1

NAVOCEANCOMFAC, NAS North lsland, San Diego, CA 92135-6130 ....1
Naval Air Warfare Center-Weapons Division, Geophysical Sciences Branch,

Code 3254, Attn: Mr. Roger Helvey, Point Mugu, CA 83042-5001 ........ 1
WSO, H & HS Marine Station Wea, MCAS Tostin CA 92710-6000 ....... 1
Armed Forces Medica) Intalligence Center, Information Services Division
Bidg 1007, Ft Detrick, Prederick, MD 21702-8004 .. ........000vvnunens 1
TECOM, Dir for Technology, APG Met Team, Bldg 1134,

AMSTE-TC-AM CAB, Aberdeen Proving Ground, MD 21006-5001 ...... .1
Atmospheric Sciences Laborstory (SLCAS-AS-1 3 10-2¢),

White Sands Misslle Range, NM 88002-5501 ........covvvrrernansns .1
TECOM Atmos 8ci Div, AMSTE-TC-AA (MacBlain),

White Sande Miseile Range, NM 88002-5504 .. ........cco0cvnveeennnn 1
White Sands Met Team, AMSTE-TC-AM (WS),

White S8anda Missile Renge, NM 880025501 ...........000tvreeanns 1
Army Miesile Command, ATTN: AMSMI-RD-TE-F,

Redetone Arsenal, AL 35808-5250 ... .....coovivnneannnnaneanenns .1
USATECOM, ATTN: AMSTE-TC-AM (RE) TCOM Met Team,

Redstone Arsenal, AL 36888062 ... ......c.0ovivreeirnnnnreaanes .1
USATECOM, ATTN: AMSTE-TC-AM (AB), Aberdeen Proving Greund,

MD 210088001 . ... .oiiiiieiiinaaernseossconassrsssannanans .1
Director, U.S.A.-CETEC, Attn: GL-AE (Whitmarsh), Fort Belvoir,
VAZ2000-8548 . .....c.civiivienonerasassosncrenntatonasnaans 1

Technica! Library, Dugway Proving Ground, Dugway, UT 84022-5000 ....1

OPCM, Attn: Col Dumont, Suits 900, 6010 Executive Bivd,

Rockville, MD 20852 ..........ccc0vninivnannnnn tetnenesosenean 1
HQNANSMRMMWOM&!MWPBAPOAEW ......... 1
NOAA/MASC Library MCS5, 326 Broadway, Boulder, CO 80303-3328 ..... 2

NOAA mey-zoawsa Attn: ACQ, 6000 Executive Bivd, Rockville,
MD20852 ........... ieaen
NOAA/NESDIS (Attn: Nnncy Everson, E/RA22), World Weather Bldg,

Rm 703, Washington, DC 20233 .........c.0vvvvsveccccscannnaons 1
NGDC, NOAA, Mall Code E/GCA, mﬂmd"-y,ﬂould. C0 803333228 . 1
NWS W/0SD, Bldg 88M C-2 East-West Hwy, Siiver Spring, MD 20010 ... 1

vessvsesreaenans sesssecsnersanas

NWS Tralning Center, 617 Hardesty, Kansas City, MOG4124 .......... 1
NIST Pube Production, Rm A635, Admin Bldg, Gaithersburg, MD 20800 .. 1
DTIC-FDAC, Cameron Station, Alexandria, VA 223048145 ............ 2
AUL/ASE, Maxwell AFB, AL 361126664 ...........c..c0vunvnnncn 1
AWSTL, Scott AFB, IL 62225-5438 ............ teeeseen vesesaaenn 6
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