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This is the final report of a research program whose objective was to study the structure and liquid breakup properties of high-speed multiphase mixing layers. The research is relevant to both gas injection into liquids, e.g., liquid metal combustion processes, and liquid injection into gases, e.g., pressure-atomized sprays. The investigation was divided into two phases, considering the structure of multiphase mixing layers and primary breakup at liquid surfaces, respectively.
The structure of multiphase mixing layers was studied using large round liquid jets (9.5 mm diameter) in still air at pressures of 1-8 atm; with both slug flow and fully-developed turbulent pipe flow at the jet exit. Measurements included mean liquid volume fractions using gamma-ray absorption and dispersed-phase properties using single- and double-pulsed holography. It was found that mixing was affected strongly by the liquid/gas density ratio and the degree of flow development at the jet exit, with the smallest gas/liquid density ratios and fully-developed turbulent pipe flow yielding the fastest mixing rates. Predictions of flow structure based on the locally-homogeneous flow approximation (where velocity differences between the phases are neglected) were reasonably good at large liquid volume fractions but progressively overestimated the rate of flow development as liquid volume fractions decreased and liquid/gas density ratios increased. Liquid volume fractions were low in the dispersed flow region so that primary and secondary breakup dominated flow properties rather than collisions. Separated flow effects were important in the dispersed flow region, but tended to decrease as liquid/gas density ratios decreased due to reduced drop sizes from secondary breakup.

Primary breakup was studied along the surface of large round liquid jets (3.6-9.5 mm diameter, with water, n-heptane and glycerol mixtures) in still gases (helium, air, Freon 12) at pressures of 1 and 2 atm, with both slug and fully-developed turbulent pipe flow at the jet exit. Measurements included flash photography, pulsed shadowgraphy and single- and double-pulsed holography. Drop sizes after primary breakup satisfied Simmons' universal root normal distribution and could be characterized by the Sauter mean diameter alone. The behavior of nonturbulent primary breakup could not be explained using existing unstable wave growth theories but could be correlated by a mechanism based on the vorticity within boundary layers along the passage walls; the drops formed were intrinsically unstable to secondary breakup which appears to be the main aerodynamic effect for these conditions. When liquid/gas density ratios were greater than 500, primary breakup of turbulent liquids was controlled by liquid turbulence properties alone, yielding successful correlations for both onset conditions and the subsequent evolution of drop sizes after primary breakup with distance along the mixing layer. Aerodynamic effects become important at lower liquid/gas density ratios and reduced the distance required for onset and drop sizes at onset by enhancing the growth of small scale surface distortions. Drops sizes after primary breakup downstream of the onset condition were reduced by aerodynamic effects as well, due to merging of primary and secondary breakup. Both these effects on turbulent primary breakup were correlated successfully using phenomenological theories.
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NOMENCLATURE

CB  constant in nonturbulent primary breakup correlation
Cs  empirical constant for SMD after secondary breakup
Cs_e empirical constant for enhanced breakup
Cs_i empirical constant for SMD at onset of breakup
Cs_x empirical constant for SMD variation with distance
Cx_i empirical constant for x at onset of breakup
d  injector diameter
d_p drop or liquid element effective diameter
e_p drop or liquid element effective ellipticity
l  drop diameter length scale
Lc  liquid core length
L, Lp injector passage length
MMD spray mass median diameter
Oh_i Ohnesorge number based on length i, μ_i/(ρ_iσ)^1/2
r  radial distance
Re_ij Reynolds number based on conditions of phase i and length j, ρ_ij u_i/μ_i
SMD spray Sauter mean diameter
u  jet streamwise velocity
u_p drop streamwise velocity
v  crosstream velocity
v_p drop crossteam velocity
We_ij Weber number based on density of phase i and length j, ρ_j u^2/σ
x  streamwise distance
**Greek**

α  volume fraction

μ  molecular viscosity

Λ  turbulent crossstream integral length scale, d/8 for fully-developed turbulent pipe flow

ρ  density

σ  surface tension

τ_b  aerodynamic secondary breakup time

τ_R  Rayleigh breakup time

**Subscripts**

f  liquid phase property

FD  fully-developed nonturbulent primary breakup regime

g  gas-phase property

i  property at onset of breakup

o  jet exit condition

**Superscripts**

(−)  time-average quantity

(~)  Favre-averaged quantity

(−)'  root-mean-squared time-averaged fluctuation
1. INTRODUCTION

This investigation considered the properties of high-speed multiphase mixing layers involving gases and liquids. Such flows are encountered in a number of applications of interest to the Navy and can involve injection of either gases into liquids or liquids into gases. Typical applications of gas injection into liquids include liquid metal combustion for underwater propulsion systems, direct contact condensers, metal processing systems, gas dissolution systems, reservoir destratification systems and nuclear reactor pressure suppression systems, among others. Typical applications of liquid injection into gases primarily involve numerous liquid atomization processes.

The present investigation seeks a better understanding of both gas and liquid injection processes, however, it is a direct outgrowth of an earlier ONR-sponsored study of gas injection into liquids (Chuech et al. 1989, Loth and Faeth 1988, 1989, 1990). This earlier investigation was motivated by interest in developing the stored Chemical Energy Propulsion System (SCEPS) for underwater propulsion (Bush and Merrill 1981; Hughes et al. 1981). This process involves injection of gaseous sulfur hexafluoride into a high-temperature molten bath containing molten lithium and the liquid combustion products of the reaction between sulfur hexafluoride and lithium. Unsteady injector flow at low gas flow rates causes clogging of injector passages because the liquid combustion products solidify at relatively high temperatures, ca. 1050-1100K. Thus, the injectors usually operate as underexpanded jets which yields a steadier flow that eliminates the clogging problem. Pressures within the reaction vessel primarily are controlled by the vapor pressure of the liquid reactant/product mixture within the molten bath and usually are subatmospheric, however, they can vary over a relatively wide range depending on the power level and the extent of reaction.

The actual SCEPS combustion process is a difficult environment for detailed measurements; therefore, most studies of the process have involved analogous processes of noncondensing and condensing gas jets into liquids (Chan et al. 1987; Chen and Faeth 1982; Kerney et al. 1972; Loth and Faeth 1988, 1989, 1990; Weimer et al. 1973). The general picture that emerges from these studies is illustrated in Fig. 1, which specifically is based on air injection into water from Loth and Faeth (1988, 1989, 1992). Basic to the SCEPS process, the flow leaves the passage as a sonic gas jet. Expansion to the ambient pressure is initiated by an expansion fan at the periphery of the jet exit, which accelerates the bulk of the gas flow to supersonic velocities. The expansion waves reflect as compression waves from the sonic line region of the multiphase mixing layer at the flow periphery; these compression waves subsequently steepen to form shock waves. The shock waves cross the flow and then are reflected as expansion waves from the sonic line region of the mixing layer, tending to repeat this pattern in a succession of shock cells. The shock cells eventually disappear, ending the external expansion region, when the sonic line within the mixing layer reaches the axis. Clearly, the process is unusually complicated, involving patches of supersonic flow, multiphase flow, liquid breakup into drops, gas breakup into bubbles, and reactive phenomena that yield a number of intermediate solid and immiscible liquid phases (Avery and Faeth 1975; Chan et al. 1988; Chen and Faeth 1983; Loth and Faeth 1988, 1989, 1990).

Even though the SCEPS process, and other noncondensing and condensing gas injection processes like it, is very complex, some progress has been made toward modeling the flow for engineering purposes (Avery and Faeth 1975; Chan et al. 1987, 1988; Chen and Faeth 1982, 1983; Chuech et al. 1989; Faeth 1987, 1990; Loth and Faeth 1988, 1989, 1990). These methods generally simplify the treatment of multiphase flow and reaction effects by adopting the locally-homogeneous-flow (LHF) approximation, which implies local kinematic equilibrium (velocities of all the phases locally the same) and
Figure 1 Sketch of gas injection into liquids
thermodynamic equilibrium (temperatures of all phases the same and the chemical potential of each species equal in all phases). Turbulent mixing generally is treated using a turbulence model, with recent approaches employing Favre-averaged k-ε-g models. Finally, the complexities of the external expansion region have either been treated by full gas-dynamic analyses or approximated as an equivalent adapted jet (if the gas or vapor containing region is large in comparison to the external expansion region). Models of this type have been reasonably successful for treating gross features like the length of the gas or vapor containing region, when evaluated using measurements (Chen and Faeth 1982, 1983; Loth and Faeth 1988, 1989, 1990). However, more detailed features of the flow, like the structure and liquid breakup properties of the multiphase mixing layer, that are crucial to the development of the flow, have not been predicted very satisfactorily using the LHF approach. This deficiency that has been attributed to effects of separated flow, e.g., lack of kinematic and thermodynamic equilibrium between the phases (Loth and Faeth 1988, 1989, 1990).

Even though the gas dynamic features of underexpanded gas jets in liquids are complicated, it is generally within the capabilities of current technology to treat these effects. In contrast, the properties of the multiphase mixing layer along the periphery of the flow are not well understood (Faeth 1987, 1990). In particular, the rate of generation of drops at the surface, which controls mixing rates between the phases, and the size and velocities of the drops after breakup, which control the importance of separated flow effects, are unknown. Thus, further progress to develop more effective models of gas injection processes primarily depends on a better understanding of the multiphase mixing layer; therefore, studying this portion of the flow was the primary objective of the present investigation.

Several features of multiphase mixing layers must be addressed for applications relevant to gas injection processes. First of all the liquid phase generally is turbulent so that effects of liquid turbulence on the structure of the mixing layer and primary breakup of liquid at the liquid surface must be known. Secondly, gas injection systems operate over a relatively wide range of liquid/gas densities ratios and effects of this important variable must be considered. Additionally, properties like liquid viscosity and surface tension vary widely as well, and their effects must be addressed. Finally, the velocity difference across the mixing layer is known to affect the structure of the mixing layer and this behavior must be understood. These features all were specifically addressed during the present investigation.

In view of the present limited understanding of multiphase mixing layers, however, it also was necessary to neglect some features of gas injection processes in order to keep the study tractable. First of all, the presence of gas dynamic features like shock and expansion waves in the mixing layer are substantial complications; therefore, such effects were not studied pending the development of background information on the simpler constant pressure multiphase mixing layer. One feature of the flow that helps to mitigate lack of consideration of strong gas dynamic features, like shock waves, is the fact that the sonic line is located at some distance of the surface, so that the most important part of the mixing layer near the liquid surface only involves subsonic flow with no direct interactions with shock waves. The next simplification was to reverse the process to consider a high-speed liquid flow in still gas, rather that a high-speed gas flow over a relatively still liquid. This was done to illuminate problems of overall flow instability (like those encountered at low flow rates for the SCEPS system) that would complicate study of mixing layer properties, and to provide well-defined liquid turbulence properties. This allowed provision of various relative velocities across the mixing layer but is only appropriate to the extent that flow properties are independent of the source of the momentum. Fortunately, for multiphase mixing layers, separated-flow effects are the dominant feature and the direction
of the velocity vector with respect to the liquid has little effect on primary breakup at the liquid surface. Due to the density difference, however, the overall structure of the multiphase mixing layer, is affected by the direction of the velocity vector; nevertheless, gaining understanding of conditions where the momentum is carried by the liquid still is a reasonable first step toward understanding gas injection processes. Naturally, the present experimental configuration yields information that is directly applicable to pressure atomization, particularly the near-injector region.

This is a final report of accomplishments during the investigation. The present report is brief, additional details can be found in other articles, papers and theses generated during the course of the study, see Table 1 for a summary of these publications. In addition, the articles by Faeth (1990), Ruff et al. (1992), Tseng et al. (1992a,b), Wu et al. (1991, 1992) and Wu and Faeth (1992) are appended to provide a convenient reference. Finally, Tseng (1991) and Wu (1992) provide detailed descriptions of the research as well as complete tabulations of data.

Table 1. Summary of Publications

|---|

Papers:


Theses:


The investigation was divided into two phases, one considering the overall structure of multiphase mixing layers, and the other specifically treating primary breakup processes at the liquid surface. Highlights of each of these phases of the research are discussed in the following, in turn.

2. STRUCTURE OF MULTIPHASE MIXING LAYERS

2.1 Introduction

This phase of the investigation involved study of multiphase mixing layers formed along the sides of nonevaporating liquid jets injected into still gases. Experiments were limited to the atomization breakup regime, where liquid breakup into drops and the development of a multiphase mixing layer, begins right at the jet exit because this regime is most important for practical applications such as gas injection into liquids and pressure-atomized sprays. Jet exit conditions included both fully-developed turbulent pipe flow and low turbulence intensity slug flow in order to examine the effect of liquid turbulence on flow structure. The measurements were made using large diameter (9.5 mm) round liquid jets in order to extend the region where the structure of the multiphase mixing layer could be observed; however, the complete breakup properties of these flows, as the entire liquid column disintegrates, was not considered. Effects of various liquid/gas density ratio were studied by injecting water into still air at pressures in the range 1-8 atm. The measurements were used to evaluate predictions of flow structure based on the LHF approximation.

Discussion of past work will be limited because reviews treating multiphase jets and dense sprays have appeared recently (Faeth 1987, 1990). Past measurements have established the main features of the near injector region of liquid jets in still gases within the atomization breakup regime. The flow consists of a liquid core, much like the potential core of a single-phase jet, surrounded by a dispersed drop/gas mixing layer. The liquid core becomes shorter as liquid/gas density ratios decrease due to increased entrainment rates (Chehroudi et al. 1985). Other features of these flows, however, have only be studied for injection of water into air at atmospheric pressure using relatively large diameter (19.1 and 9.5 mm) round liquid jets (Ruff et al. 1988, 1991). These measurements included liquid volume fraction distributions using gamma-ray absorption, drop sizes and velocities using double-pulse holography and air entrainment rates using laser velocimetry. The measurements of mean liquid volume fraction distributions showed that the rate of development of the mixing layer increased with increased liquid turbulence levels. Predictions based on the LHF approximation were effective, including effects of liquid turbulence, for liquid volume fractions greater than 0.2, however, they progressively failed as the flow became dilute. This difficulty with the LHF approach was found to be due to significant separated flow effects in regions where liquid volume fractions were low. Additionally, because entrainment rates mainly are governed by processes within dilute portions of the flow, the LHF predictions generally overestimated entrainment rates due to separated flow phenomena. However, the predictions suggested improved performance of LHF methods as the Wedf increased, with this limit approached more rapidly as the liquid/gas density ratio decreases.

The objective of the present investigation was to explore effects of liquid/gas density ratio on the mixing properties of liquid jets in still gases and the adequacy of predictions of flow properties based on the LHF approximation. Experiments involved measurements of liquid volume fraction distributions within large round water jets (9.5 mm initial diameter) in still air at pressures of 1-8 atm. The measurements were compared with predictions based on the LHF approach to determine whether this methodology could treat effects of varying liquid/gas density ratios.
The discussion of the study begins with a brief description of experimental and theoretical methods. Results then are considered, treating liquid volume fractions and dispersed-phase properties in turn. The present description is brief, see Tseng (1991), Ruff et al. (1992) and Tseng et al. (1992a,b) for more details. For convenience, the latter three papers can be found in Appendices B, C and D.

2.2 Experimental Methods

**Apparatus.** Experimental methods were similar to Ruff et al. (1988, 1991) except that the flow was contained in a large pressure vessel so that the pressure of the ambient air could be changed. A sketch of the apparatus appears in Fig. 2. The arrangement involves a steady water jet injected vertically downward within a 1.5m diameter \( \times \) 4.5 m high pressure vessel. Instrumentation was mounted rigidly so that flow structure was measured by traversing the injector. Water collected at the bottom of the chamber and was drained continuously. Two injectors were used, identical to those of Ruff et al. (1988, 1991); one yielding nonturbulent slug flow, the other yielding fully-developed turbulent pipe flow.

**Instrumentation.** Distributions of liquid volume fractions were measured using gamma-ray absorption similar to Ruff et al. (1988). This was based on an iodine-125 isotope source within a lead capsule having a small (1.6 mm diameter) outlet aperture. The gamma rays passing through the flow were detected through a second lead aperture using a Bicron x-ray probe and an EG&G Ortec single-channel analyzer and counter timer. Absorption measurements (20,000-25,000 counts) were made for 30-60 parallel paths through the flow; these results then were deconvoluted to find the radial variation of time-averaged liquid volume fraction.

The appearance of the liquid surface and the properties of drops in the dispersed-flow region were observed using single-and double-pulsed holography. A sketch of the holograph appears in Fig. 3. It was based on an off-axis arrangement using a ruby laser with a pulse duration of 20 ns (and pulse separations as small as 1 \( \mu \)s) to stop the flow. This arrangement allowed objects as small as 2 \( \mu \)m to be observed and drops having diameters as small as 5 \( \mu \)m to be measured, while double pulsing allows drop velocities to be measured. Measurements were obtained over \( 6 \times 6 \times 4 \) mm\(^3\) volume, using at least three holograms per position. The holograms were reconstructed and analyzed using a high magnification video system in conjunction with a Gould FD 5000 Image Processor.

**Test Conditions.** Mean flow conditions were the same for slug and fully-developed flows. This involved a water flow rate of 3.47 kg/s, an average jet exit velocity of 49.1 m/s, \( Re_{fd} = 462,000 \), \( Oh_d = 0.00121 \), \( We_{fd} = 312,000 \) and \( We_{gd} = 380,760, 1520 \) and 3040 at pressures of 1, 2, 4 and 8 atm.

2.3 Theoretical Methods.

Flow properties were predicted using the LHF model of Ruff et al. (1988, 1991). In addition to the LHF approximation, the major assumptions of the model were as follows: steady (in the mean) axisymmetric flow with no swirl, boundary-layer approximations apply, negligible kinetic energy and viscous dissipation of the mean flow, buoyancy only affects the mean flow, equal exchange coefficients of all species and phases, and negligible mass transport between the phases (no evaporation). These assumptions are either conditions of the experiments or are justified by past practice except for the LHF approximation which will be evaluated.
Figure 2 Sketch of test apparatus
Figure 3. Sketch of holography
Under these approximations the flow field can be found from a simplified version of the conserved-scalar formulation. This involved solving Favre-averaged governing equations for conservation of mass, streamwise mean momentum, mean mixture fraction, turbulence kinetic energy, and the rate of dissipation of turbulence kinetic energy. The specific formulation, all empirical constants, calibration of the approach for variable-density single-phase jets, the specification of initial and boundary conditions, and the details of the numerical computations, can be found in Ruff et al. (1988, 1991).

2.4 Results and Discussion

Mean Liquid Volume Fractions. Measured and predicted time-averaged mean liquid volume fractions along the jet axis are plotted in Figs. 4 and 5 for fully-developed and slug flow jet exit conditions, respectively. Predictions for slug flow are shown for passage length to diameter ratios, $L/d = 0$ and 5, which bounds the potential degree of flow development within the injector passage. Measurements of Ruff et al. (1988) for similar test conditions at 1 atm also are shown on the plot: they agree very well with present measurements. The substantial effect of jet exit turbulence levels on mixing rates is clearly evident, with fully-developed flow yielding the fastest mixing rates. The faster mixing rates as liquid/gas density ratios decrease (or pressure increases) also is indicated by the measurements.

The LHF predictions are in reasonably good agreement with the measurements for fully-developed flow (Fig. 4) and provide the correct trend of effects of ambient pressure. However, the conditions of Fig. 4 represent relatively low levels of mixing. For example, although mean liquid volume fractions as small as 0.03 are reached, the entire range considered still represents Favre-averaged mixture fractions greater than 0.85 due to the relatively large liquid/gas density ratios of the flow (Tseng et al. 1992a). There are significant differences between predictions for pure slug flow ($L/d = 0$) and allowance for boundary layer growth within the injector passage ($L/d = 5$), see Fig. 5. These conditions bound the range of possibilities for present tests, and it is encouraging that the two predictions tend to bound the measurements. Nevertheless, there are significant discrepancies between predictions and measurements at $x/d = 100$ and 4 and 8 atm. This region involves rapid streamwise variation of flow properties and dilute flows where both predictions overestimate the rate of development of the flow — behavior that can be attributed to effects of separated flow based on subsequent results.

Predicted and measured radial profiles of mean liquid volume fractions at 1 atm are illustrated for fully developed and slug flow in Figs. 6 and 7 (results at other pressures are qualitatively similar). The results of Ruff et al. (1988) also are plotted on the figures: they generally agree with present measurements within experimental uncertainties. The comparison between predicted and measured mean liquid volume fractions is reasonably good, however, the measurements generally involve large mixture fractions as noted earlier. In particular, as mixture fractions become small at large $x/d$, predictions clearly overestimate rate of flow development, indicating significant effects of separated flow as the flow becomes dilute.

Drop Properties. The failure of the LHF approximation within the dispersed flow region can be proven directly based on measurements of drop properties. An important simplification was observed with respect to drop size properties that is illustrated in Fig. 8. This is a plot of drop size distributions according to Simmons' (1977) universal root normal distribution for various positions along the liquid surface and across the multiphase mixing layer considering both fully-developed and slug slow conditions. Remarkably, the data generally satisfies this distribution function with the ratio MMD/SMD = 1.2: a few
Figure 4 Liquid volume fractions along axis for fully-developed flow
Figure 5 Liquid volume fractions along axis for slug flow
Figure 6 Radial profiles of liquid volume fractions for fully-developed flow
Figure 7  Radial profiles of liquid volume fractions for slug flow
Figure 8 Drop size distributions
exceptions at large cumulative volume percentages are felt to be due to sampling limitations for large drops. This is a two-parameter distribution; therefore, taking the best estimate value, MMD/SMD = 1.2, implies that the entire distribution can be represented by the SMD alone. Thus, drop size results will be reported in terms of SMD in the following.

Typical distributions of drop properties across the mixing layer for fully-developed flow, illustrating flow properties for turbulent primary breakup, appear in Figs. 9 and 10 (see Tseng (1991) and Tseng et al. (1992b) for results at other test conditions). These measurements are for x/d = 25 at pressures of 1 and 4 atm. Properties illustrated include the variation of ellipticity (mass averaged ratio of maximum to minimum drop dimensions), SMD and drop velocities across the dispersed flow region. Predictions of flow velocities using the LHF approach also are shown on the plots.

Many of the features observed in Figs. 9 and 10 are similar to the earlier observations of Ruff et al. (1991) at atmospheric pressure, however, significant effects of reducing the liquid/gas density ratio are observed as well. Thus, at atmospheric pressure, the largest values of ep and SMD are in the region of the liquid surface, supporting the presence of primary breakup yielding large drops which subsequently undergo secondary breakup. At the higher pressure, however, ep approaches unity and drop sizes are smaller near the surface, with smaller variations of these properties across the width of the flow: this suggests merging of primary and secondary breakup processes near the liquid surface as the liquid/gas density ratio decreases. In general, there are substantial differences among the velocities of drops of different size, which is direct proof of the deficiency of the LHF approximation in this region (the LHF predictions also clearly are not very good for any drop size). Increasing pressures tend to reduce drop velocities but the velocities of small drops are surprising low and suggest small gas velocities. This implies that momentum exchange between the liquid and gas is not very effective. This occurs due to the large relaxation time of the large drops that carry most of the liquid momentum, aided by the fact that liquid volume fractions in the dispersed flow region are very low (less than 0.1%). Thus, this region intrinsically is subject to separated flow effects, with relatively large drops moving a large velocities in a dilute multiphase flow.

The structure of the dispersed phase and the effect of varying liquid/gas density ratio is quite different for slug flow. Some typical results for x/d = 25 and pressures of 1 and 4 atm are illustrated in Figs. 11 and 12. First of all, drop sizes are clearly much smaller for slug then for fully developed flow (cf. Figs. 9 and 10, and 11 and 12) even though fully-developed flow mixes more rapidly as a whole. Values of ep and SMD are largest near the surface, suggesting effects of secondary breakup as before, however, drop ellipticity and SMD across the mixing layer are far more uniform for slug flow than for fully-developed flow. Decreasing the liquid/gas density ratio also has much less effect on drop properties for slug than for fully-developed flow. However, drop velocities vary significantly with drop size, suggesting significant effects of separated flow as before.

Taken together, these results demonstrated rather different primary breakup properties for turbulent and nonturbulent liquids but important effects of separated flow in a dilute dispersed flow region for both. Reduced liquid/gas density ratios for water/air flows at pressures of 1-8 atm also yield evidence of aerodynamic breakup effects with drop sizes after primary breakup particularly reduced for turbulent liquids. The key to treating separated-flow phenomena is an understanding of the outcome of primary breakup (drop size and velocity distributions); therefore, this issue was addressed in some detail during the second phase of the investigation, which will be considered next.
Figure 9 Drop properties for fully-developed flow at x/d = 25 and 1 atm
Figure 10  Drop properties for fully-developed flow at $x/d = 25$ and 4 atm
Figure 11  Drop properties for slug flow at x/d = 25 and 1 atm
Figure 12 Drop properties for slug flow at $x/d = 25$ and 4 atm
2.5 Conclusions

The structure and mixing properties of nonevaporating multiphase mixing layers along the sides of liquid jets in still gases were studied for various liquid/gas density ratios. The major conclusions of the study are as follows:

1. Decreasing liquid/gas density ratios increases the rate of mixing and the flow width, analogous to the behavior of single-phase mixing layers.

2. Increasing turbulence levels in the liquid increase the mixing rates and flow width as well.

3. Use of the LHF approximation yielded good results for mean liquid volume fractions greater than 0.1 including predictions of effects of liquid turbulence. However, these conditions correspond to relatively low levels of mixing (mixture fractions greater than 0.85) due to the large liquid/gas density ratios of the present flows.

4. Effects of separated flow were observed for mean liquid mass fractions less than 0.85, causing poor performance of predictions based on the LHF approximation in this region.

5. Local drop size distributions throughout the dispersed flow region satisfied Simmons' (1977) universal root normal distribution function with MMD/SMD = 1.2, and can be characterized completely by the SMD alone.

6. Drop sizes after primary breakup were larger for turbulent than laminar liquids even though the rate of mixing is more rapid for turbulent liquids.

7. Effects of decreasing the liquid/gas density ratio on drop sizes after primary breakup were relatively small for nonturbulent liquids but caused drop sizes to progressively decrease for turbulent liquids.

8. Drop sizes were largest at the liquid surface while mean liquid volume fractions within the dispersed phase were less than 0.1%; this implies that secondary breakup is a dominant feature of the mixing layer, rather than collisions.

Thus, pending resolution of existing uncertainties about primary and secondary breakup, the LHF approach offers a useful treatment of high-speed multiphase mixing layers. It should be recognized, however, that the LHF approach will over-estimate the rate of development of the flow by a degree that can not be quantified until uncertainties about breakup are quantified. This process will be treated next.

3. PRIMARY BREAKUP AT LIQUID SURFACES

3.1 Introduction

The objective of this phase of the investigation was to study primary breakup along the liquid surface in multiphase mixing layers. Based on the results discussed in Section 2, the investigation was divided into two parts, considering primary breakup of nonturbulent and turbulent liquids. However, aerodynamic effects were considered in both cases. Experimental methods were similar to the study of multiphase mixing layers, mainly
involving observations of primary breakup along the surfaces of liquid jets in still gases using single-and double-pulsed holography.

A number of reviews of liquid atomization processes have appeared (Clift et al. 1978; Faeth 1987, 1990; Harrje and Reardon 1972; Lefebvre 1980; Levich 1962; McCarthy and Malloy 1974; Reitz and Bracco 1982); therefore, only the main features of past work will be considered. Beginning with nonturbulent primary breakup, past work has sought to explain mean drop sizes after primary breakup. Two major approaches have been proposed: (1) aerodynamic breakup based on linear wave growth theory, which was proposed initially by Taylor (1940), with subsequent development by Ranz (1959) and Levich (1962) and later application by Reitz and Bracco (1982), among others; and (2) sheltered wave growth theory due to Mayer (1961) and Adelberg (1968) which is based on the surface wave growth model of Jeffreys (1926). Intrinsic to both approaches is that primary breakup is induced by instabilities growing on the liquid surface due to aerodynamic effects in spite of extensive evidence of strong effects of vorticity in the liquid at the passage exit on primary breakup properties (Faeth 1990, Wu et al. 1991). Thus, these methods have not been very successful and have only been evaluated using data that was probably affected by secondary breakup, yielding a long history of continued use due to the absence of alternatives and limited acceptable ranges of application (Harrje and Reardon 1972). Strong effects of liquid vorticity on spray breakup have been reported for some time. First of all, the early studies of pressure atomization of DeJuhasz et al. (1932) and Lee and Spencer (1933) showed that atomization quality differed for nonturbulent and turbulent liquids. Next, Grant and Middleman (1966) and Phinney (1966) observed that jet stability and the onset of breakup were affected by the presence of turbulence. Additionally, Chehroudi et al. (1985) observed effects of jet exit turbulence on the length of the liquid core for pressure atomization. Finally, Hoyt and Taylor (185) found virtually no effect of breakup properties when gas velocities were varied at atmospheric pressure for fixed liquid flow conditions: clear proof that most of the existing data base at atmospheric pressure was not affected by aerodynamic phenomena in spite of continued use of aerodynamic theories to correlate measurements over limited data ranges.

The present investigation seeks to clarify some of the difficulties of current understanding of primary breakup. The approach was to make measurements of primary breakup properties, exploiting recent progress in the use of holography for measurements of this type (Ruff et al. 1991). This was accompanied by the use of phenomenological theories in an attempt to explain and correlate the measurements, in order to capture the physics of the process with a tractable investment in analysis and computations.

The discussion begins with a brief description of experimental methods. Results are then considered, treating the findings of measurements and phenomenological analysis for the primary breakup of nonturbulent and turbulent liquids in turn. The present description is brief, see Wu (1992), Wu and Faeth (1992) and Wu et al. (1991, 1992) for more details. For convenience, the latter three papers may be found in Appendices E, F and G.

3.2 Experimental Methods

Apparatus. The apparatus consisted of a pneumatically-driven piston/cylinder arrangement as illustrated in Fig. 13. For nonturbulent breakup experiments the cylinder outflow was through a smooth convergent passage with injection into room air. For turbulent breakup experiments, the convergent passage was followed by a constant area passage (41 diameters long) to provide fully-developed turbulent pipe flow at the exit; in this case, injection was either into room air or into a windowed chamber filled with helium, air or Freon 12 at pressures of 1 and 2 atm. Liquid sample sizes within the cylinder were
Figure 13 Sketch of test apparatus
roughly 500 ml with passage diameters in the range 3.6-6.4 mm. Instrumentation was mounted rigidly so that various positions were studied by traversing the entire injector/chamber assembly.

The piston/cylinder arrangement was filled while venting gas trapped below the piston face. Operation was initiated by admitting high-pressure air to the upper side of the piston through a solenoid valve which forced the liquid through the jet passage. Total times of injection were 180-1400 ms due to the finite liquid sample size; however, this was not problematic because flow development times were generally less than 1% of the flow time for conditions of interest. Jet exit velocities were calibrated using an impact plate.

**Instrumentation.** The measurements consisted of pulsed shadowgraphy and single- and double-pulse holography. The arrangement of the holocamera was the same as Ruff et al. (1991) as illustrated in Fig. 14. An off-axis arrangement was used based on a ruby laser with a 20 ns pulse duration that could be double-pulsed with separation times as small as 1 μs. The optics allowed measurements of drop diameters as small as 5 μm, while double pulsing allowed drop velocities to be measured. The holograms were reconstructed and analyzed using a Gould FD 5000 Image Processor. The shadowgraphs were made by blocking the reference beam, with other aspects of these measurements the same as holography.

**Test Conditions.** Test conditions for nonturbulent primary breakup involved water, n-heptane and glycerol mixtures (21, 42 and 63% by mass) in still air at atmospheric pressure. Present work used a 5 mm injector diameter with liquid velocities in the range 16.5-133.8 m/s. This was supplemented by measurements using a 9.5 mm diameter injector, with velocities of 49-60 m/s and ambient air at pressures of 1-4 atm from Ruff et al. (1991, 1992) and Tseng et al. (1992a,b).

Test conditions for turbulent primary breakup involved water, n-heptane and glycerol (42% dry mass) in still helium, air and Freon 12 at pressures of 1 and 2 atm. Injector diameters were 3.6 and 6.4 mm with liquid velocities in the range 16-109 m/s. These results also were supplemented by measurements from Ruff et al. (1991, 1992) and Tseng et al. (1992a,b) for a 9.5 mm diameter injector.

### 3.3 Nonturbulent Liquid Breakup

Similar to the results discussed in Section 2, drop sizes after primary breakup satisfied Simmons' (1977) universal root normal distribution with MMD/SMD = 1.2. Thus, drop size information will be presented solely in terms of the SMD in the following.

It was found that drop characteristics varied with distance along the mixing layer at first but eventually approached a regime where the rate of variation was relatively slow. This latter regime will be termed the fully-developed primary breakup regime in the following. Approach to fully developed conditions was slower for more viscous liquids and tended to correlate as a function of Refx as illustrated for SMD in Fig. 15. The data are relatively limited, however, the fully-developed primary breakup regime seems to be reached for Refx on the order of $10^6$. The values of $e_p$ for nonturbulent primary breakup generally were in the range 1.2-1.5 for the fully-developed regime after reaching maximum values in the range 1.5-2.0 for Refx near $10^6$ (Wu et al. 1991).

A correlation of the SMD after nonturbulent primary breakup in the fully-developed regime was attempted based on the existing theoretical correlations of Taylor (1940),
Figure 14 Sketch of holocamera
<table>
<thead>
<tr>
<th>LIQUID</th>
<th>d (mm)</th>
<th>$\bar{u}_d$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER</td>
<td>9.5</td>
<td>0.056</td>
</tr>
<tr>
<td>WATER</td>
<td>5.0</td>
<td>0.34</td>
</tr>
<tr>
<td>n-HEPTANE</td>
<td>5.0</td>
<td>0.17</td>
</tr>
<tr>
<td>GLYCEROL 21%</td>
<td>5.0</td>
<td>0.30</td>
</tr>
<tr>
<td>GLYCEROL 42%</td>
<td>5.0</td>
<td>0.29</td>
</tr>
<tr>
<td>GLYCEROL 63%</td>
<td>5.0</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Figure 15 Streamwise variation of SMD for nonturbulent breakup
Levich (1962), Mayer (1961) and Adelberg (1968). All these correlations can be expressed in terms of the same variables as shown in Fig. 16. The Taylor (1940) and Levich (1962) correlations are identical at small values of the independent variable (the Taylor number) and have been fitted to the measurements of Ruff et al. (1991) for illustrative purposes. The limit of primary breakup proposed by Levich (1962) at a Taylor number on the order of unity also is shown on the plot. The correlations of Mayer (1961) and Adelberg (1968) are plotted using recommended empirical coefficients although these are known to vary widely for particular injector designs (Harrje and Reardon 1972).

Clearly, none of the theoretical expressions illustrated in Fig. 16 provide a successful correlation of present measurements. In particular, results for a given liquid do not yield the correct velocity dependence, while changes of liquids yield shifts of behavior that are not anticipated by any of the theories. The correlations of Mayer (1961) and Adelberg (1968) provide the best approximation of velocity effects, which probably accounts for their continued use for liquid rocket engine applications (Harrje and Reardon 1972).

Initially, an alternative approach was developed based on the development of surface boundary layers on the windward side of waves along the liquid surface (Wu et al. 1991). This was successful for treating data from a given injector but was problematical due to unexplained shifts in measurements resulting from changes in the length of the injector passage. Coupled with the observations of small aerodynamic effects from Hoyt and Taylor (1985), this led to a modified approach based on vorticity developed by the injector passage boundary layers (Wu et al. 1992). Thus, present considerations will be limited to this mechanism.

A sketch of the injector passage vorticity mechanism appears in Fig. 17. In this case, it is assumed that drop generation is due to vorticity produced by the wall boundary layer formed when liquid passes through the injector passage. This is plausible because the surface only can be distorted and ligaments ejected when vorticity exists near the liquid surface. Thus, once the liquid leaves the injector passage, boundary layer vorticity starts to distort the liquid surface and causes ligaments to be shed. After a certain distance, liquid surface disturbances have fully developed and the resulting drop sizes remain almost constant in the fully-developed regime. It then is assumed that drop sizes in the fully-developed primary breakup regime are proportional to the wall boundary layer thickness at the jet exit. Due to the large contraction ratio, it is further assumed that the wall boundary layer remains laminar. Then, applying predictions for a laminar flat plate boundary having a nozzle contraction curve length, \( L_p \), there results:

\[
W_{eGSM} = C_B(L_p/d)^{1/2}W_{egd}/Re_t^{1/2}
\]

Measurements for the fully-developed nonturbulent primary breakup regime are plotted in terms of the variables of Eq. (1) in Fig. 18. Experimental results include present measurements and those of Ruff et al. (1991) and Tseng et al. (1992b). The best fit of the measurements also is shown on the plot; it has a slightly different power than Eq. (1) as follows:

\[
W_{eGSM} = 6.81[(L_p/d)^{1/2}W_{egd}/Re_t^{1/2}]^{0.85}
\]

The reduction of the power on the right hand side of Eq. (2) from unity to 0.85 is statistically significant but is not large in view of the qualitative nature of the development of the correlation. The correlation coefficient of the fit is 0.98, which is excellent.
Figure 16 Correlation of SMD for fully-developed nonturbulent primary breakup using existing theories
Figure 17 Sketch of injector passage boundary layer vorticity mechanism
<table>
<thead>
<tr>
<th>LIQUID</th>
<th>$\rho_f/\rho_g$</th>
<th>$d_{(mm)}$</th>
<th>SYM.</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER$^a$</td>
<td>867</td>
<td>9.5</td>
<td>○</td>
</tr>
<tr>
<td>WATER$^b$</td>
<td>426</td>
<td>9.5</td>
<td>□</td>
</tr>
<tr>
<td>WATER$^b$</td>
<td>213</td>
<td>9.5</td>
<td>●</td>
</tr>
<tr>
<td>WATER</td>
<td>867</td>
<td>5.0</td>
<td>○</td>
</tr>
<tr>
<td>n-HEPTANE</td>
<td>594</td>
<td>5.0</td>
<td>□</td>
</tr>
<tr>
<td>GLYCEROL 21%</td>
<td>908</td>
<td>5.0</td>
<td>△</td>
</tr>
<tr>
<td>GLYCEROL 42%</td>
<td>957</td>
<td>5.0</td>
<td>◆</td>
</tr>
<tr>
<td>GLYCEROL 63%</td>
<td>1007</td>
<td>5.0</td>
<td>▽</td>
</tr>
</tbody>
</table>

$^a$ FROM RUFF et al. (1991)
$^b$ FROM TSENG et al. (1992b)

Figure 18 Correlation of SMD for fully-developed nonturbulent primary breakup based on the boundary layer vorticity mechanism.
The excellent performance of Eq. (2) suggests that boundary layer growth inside the injector passage determines drop dimensions in the fully-developed breakup regime. This implies that the surrounding gas plays no role in the breakup process through aerodynamic effects even though relative velocities are large for present test conditions, with the possible exception being a contribution to the reduction of the power. This agrees with the observations of Hoyt and Taylor (1985) that there is no significant change of liquid surface structures in either co-flowing or counter-flowing air streams flowing at a variety of relative velocities at atmospheric pressure. Additionally, the results of Tseng et al. (1992) for gas density variations over the range 1-4 atm showed modest effects of gas density on drop sizes after primary breakup. These results also are seen to be effectively correlated by Eq. (2) in Fig. 18. Thus, it appears that liquid vorticity dominates low levels of vorticity due to aerodynamic drag for present test conditions, which accounts for the failure of the aerodynamic drag theories seen in Fig. 16. This also highlights a limitation of present work; namely, that only two injectors of similar general passage design were considered (Wu 1991). Based on past experience (Harrje and Reardon 1972) variations of CB with different passage designs can be anticipated. Finally, the connection between these results and gas injection processes for nonturbulent liquids is not clear. However, this is not a major limitation because most practical gas injection processes involve turbulent liquids.

Another interesting feature of the results of Fig. 18 is the potential for secondary breakup. First, of all, it generally is agreed that drops are unstable to secondary breakup when their Weber number exceeds a critical value, as follows (Lefebvre 1980, Ruff et al. 1992):

$$Weg_p = \rho_g d_p \bar{u}_o^2/\sigma > 6.5$$

Equation (3) has been written assuming that the relative velocity of large drops subject to secondary breakup is equal to the relative velocity of the mixing layer, which is reasonable based on existing measurements (Ruff et al. 1991, 1992). Now the universal root normal drop size distribution implies that 99.7% of the spray mass is in the diameter range $0.098 < d_p/SMD < 3.5$. This information and Eq. (3) implies that $Weg_{SMD} = 1.8$ and 66 define limiting conditions where virtually no drops and all drops undergo secondary breakup.

The limits of secondary breakup are shown in Fig. 18 along with the primary breakup correlation. Noting that it is difficult to achieve primary breakup for values of the independent variable much lower than the present test range, it is evident that drops formed by nonturbulent primary breakup generally are unstable to secondary breakup. This helps explain the durability of primary breakup correlations like those of Taylor (1940) and Levich (1962): any contamination of measurements by secondary breakup causes reductions in the range of $Weg_{SMD}$, tending to support the trends of these relationships, since past measurements of drop sizes were carried out after the sprays were dilute, providing time for completion of secondary breakup processes. Additionally, the results of secondary breakup do not depend on jet diameter, which helps to explain the weak, or absent, jet diameter effects seen in early correlations of primary breakup (Faeth 1990).

Finally, it was argued that effects of ambient gas density on present observations of nonturbulent primary breakup were small. However, parameters controlling secondary breakup (see Eq. (3)) respond rapidly to gas density changes. Thus, higher gas densities than those considered by Tseng et al. (1992b) could involve merging of primary and secondary breakup similar to observations of turbulent primary breakup to be discussed next: this should be explored.
3.4 Turbulent Liquid Breakup

Drop Size Distribution. Similar to the other conditions, drop sizes after turbulent primary breakup satisfied Simmons' (1977) universal root normal distribution with MMD/SMD = 1.2. Thus, drop sizes will be represented by SMD alone in the following.

Drop Velocities. Drop velocities after turbulent primary breakup were measured over the full range of test conditions. The measurements of volume (mass) averaged streamwise and crossstream drop velocities are plotted as a function of distance along the mixing layer in Fig. 19. Results for $\rho_l/\rho_g < 500$ are shown as darkened and half-darkened symbols, while results for $\rho_l/\rho_g > 500$ are shown as open symbols, in order to highlight properties at the low liquid/gas density ratio regime where aerodynamic effects are important. This practice will be followed on subsequent plots of data as well.

The normalized drop velocities shown in Fig. 19 provide crude correlations in terms of $x/d$ but other factors are involved. Near the jet exit, $\overline{u_p}/\overline{u}_0$ is roughly 0.6, which increases to roughly 0.9 for $x/d > 20$. This behavior is consistent with streamwise drop velocities after turbulent primary breakup being roughly the same as streamwise liquid velocities, with lower velocities near the jet exit due to the retarding effect of the passage wall. Superimposed on this behavior, however, is a clear trend that measurements for $\rho_l/\rho_g < 500$ have significantly lower streamwise velocities than the rest. This behavior can be attributed to effects of aerodynamic drag.

Similar trends with respect to density variations are much less clear for $\overline{v_p}/\overline{u}_0$ in Fig. 19. In general, crossstream drop velocities are comparable to crossstream velocity fluctuations in the liquid, e.g., $\overline{v_p}/\overline{u}_0 = 0.058$ for fully-developed turbulent pipe flow (Hinze 1975; Tennekes and Lumley 1972). The absence of an effect of aerodynamic drag in this case can be explained due to a compensating aerodynamic acceleration effect over the tips of liquid protuberances that will be discussed next in connection with the onset of breakup.

Onset. Phenomenological analysis to find drop properties at the onset of breakup is based on the concept illustrated in Fig. 20. It is assumed that onset involves the formation of a drop from a turbulent eddy of characteristic size $\ell$ and a characteristic crossstream velocity relative to the surrounding liquid, $v_g$. The smallest drops that can be formed either are comparable to the Kolmogorov scale of the turbulence or the smallest eddy that has sufficient mechanical energy needed to form a drop, whichever is larger. For present conditions, drop energy was the limiting factor and only this limit was pursued. The mechanical energy available consists of the kinetic energy of the eddy relative to its surroundings, plus the added mechanical energy due to the pressure drop caused by acceleration of the surrounding gas over the tip of the protuberance. Then equating these energies, assuming that the eddy is in the inertial range of the turbulence spectrum, to the surface tension energy of the resulting drop, there results:
Figure 19 Mass-averaged drop velocities after turbulent primary breakup
Figure 20 Sketch of aerodynamically-enhanced turbulent primary breakup at the liquid surface
\[
\frac{(SMD_i/A)(1 + C_{sa}(\rho_g/\rho_l)(\bar{u}_o/\bar{v}_o)^2(\Lambda/SMD_i)^{2/3})^{3/5}}{3}
= C_{si}(\bar{u}_o/\bar{v}_o)^{6/5}W_{ef}\frac{3}{5}
\]

(4)

where turbulence properties in the liquid are assumed to be the same as at jet exit conditions, \( C_{sa} \) and \( C_{si} \) are empirical constants and \( \Lambda \) is the radial integral scale (which is taken to be equal to \( d/8 \) for fully-developed turbulent pipe flow, see Hinze (1975)).

Present measurements of \( SMD_i \) are plotted in terms of Eq. (4) in Fig. 21. In doing this, \( C_{sa} \) was optimized to a value of 0.04, based on taking \( \bar{v}_o/\bar{u}_o = 0.058 \) for fully-developed turbulent pipe flow (Hinze 1975). The correlation of the data all conditions generally is within anticipated experimental uncertainties. The power of \( W_{ef} \) is not -3/5 as suggested by Eq. (4), however, and the results can be correlated best by the following empirical fit that is shown on the plot:

\[
\frac{(SMD_i/A)(1 + 0.04(\rho_g/\rho_l)(\bar{u}_o/\bar{v}_o)^2(\Lambda/SMD_i)^{2/3})^{3/5}}{3}
= 2.5(\bar{u}_o/\bar{v}_o)^{6/5}W_{ef}\frac{8}{5}
\]

(5)

The reduction in the power of \( W_{ef} \) from Eq. (4) to Eq. (5) is not statistically significant while the correlation coefficient of the fit 0.97, which is excellent. Aerodynamic effects are carried by the term multiplied by \( C_{sa} = 0.04 \) which largely depends on the liquid/gas density ratio and is small for \( \rho_l/\rho_g > 500 \).

Given \( SMD_i \), it was assumed that the drop-forming eddy convects along the surface with a velocity \( \bar{u}_o \) for the distance \( x_i \) required to form a drop. The time of convection was taken to be the Rayleigh breakup time of the protruding ligament found from Weber (1931), after ignoring a liquid viscosity term that is small for present test conditions. Then using Eq. (4) to specify \( SMD_i \), the following expression for \( x_i \) is obtained:

\[
\frac{(x_i/A)(1 + C_{sa}(\rho_g/\rho_l)(\bar{u}_o/\bar{v}_o)^2(\Lambda/SMD_i)^{2/3})^{9/10}}{5}
= C_{xi}(\bar{u}_o/\bar{v}_o)^{9/5}W_{ef}\frac{4}{5}
\]

(6)

where \( C_{xi} \) is a constant of proportionality. Similar to Eqs. (4) and (5), aerodynamic effects in Eq. (6) largely are controlled by the liquid/gas density ratio.

Adopting \( C_{sa} = 0.04 \) as before, the measurements of \( x_i \) are plotted in terms of the variables of Eq. (6) in Fig. 22. The correlation of the measurements is reasonably good in view of the relatively large experimental uncertainties of \( x_i \). The best fit of the measurements can be expressed as follows:
<table>
<thead>
<tr>
<th>LIQUID/GAS</th>
<th>$\rho_f/\rho_g$</th>
<th>$d$ (mm)</th>
<th>SYM.</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER/HELIUM</td>
<td>6230</td>
<td>6.2</td>
<td>◆</td>
</tr>
<tr>
<td>WATER/AIR</td>
<td>867</td>
<td>9.5</td>
<td>□</td>
</tr>
<tr>
<td>WATER/AIR</td>
<td>867</td>
<td>6.4</td>
<td>◆</td>
</tr>
<tr>
<td>WATER/AIR</td>
<td>867</td>
<td>6.2</td>
<td>□</td>
</tr>
<tr>
<td>WATER/AIR</td>
<td>867</td>
<td>3.6</td>
<td>▼</td>
</tr>
<tr>
<td>GLYCEROL 42% /AIR</td>
<td>957</td>
<td>6.4</td>
<td>◆</td>
</tr>
<tr>
<td>n-HEPTANE /AIR</td>
<td>594</td>
<td>6.4</td>
<td>□</td>
</tr>
<tr>
<td>WATER/FREON 12 (1 ATM)</td>
<td>213</td>
<td>6.2</td>
<td>◆</td>
</tr>
<tr>
<td>WATER/FREON 12 (2 ATM)</td>
<td>104</td>
<td>6.2</td>
<td>◆</td>
</tr>
</tbody>
</table>

* FROM WU et al. (1992).

Figure 21 SMD at the onset of turbulent primary breakup
Figure 22 Length to initiate turbulent primary breakup
\[ (x_i/\Lambda)(1 + 0.04(p_f/p_g)(\bar{u}_0\sqrt{\nu_o})^2(\Lambda/\text{SMDf})^{2/3})^{9/10} \]

\[ = 12(\bar{u}_0\sqrt{\nu_o})^{9/5} \text{We}_{\text{IA}}^{-0.63} \]  

(7)

with the correlation coefficient of the fit being 0.89. Thus, the difference between the powers of \( \text{We}_{\text{IA}} \) in Eqs. (6) and (7) is statistically significant but is not large in view of the approximations used to develop the correlating expression.

**Drop Sizes after Onset.** Aerodynamic secondary breakup times scale like \( l(p_f/p_g)^{1/2}u_0 \) for an object of size \( l \) and relative velocity \( u_0 \) (Ranger and Nicholls 1969; Hsiang and Faeth 1992, 1993). Thus, for conditions where aerodynamic effects are important, the Rayleigh breakup times of ligaments increase more rapidly than secondary breakup times as \( \Lambda \) increases. This yields two possible turbulent primary breakup mechanisms after the onset conditions: (1) nonaerodynamic primary breakup, and (2) merged primary and secondary breakup when aerodynamic effects are important. The configuration of the two mechanisms is illustrated in Fig. 23.

When aerodynamic effects are not important, it is assumed that the SMD is proportional to the largest drop that can be formed at a particular position because the SMD is dominated by the largest drops. Then adopting the Rayleigh breakup mechanism to relate drop size and position, similar to the treatment of onset conditions, the following expression is obtained:

\[ \text{SMD}/\Lambda = C_{sx}(x/(\Lambda \text{We}_{\text{IA}}^{1/2}))^{2/3} \]  

(8)

where \( C_{sx} \) is an empirical constant.

Under the present assumptions, principles relating SMD to \( x \) are the same for both the onset of breakup and at larger distances, which suggests that \( \text{SMD}/\Lambda \) should be correlated as a function of \( x/(\Lambda \text{We}_{\text{IA}}^{0.54}) \) from Eqs. (5) and (7). Present measurements and those of Ruff et al. (1991) for \( p_f/p_g > 500 \), where aerodynamic effects are not important, are correlated in terms of these variables in Fig. 24. Two correlations are shown on the plot as well: (1) the best fit of all the data, and (2) the correlation based on onset conditions alone. The best fit correlation of all the data is:

\[ \text{SMD}/\Lambda = 0.69[x/(\Lambda \text{We}_{\text{IA}}^{0.54})]^{0.57} \]  

(9)

which yields a correlation coefficient of 0.98, which is excellent. Notably, results for injection into still air and helium at atmospheric pressure are essentially the same, in spite of the substantial difference of \( p_f/p_g \), proving that aerodynamic effects are small for these conditions.

Differences between the two correlations illustrated in Fig. 24 are small so that drop formation both at the onset of breakup and at distances farther along the multiphase mixing layer appear to be similar when aerodynamic effects are weak. The SMD of the smallest drops, formed at the onset of breakup, are in the range 10-20 \( \mu \)m which is roughly ten
Figure 23 Sketch of turbulent breakup processes
Figure 24  SMD after turbulent primary breakup when aerodynamic effects are small
times larger than Kolmogorov length scales for these test conditions. The characteristics of turbulent breakup should change when Kolmogorov scales are involved which is an interesting issue for future study. The largest SMD seen in Fig. 24 approach the radial integral scales of the turbulence; much larger values are unlikely for round liquid jets due to the finite length of the liquid core. This is shown on the figure by indicating the core length from Grant and Middleman (1966):

\[ L_c/d = 8.5 \, \text{We}_{ld}^{0.32} \]  

(10)

where the range of \( L_c/d \) shown in the figure is due to the variation of \( \text{We}_{ld} \) over the present test range. A more recent correlation of Chehroudi et al. (1985) yields similar values of \( L_c \) but a somewhat broader range. That the SMD approaches \( \Lambda \) when \( x \) approaches \( L_c \), and thus is comparable to the diameter of the liquid core itself in this region, is consistent with the liquid column breaking up as a whole.

When aerodynamic effects are important, it is assumed that turbulent primary and secondary breakup merge as illustrated in Fig. 23. In this regime, Eq. (8) is used to estimate the drop size after primary breakup with properties after secondary breakup found from the recent results of Hsiang and Faeth (1992, 1993). Assuming that the appropriate relative velocity is \( \overline{u}_0 \), the expression for the SMD after secondary breakup of a drop having a diameter \( d_p \) is as follows (Hsiang and Faeth 1992):

\[ \text{SMD}/d_p = C_s (\rho_l/\rho_g)^{1/2} (\mu_l/(\rho_f d_p \overline{u}_0))^{1/2} \]  

(11)

Then assuming that \( d_p \) is proportional to the SMD after primary breakup, Eqs. (8) and (11) can be combined to yield the SMD after merged primary and secondary breakup as follows:

\[ \rho_g \text{SMD} \overline{u}_0^2/\sigma = C_s c_{sx}^{1/2} (x/\Lambda)^{1/3} (\rho_l/\rho_f)^{3/4} \text{We}_{ld}^{5/6} \text{Re}_{ld}^{-1/2} \]  

(12)

where \( C_s \) in Eq. (12) is modified from Eq. (11) to account for a range of initial drop sizes rather than a single drop.

Present measurements of aerodynamic turbulent primary breakup, along with some results from Tseng et al. (1992b), are plotted according to the variables of Eq. (12) in Fig. 25. The following best fit correlation of the measurements also is shown on the plot:

\[ \rho_g \text{SMD} \overline{u}_0^2/\sigma = 12 [(x/\Lambda)^{1/3} (\rho_g/\rho_f)^{3/4} \text{We}_{ld}^{5/6} \text{Re}_{ld}^{-1/2}]^{11.17} \]  

(13)

which yields an overall correlation coefficient of the fit of 0.92. Additionally, adopting the best fit values of \( C_s \) and \( C_{sx} \) in Eq. (12) yields the following theoretical prediction for the SMD:

\[ \rho_g \text{SMD} \overline{u}_0^2/\sigma = 12.9 (x/\Lambda)^{1/3} (\rho_g/\rho_f)^{3/2} \text{We}_{ld}^{5/6} \text{Re}_{ld}^{-1/2} \]  

(14)

which also is shown on the plot. The standard deviation of the constant in Eq. (14) is 21%; thus, the differences between Eqs. (13) and (14) are not statistically significant. All
Figure 25 SMD after aerodynamically-enhanced turbulent primary breakup
the measurements are in reasonably good agreement with Eqs. (13) and (14) except for the highest pressure results of Tseng et al. (1992b) which yield significantly smaller drops near the liquid surface. An explanation of this behavior is that these flows involved the largest drop concentrations of all the measurements so that drop properties near the surface could be influenced by small drops migrating from other parts of the multiphase mixing layer due to turbulent dispersion.

**Breakup Regimes.** The present measurements suggest three regimes of turbulent primary breakup: (1) non-aerodynamic turbulent primary breakup; (2) aerodynamically-enhanced turbulent primary breakup, observed at onset conditions; and (3) aerodynamic turbulent primary breakup, involving merged turbulent primary and secondary breakup. The results also indicated that the liquid/gas density ratio and the relative characteristic Rayleigh breakup times of ligaments and secondary breakup times of liquid objects fixed the boundaries of these regimes. The ratio of the characteristic times can be expressed as follows (Wu and Faeth 1992):

\[
\frac{\tau_R}{\tau_b} = \left(\frac{\rho_g}{\rho_f}\right)^{1/2} (x \frac{\text{We}}{A})^{1/3}
\]  

(15)

The resulting primary breakup regimes, based on present measurements and those of Ruff et al. (1991) and Tseng et al. (1992b), are illustrated in terms of \(\rho_f/\rho_g\) and \(\tau_R/\tau_b\) in Fig. 26. The results yield the following criteria for transitions between regimes

\[
\frac{\rho_f}{\rho_g} = 500, \text{ non-aerodynamic/aerodynamic transition}
\]  

(16)

\[
\frac{\tau_R}{\tau_b} = 4, \text{ enhanced/merged-aerodynamic transition}
\]  

(17)

Thus, Eqs. (4) and (5) always provide onset conditions — whether aerodynamic effects are important or not. Equation (9) provides the SMD subsequently, when aerodynamic effects are not important. Finally, Eq. (12) provides the SMD after onset, when aerodynamic effects are important in the merged primary and secondary breakup regime.

### 3.5 Conclusions

The mechanisms of primary breakup of nonturbulent and turbulent liquids were studied within multiphase mixing layers. Various liquids and ambient gas conditions were studied to highlight effects of both liquid properties and liquid/gas density ratio — the latter controlling the importance of aerodynamic phenomena. Confirming earlier observations, all breakup processes yielded drop size distributions that satisfied Simmons' (1977) universal root normal distribution with \(\text{MMD/SMD} = 1.2\). Additionally, drops formed by primary breakup are intrinsically unstable to secondary breakup, which is a dominate process in the multiphase mixing layer. Other conclusions differ for nonturbulent and turbulent primary breakup as discussed in the following.

Major conclusions concerning nonturbulent primary breakup are as follows:

1. Drop properties after primary breakup varied with distance along the mixing layer but became relatively uniform in a fully-developed primary breakup regime for \(Re_L\) greater than \(10^6\), see Fig. 15.
Figure 26 Turbulent primary breakup regime map
2. Existing correlations of SMD after primary breakup based on aerodynamic wave
growth, due to Taylor (1940), Levich (1962), Mayer (1961) and Adelberg (1968),
were ineffective for present measurements because aerodynamic effects were small
and were dominated by low levels of liquid vorticity at the start of the multiphase
mixing layer, see Fig. 16.

3. A reasonably good correlation of SMD after fully-developed primary breakup —
for various liquids, injector diameters, relative velocities and liquid/gas density
ratios—was achieved using Eq. (2), see Fig. 18. This expression was based on
drop sizes being proportional to the thicknesses of boundary layers in the injector
passage, with the best empirical fit fortuitously accounting for aerodynamic effects
as well as over the present test range.

Major conclusions concerning turbulent primary breakup are as follows:

1. The presence of aerodynamic phenomena for primary breakup is largely controlled
by the liquid/gas density ratio, and appear when this ratio is less than 500, see Fig.
26.

2. Drop sizes at the onset of turbulent primary breakup could be explained by equating
the surface tension energy required to form a drop to both the kinetic energy of a
corresponding liquid eddy relative to its surroundings, assisted by the pressure
reduction over the tips of liquid protrusions when aerodynamic effects are
important. Phenomenological analysis based on these ideas yielded a good
correlation of drop sizes at the onset of breakup, see Fig. 21, as well as the distance
along the mixing layer required for breakup to begin, see Fig. 22.

3. Drop sizes from primary breakup progressively increased with distance along the
mixing layer, which could be explained by associating the SMD with the largest
drops that had sufficient residence time to form by Rayleigh breakup of protruding
liquid elements when aerodynamic effects were small, see Fig. 24.

4. For conditions where secondary breakup times become small in comparison to the
Rayleigh breakup time of ligaments, processes of primary and secondary breakup
merge to reduce drop sizes. The reduction of drop sizes could be explained by
combining the turbulent primary breakup mechanism with secondary breakup
results of Hsiang and Faeth (1992, 1993), see Fig. 25.

5. Mass-averaged drop velocities after primary breakup approximate mean and rms
velocity fluctuations in the liquid in the streamwise and crosstream directions,
respectively. However, there was a tendency for streamwise velocities to be
reduced somewhat when aerodynamic effects were important, see Fig. 19.
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Introduction

A wide variety of physical phenomena and practical applications have motivated numerous studies of noncombusting and combusting turbulent sprays. Much of this work, however, is limited to the dilute-spray region, located at some distance from the injector exit, where both observations and analysis are relatively tractable due to small liquid volume fractions. As a result, many features of dilute sprays are reasonably well understood, see several recent review articles and references cited therein. Thus, attention is turning to the less accessible dense-spray region near the injector exit, in an effort to better understand how the characteristics of injectors, injected liquids, and the ambient environment affect the flow properties entering the dilute-spray region. The objective of this paper is to briefly review current understanding of the structure and atomization properties of turbulent dense sprays, and to highlight areas where additional research is needed.

Present considerations will be limited to non-evaporating round pressure-atomized sprays in still gases. Ignoring evaporation is reasonable, since the dense-spray region of interest usually involves relatively cool portions of the flow. For example, at the locally-homogeneous-flow (LHF) limit, where interphase transport rates are infinitely fast so that both phases have the same velocity and are in thermodynamic equilibrium, mixture fractions where liquid volume fractions become small are roughly an order-of-magnitude larger than those where combustion is complete; therefore, well-atomized sprays have dense-spray regions that are somewhat remote from high-temperature regions where vaporization is significant. Additionally, jet flows are attractive for studying dense sprays, since they can be described by relatively few parameters. Information on other spray processes and injection systems can be found in Refs. 1-6 and references cited therein.

The following aspects of dense sprays will be addressed: spray breakup regimes, dense-spray structure and its effect on collisions, breakup and separated flow, primary breakup at the liquid-surface, and secondary breakup of drops. Generalizations based on available limited information for dense sprays are risky; therefore, the paper concludes with characteristic-time considerations to help infer behaviour for the many situations that have not been studied.

Spray Breakup Regimes

Description:

The first issue concerning dense sprays is to define the topography or spray breakup regime of the flow. Several spray breakup regimes have been identified for non turbulent liquids in still gas, as follows: nonspreading or drip, stable liquid jet, Rayleigh breakup, first and second wind-induced breakup, and atomization breakup. The drip regime involves low flow rates with \( W_e < 0.4 \), ending when the jet momentum is large enough to overcome surface tension forces at the passage exit. Stable liquid jets occur for \( Oh > 2.4 \), where viscous forces are large enough to damp all disturbances that would lead to breakup. Naturally, neither of these regimes produce dense sprays.

The remaining spray breakup regimes for non-turbulent liquids are illustrated in Fig. 1. With increased flow rates, breakup regimes occur in the following order: Rayleigh, first wind-induced, second wind-induced, and atomization breakup. Rayleigh breakup involves interactions between liquid inertia and surface tension, yielding drop diameters somewhat larger than the injector diameter with jet lengths to breakup increasing with flow rates. The remaining breakup regimes involve gas-phase aerodynamic effects with breakup lengths decreasing with increasing flow rates. First wind-induced breakup is caused by twisting or helical instability of the liquid columns as a whole, yielding drops having diameters comparable to the injector diameter. Second wind-induced breakup involves both helical and surface instabilities of the liquid columns yielding a wide range of drop sizes extend-
Liquid Volume Fractions

Effects of sprays breakup regime and jet exit turbulence levels on dense sprays can be seen from the distributions of time-averaged liquid volume fractions along the axis of the water sprays illustrated in Fig. 3. Predictably, mixing is fastest for atomization breakup and turbulent jet exit conditions, and is slowest for wind-induced breakup and nonturbulent slug flow at the jet exit. For the high jet Reynolds numbers of these tests (Re ≈ 500000), the LHF predictions are independent of flow rate so that a single prediction represents each jet exit turbulence level. Within the second wind-induced and nonturbulent breakup regimes, the LHF predictions are marginally successful for $d_p > 0.2$ and accurately represent the striking effect of jet exit turbulence on mixing. However, the LHF predictions fail to represent the much slower mixing levels in the first wind-induced breakup regime and overestimate rates of mixing for all test conditions when $d_p < 0.2$, where the spray becomes more dilute.

Dense-Spray Structure

Useful Measurements

Few measurements of the structure of dense sprays are available. In the following, recent measurements of dense-spray structure by Ruff and coworkers[14,15] will be considered in order to provide some background about the nature of the flow. These experiments involved large-scale (d = 9.5 and 19.1 mm) water jets in still air with effects of liquid turbulence evaluated by considering nonturbulent slug flow and fully-developed turbulent pipe flow at the jet exit. Effects of separated flow were also studied by comparing measurements with predictions based on the LHF approximation (see Refs. 3, 14 and 15 for computational details).

Liquid volume fractions near the jet exit are unity in Fig. 3, indicating the presence of the liquid core. Reduced liquid volume fractions for fully-developed flow rest on a relatively short liquid core, however, and is not the case for flow visualization showed liquid cores extending well beyond z/d = 100 for these measurements. The reason for this behavior is that liquid volume fractions in the range 0.1-1.0 actually correspond to mutual friction in the range 0.8-1.0 due to the large density ratio of the flow. This highlights the fact that the region where the LHF predictions were successful involved disappointingly low levels of mixing.

Mixing Layer Properties

Double-flash holographs of the water sprays provided details concerning the structure of the multiphase mixing layer. Results for atomization breakup and nonturbulent jet exit conditions at z/d = 25 are illustrated in Fig. 4: findings at other locations were similar. The region near the liquid surface consists of large, irregular, fragment-like elements (large SMD and $d_p$) while the dilute spray region near the edge of the flow involves smaller round drops. This is direct evidence of important effects of secondary breakup near the surface. Additionally, the multiphase mixing layer is surprisingly dilute ($d_p < 1$%), implying that collisions between liquid elements are improbable. These findings, as well as consideration of secondary breakup to be discussed later, support the conventional picture of atomization within dense sprays. Breakup of the liquid surface into ligaments and large drops followed by secondary breakup into smaller round drops. This conflicts with recent hypotheses, based on computational studies, that small drops are formed at the liquid surface and then collide and coalesce to create larger drops within the multiphase mixing layer. Additonal measurements are needed to resolve this controversy.

Drop sizes along the liquid surface were larger for turbulent than laminar liquids. Yet in spite of effects of secondary breakup and liquid turbulence, the MMD/SMD ratio was roughly 1.2 everywhere, which agrees with Simons's observations for a wide variety of non-evaporating dilute sprays. Furthermore, drop-size distributions for all conditions also satisfied Simons's universal root-mean square distribution for the MMD/SMD ratio. This is helpful since the entire drop size distribution can be related to a simple manner to the SMD. However, an explanation of this behavior and more evidence concerning its generality for dense sprays is needed.

The distributions of drop velocities illustrated in Fig. 4 show that they vary substantially with drop size at each point in the flow. Near the liquid core, the largest drops have velocities comparable to liquid injection velocities (ca. 56 m/s), however, velocities decrease with drop size and radial distance. A surprising feature is that gas velocities (which approximate the velocities of the smallest drops) are low and nearly constant across the mixing layer. This implies relatively ineffective momentum exchange between the phases since large drops contain most of the momentum and respond slowly to drag forces. The velocity variation with drop size provides direct evidence that the LHF approximation is not suitable, and it is not surprising that the LHF predictions in Fig. 4 are poor. Thus, the success of the LHF approach at large $d_p$ in Fig. 3 occurs because the momentum of the gas and small drops has little influence on flow dynamics at large jet exit conditions, and due to the LHF approximation being correct.

Primary Breakup

Aerodynamic Breakup

Atomization breakup of nonturbulent liquids involves a stripping mechanism at the liquid surface.
Current estimates of drop sizes from primary breakup are based on theory of aerodynamically-induced wave growth on liquid surfaces, assuming that the mean drop size is proportional to the size of the largest growing waves, and either ignoring (low Oh. limit), or considering, effects of liquid viscosity on wave growth. Using SMD to represent mean drop diameter for these limits we have:

\[ \frac{1}{\rho_s} \left( \frac{\omega}{\mu_s} \right)^{1/2} = \frac{2 \pi}{\lambda} \]

where the larger of the two estimates should be used. Limited measurements in this laboratory suggest: \( \rho_s = 0.4 \) and \( \mu_s = 1.3 \) Additionally, Louchis, suggests the presence of a high Ohm limit where aerodynamic breakup ends due to viscous damping when \( \frac{1}{\rho_s} \left( \frac{\omega}{\mu_s} \right)^{1/2} = 1 \).

More study is needed to evaluate Eqs. (1) as a means of estimating SMD from primary breakup within dense sprays. Additionally, there are some conceptual problems concerning the mechanism leading to Eqs. (1). Aerodynamic breakup theory considers roll waves which are assumed to separate from the drop surface as a consequence of the wave, and then divide by Rayleigh breakup into drops. Yet, observations of the liquid surface during atomization breakup show that the waves are more aligned with the streamwise direction, somewhat reminiscent of horseshoe vortices emanating from surfaces in single-phase boundary layers. Clearly, these observations must be accommodated by any conceptual theory of primary breakup for non-turbulent liquids.

There are several open issues with respect to primary breakup of non-turbulent liquids. First, of all, the rate of removal of liquid at the surface needed for any model of the flow. One approach that has been to use LIF analysis to estimate liquid mixing at high mixture fractions where LIF predictions are reasonably good. Combusting non-proprietary sprays have been treated in this manner with some success but the evaluation of primary breakup was not definitive. A second approach has been to use aerodynamic breakup theory to correlate the length of the liquid core, yielding:

\[ L_c/d = \frac{C_1}{\omega_s} \frac{p_s}{\rho_s} \]

where Chebrou et al. find \( C_1 \) in the range 7-16 for atomization breakup of pressure-atomized round jets in still air. Geometrical approximations of the core geometry using this length are then used to estimate liquid removal rates. This is plausible for modeling purposes but quantitative evaluation of the method is needed, while effects of liquid turbulence on Eq. (2) have not been resolved. Finally, no information is available concerning drop velocities after primary breakup. Thus, critical aspects of primary breakup for nonturbulent liquids must be resolved before the dense-spray region can be addressed in a rational manner.

**Turbulent Breakup**

The much larger drops from primary breakup for turbulent jet exit conditions are due to turbulent distortion of the liquid surface, stabilized by surface tension. Lee and Spence, provide early observations of this breakup mechanism at low ambient pressures. The properties of turbulent breakup can be estimated by considering the momentum required to overcome surface tension forces when forming a drop 18 using the relationship between velocity fluctuations and eddy size within the integral region of the turbulence spectrum. This yields the following expression for the range of drop sizes that can be formed:

\[ \frac{\rho_s}{\mu_s} \frac{u_{*}}{\sqrt{\omega_s}} \approx 6 \]

where \( C_1 \) is a constant of order unity. The maximum drop size and SMD are assumed to be on the order of the turbulent integral scale of the liquid turbulence. Thus:

\[ \frac{SMD}{\Delta} = C_1 \]

where \( C_1 \) is of order unity and Eq. (4) is appropriate only when Eq. (3) is satisfied for \( \frac{u_{*}}{\sqrt{\omega_s}} = 0.10-0.15 \) for turbulent flow — while turbulence properties within the liquid normally don’t significantly vary from jet exit conditions. This yields \( C_1 = 0.9-1.3 \) from the results of Lee and Spence. For the case of the turbulent breakup mechanism to be consistent with the observations of Lafferty and Goldsmith 1990 and deserves additional study as a possible way of estimating other properties of this primary breakup mechanism.

Equations (3) and (4) help put observations of effects of turbulent breakup from large-scale sprays into perspective. In particular, small injector diameters imply relatively small maximum drop sizes from this mechanism to that aerodynamic breakup effects normally dominate primary breakup. Additionally, most practical injectors have small length-to-diameter ratios so that liquid turbulence is not highly developed even when jet Reynolds numbers are high. Thus, turbulent primary breakup is probably not a major feature of most practical dense sprays.

**Secondary Breakup**

The general importance and relevant mechanisms of secondary breakup will be considered in the following. Criteria for secondary breakup depend on the jet size, and for slower acceleration in free fall, are as follows:

\[ \frac{W_{eq}}{W_{eq}} = 6.5 \quad \text{or} \quad \frac{W_{eq}}{W_{eq}} = 8/C_1 \]  (5)

Stable large drops in sprays have drag coefficients in the range 0.8-1.2, therefore, the two equations yield similar breakup criteria.

Measurements in the water sprays were consistent with Eqs. (5) since only drops near the surface exceed the criteria. This is generally the case for nonturbulent liquids based on the primary breakup estimates of Eq. (1). At low Oh, for example, Eq. (1) implies that the SMD Weber number after primary breakup is \( W_{eq} = 8 \). Therefore, all drops having diameters greater than roughly the SMD, which includes most of the spray liquid, exceed criteria for secondary breakup. Naturally, effects of viscosity or turbulent breakup can yield even larger drops with a greater propensity for secondary breakup.

There have been numerous studies of drop breakup, see Refs. 4, 5 and 30-34. Viscous effects inhibit droplet breakup for Oh \( > 2 \) but three types of droplet breakup have been identified for low Oh. They are droplet breakup and drop-percipient breakup. Deformation breakup involves distortion of the drop by gas pressure variations, causing some division into a few large drops or large breakup should occur for velocities accompanied by many very small drops. Stripping breakup is analogous to surface breakup of sprays with the bulk of the drop generating small drops. Drop-percipient breakup occurs at very high relative velocities due to Taylor instability of the windward side of the drop at high accelerations and yields small drops as well.

An illustration of the deformation and stripping regimes, due to Borovsk et al. 25 appears in Fig. 5. The transitions shown reflect regions that have been observed experimentally and the regimes are probably larger in practical situations. For \( \frac{W_{eq}}{W_{eq}} > 6 \), while transition between deformation and stripping correlates as \( \frac{W_{eq}}{W_{eq}} \sim 25 \); transition to droplet-percipient breakup occurs for \( \frac{W_{eq}}{W_{eq}} > 7000/C_1 \), which is well beyond conditions shown in Fig. 5.

**Characteristic Times**

Characteristic times are discussed in the following in order to generalize findings concerning secondary breakup and effects of separated flow. Relevant characteristic times are as follows: flow residence, liquid core residence, drop-response and drop-breakup times. The largest drops are of interest, having velocities of roughly \( u_{eq} \) and yielding flow residence times to reach \( \tau \)

\[ \tau = \frac{1}{u_{eq}} \]

Based on the correlation for \( \tau \), from Eq. (2), the liquid core residence time is

\[ \tau = \frac{L_c}{u_{eq}} = C_1 \left( \frac{d}{u_{eq}} \frac{p_s}{\rho_s} \right) \]

Drop-response time is defined as \( \tau = -1/\left( \frac{d}{u_{eq}} \frac{p_s}{\rho_s} \right) \). Using Eq. (5) to represent the largest stable droplet (having relative velocity \( u_{eq} \) in the flow), then yields

\[ \tau = 4 \frac{W_{eq}}{W_{eq}} \frac{d}{C_1} \]

Finally, droplet breakup times for deformation and
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strapping can be correlated in a similar manner

taking the correlation of Rance and Nishikawa for

where \( C_4 \) is an empirical strapping factor

A variety of response time ratios can be formed to

indicate that breakup times are small in comparison
to the time required for drops to approach gas

velocities. At atmospheric pressure, \( t_B / t_D \) is ca. 0.1

so that secondary breakup is relatively fast and its

outcome has the greatest influence on spray prop-

erties. At high pressures, however, \( t_B / t_D \approx 1 \) and

breakup extends over distances comparable to those

required for large drops to approach gas velocities.

then, drop breakup must be treated like a finite-

rate process, analogous to effects of drag and va-
porization on drop motion.

Another perspective on secondary breakup can be

found from

\[
\tau_{B/D} = \frac{t_B}{t_D} = \frac{C_4}{C_4 + \frac{1}{4} \rho g D^2 \tau_{D}^{1/2} \tau_B^{1/2}}
\]

which is the ratio of secondary-breakup to liquid-
core residence time. Near the atomization spray

breakup limit (Fig. 2), \( t_B / t_D \) reaches values of 0.1-

0.3 which implies that secondary breakup proceeds

rapidly in the multiphase moving liquid nu-

merically since new drops are formed all along the

liquid core). Thus, for these conditions, secondary

breakup tends to control processes in dense sprays,

some impingement of drop drag and vaporization tend
to control processes in dilute sprays.

Insight concerning separated flow can be ob-

tained from

\[
\tau_{B/D} = \frac{t_B}{t_D} = \frac{C_4}{C_4 + \frac{1}{4} \rho g D^2 \tau_{D}^{1/2} \tau_B^{1/2}}
\]

which is the ratio of flow-residence time to drop

response time. Large values of \( \tau_{B/D} \) correspond to

regions where separated flow effects are small. In-

terpreting \( \tau \) in Eq. (12) as the distance from breakup

implies significant effects of separated flow near the

liquid core. Drops near the edge of the flow, how-

ever, agitate near the injector and exhibit smaller
effects of separated flow. These trends correspond to

existing observations at atmospheric pressure.

At higher pressure the liquid core is

subsequently lower and has a higher velocity which

implies that separated flow effects are small within

the dense spray region. The effect of density ratio

is smaller for \( \tau_B / \tau_D \) than for \( \rho g / \rho_D \), since the liquid

core becomes shorter as \( \rho g / \rho_D \) increases from Eq. (2).

Equation (13) indicates that large diameter jets, like

those of Refs. 14–16, have reduced effects of sepa-
rated flow in comparison to practical sprays due to

their large \( \omega \). Thus, the LIF limit is approached

at large \( \omega \), with this limit approached more rap-

didly as \( \rho g / \rho_D \) increases, as long as \( \rho \) is sufficiently

small. However, experimental evidence for this be-

havior must still be obtained.

Nomenclature

- \( C \): empirical coefficient for process of

- \( D \): droplet diameter

- \( e \): injector exit and drop diameters

- \( f \): drop elippecity

- \( L_a \), \( L_{mb} \): injector passage, liquid breakup and

- \( L \): liquid core length

- \( M \): mass mean diameter

- \( \rho \), \( \rho_0 \): liquid and droplets numbers: \( \rho/ \rho_0 \)

- \( \rho g_0 \): drop density

- \( \alpha \): jet and drop Reynolds numbers: \( \rho \omega \)

- \( \alpha / \rho_0 \): drop velocity

- \( \omega_0 \): Sauter mean diameter

- \( \alpha \): streamwise absolute and relative veloc-

- \( \omega \): velocity

- \( \rho e \): jet and drop Weber numbers based on

- \( \rho e \): streamwise distance

- \( \alpha \): liquid volume fraction

- \( \alpha \): radial integral scale

- \( \mu \): surface tension

- \( \sigma \): characteristic time \( \tau \).

Subscripts

- \( f \): liquid-phase property

- \( p \): gas-phase property

- \( d \): drop property

- \( s \): liquid surface property

- \( s \): liquid surface property

- \( i \): injector exit condition

Superscripts

- \( / \): time-averaged mean property

- \( * \): critical condition
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APPENDIX B: RUFF ET AL. (1992)
Continuous- and Dispersed-Phase Structure of Dense Nonevaporating Pressure-Atomized Sprays

G. A. Ruff*, P.-K. Wu† L. P. Bernal,‡ and G. M. Faeth§

University of Michigan, Ann Arbor, Michigan 48109

The structure and breakup properties of the dense-spray region of nonevaporating pressure-atomized sprays were studied. The multiphase mixing layer near the injector exit was emphasized. Considering large-scale (9.5-mm injector diameter) water jets injected vertically downward in still room air. Phase-discriminating laser velocimetry and double-pulse holography were used to measure phase velocities and drop-size properties for both nonturbulent and turbulent jet exit conditions. Present test conditions involved two types of primary breakup: 1) aerodynamic breakup for nonturbulent jets where properties could be correlated using earlier aerodynamic breakup theories; and 2) turbulent breakup for turbulent jets where drop properties could be related to liquid turbulence properties. Both mechanisms yielded Weber numbers exceeding secondary drop breakup limits near the liquid surface. Significant effects of separated flow were observed for present test conditions; however, scaling analysis suggests reduced effects of separated flow at higher injector velocities and ambient pressures—largely due to finer atomization.

Nomenclature

\( C_a \) = aerodynamic breakup coefficient

\( C_b \) = drop breakup time coefficient

\( C_L \) = liquid core length coefficient

\( C_D \) = drop drag coefficient

\( C_t, C'_t \) = turbulent breakup coefficients

\( d \) = injector exit diameter

\( d_p \) = drop diameter

\( k \) = Favre-averaged turbulence kinetic energy

\( L \) = injector passage length

\( L_s \) = liquid core length

\( N \) = number of measurements

\( Oh \) = jet Ohnesorge number, \( \mu/\sqrt{\rho \nu d} \)

\( Re \) = jet Reynolds number, \( \rho u_d \nu_d/\nu \)

\( r \) = radial distance

\( S \) = separated-flow factor, Eq. (9)

\( t \) = time

\( u \) = streamwise velocity

\( u_r \) = relative streamwise velocity

\( V \) = volume of sample

\( v \) = radial velocity

\( We \) = jet Weber number based on phase \( i \), \( \rho u_d^2d/\sigma \)

\( We'_p \) = drop Weber number number based on phase \( i \), \( \rho u_d^2d/\sigma \)

\( W_e \) = Favre-averaged spray Weber number, Eq. (8)

\( x \) = streamwise distance

\( \Lambda \) = radial integral scale

\( \mu \) = molecular viscosity

\( \rho \) = density

\( \sigma \) = surface tension

\( \tau_s \) = drop breakup time, Eq. (18)

\( \tau_c \) = liquid core residence time, Eq. (12)

\( \tau_f \) = flow residence time, Eq. (10)

\( \tau_p \) = drop response residence time, Eq. (16)

Superscripts

\( ' \), \( " \) = time-averaged mean and root-mean-squared fluctuating quantities

\( ' \), \( " \) = Favre-averaged mean and root-mean-squared fluctuating quantities

\( * \) = critical breakup condition

Introduction

THERE have been numerous efforts to develop methods to analyze spray processes. The present investigation seeks to contribute to this methodology by studying the dense-spray region near the exit of the injector passage for pressure atomization. Experiments were limited to relatively large-scale (9.5-mm injector diameter) nonevaporating round water jets injected into still air at normal temperatures and pressures. Earlier measurements of liquid volume fractions, entrainment rates, and dispersed-phase properties in the dense-spray region of these flows\(^1,2\) were extended to provide gas-phase and additional dispersed-phase properties. The new measurements, along with additional information obtained from the data of Ruff et al.,\(^1\) were used to continue study of locally homogeneous-flow (LHF) analysis of the process, e.g., analysis based on the assumption of infinitely fast interphase transport rates so that both phases have the same velocity and are in thermodynamic equilibrium at each instant and point within the flow. Present measurements were limited to the atomization breakup regime where a multiphase mixing layer along the edge of the flow begins to develop right at the injector exit.\(^1,2\) Jet exit conditions involved both slug and fully developed turbulent pipe flow because past work had shown sensitivity of dense-spray properties to liquid-phase turbulence levels.\(^1,2\)

For atomization breakup, the flow near the injector exit involves a liquid core (much like the potential core of a single-
measured using phase-discriminating laser velocimetry (LV), whereas double-pulse holography was used near the liquid surface where LV was no longer feasible. The measurements were compared with predictions based on the LHF approximation to help provide a measure of separated-flow effects. Scaling considerations of drop breakup and response were also used to interpret dense-spray properties and gain insight concerning use of the LHF approximation.

The paper begins with brief descriptions of experimental methods and the approach used for the LHF computations. Experimental results are then described, considering phase velocities, liquid breakup properties, and separated-flow parameters. The paper concludes by considering scaling of various processes in the flow. The present discussion is brief; additional details and a complete tabulation of data can be found in Ruff.13

Experimental Methods

Apparatus

The experimental apparatus was identical to past work,1,2 and will be described only briefly. The arrangement involved a large-scale (9.5-mm injector diameter) water jets injected vertically downward in still room air. City water was supplied to the injector by a centrifugal pump with the water flow rate measured using a paddle-wheel flow meter that was calibrated by collecting water for timed intervals.

The slug and fully developed flow injectors were also identical to Ruff et al.1,2 and are described by Ruff.13 Measurements of mean and fluctuating velocities across the exit of the injectors showed that the slug flow injector provided relatively uniform velocities, with a streamwise turbulence intensity of roughly 1%, at the jet exit, while the fully developed flow injector yielded jet exit properties that approximated fully developed turbulent pipe flow.15

Instrumentation

Laser Velocimetry

The ambient air was seeded with condensed oil particles having diameters less than 1 μm for LV measurements. The seeding particles had a flat frequency response to the gas flows in the range of 0-10 kHz, which was adequate for present LV measurements. A large enclosure (3 x 3 x 4 m high) was constructed around the spray facility to avoid contaminating laboratory equipment with seeding particles. For an enclosure of this size, the induced counterflow velocity is less than 2% of the axial velocities in the region measured near the edge of the jets.

A phase-discriminating LV system, similar to that of Modarress et al.,16 was used to avoid biasing gas-phase velocity signals with liquid velocity signals. The LV signal was obtained using the green line (514.5 nm) of an argon-ion laser (4W, Coherent, INNOVA 90-4) in the dual-beam forward-scatter mode. A 3.75:1 beam expander was used to minimize the dimensions of the measurement volume and to improve signal-to-noise ratios. The plane of the LV beams was rotated to measure both streamwise and crossstream velocities. The LV was frequency shifted (40 MHz Bragg cell, TSI model 9180-2181) to eliminate effects of directional bias and ambiguity. The receiving optics observed the probe volume of the LV at an angle of 30° from the forward-scattering direction, yielding a measuring volume having a diameter of 60 μm and a length of 110 μm.
The phase-discrimination system involved surrounding the LV measuring volume with the beam from a 5-mW HeNe laser directed at an angle of 15 deg from the LV axis, with collection optics in the forward-scattering direction also at an angle of 15 deg from the LV axis. This yielded a region viewed by the discriminator that had a diameter of 0.6 mm and a length of 1.3 mm, surrounding the LV measuring volume. Thus, droplets that could graze or cross the LV measuring volume yielded a scattering signal on the discriminator output so their velocities could be eliminated from the velocity record.

The LV scattering signal was recorded using a photomultiplier (TSI model 9160) and processed using a burst counter (TSI model 1990 C). The measurements involved low burst densities (one seeding particle in the measuring volume) and high data densities (time between validated velocity signals small in comparison to integral time scales); therefore, the analog output of the processor was time averaged to yield unbiased time averages. This involved low-pass filtering (Fihaco model 4213) of the output signal before it was digitized (LeCroy models 8212A/8 and 8800A) and transferred to a microcomputer for processing and storage.

The performance of the phase-discriminator system was checked by measuring LV data rates with and without seeding particles present. It was required that the LV data rate at least double for the measurements to be considered valid. Additionally, no measurement was accepted if more than 40% of the LV signal was rejected due to signals from the phase-discriminating system. Evaluation of this approach, using velocities of small particles measured by double-pulse holography as an upper bound for gas velocities, indicated significant upward bias of LV gas velocity measurements by particles if these limits were exceeded.

LV signals were averaged for 2 min (128,000 samples) to provide repeatable values of mean and fluctuating gas velocities. Experimental uncertainties (95% confidence) are estimated to be less than 5% for mean streamwise velocities, and less than 15% for streamwise and crossstream velocity fluctuations, largely dominated by finite sampling times. Measurements were repeatable well within these limits.

Double-Pulse Holography

LV data rates from drops alone were too high near the liquid surface so that double-pulse holography was used in the near liquid surface region. This approach is tedious and less accurate, due to difficulties in accumulating sufficient velocity samples and reduced particle response because only particles having diameters of roughly 5 μm and greater could be measured. Nevertheless, holography provided access to portions of the multiphase mixing layer that were no longer feasible using LV.

Ruff et al. describe the holocamera and reconstruction systems. Velocity data were obtained over 6 × 6 × 4 mm volumes, using at least three holograms per position. The data were spatially averaged over the width of the measuring volume (i.e., one-half the distance between adjacent radial positions), whichever was smaller. Velocity measurements were based on the motion of the centroid of the image and were correlated as a function of diameter using a linear least squares fit, considering drops having diameters less than 30 μm for present estimates of gas velocities. This typically involved correlation of 50–150 individual velocity determinations. The value given by the fit at a diameter of 5 μm, which is the lower end of the range that could be resolved, was used as the estimate of mean gas velocities. Unfortunately, sample sizes were too small to obtain reliable estimates of velocity fluctuations.

Gradient broadening and bias errors of mean gas velocities were not significant for present conditions, yielding experimental uncertainties (95% confidence) estimated to be less than 30%, largely governed by sampling limitations (except as noted later). Experimental uncertainties (95% confidence) for Sauter mean diameter (SMD) and mass median diameter (MMD) were both less than 10%, largely governed by sampling limitations, similar to past work.

Theoretical Methods

Predictions of flow properties were based on the LHF approximation, neglecting evaporation of the liquid, similar to Ruff et al. Other major assumptions of the analysis are as follows: steady (in the mean) axisymmetric flow with no swirl; negligible kinetic energy and viscous dissipation of the mean flow; buoyancy only affects the mean flow; and equal exchange coefficients of all species and phases. Under these assumptions, the flowfield can be found using a simplified version of the conserved-scalar formalism of Lockwood and Naguib, but based on mass-weighted (Favre) averages, following Bilger. Initial conditions were based on the LV velocity measurements of jet properties at the injector exit, supplemented by available information on the properties of fully developed turbulent pipe flows when appropriate.

Justification of the assumptions and other details of the LHF predictions can be found in Ruff et al. Notably, the formulation has been successfully calibrated for a variety of constant- and variable-density single-phase round jets. Additionally, the same formulation has been used successfully to estimate the structure of turbulent round air jets injected into water, which involves the same density ratio as the present flow. Thus, the main issue of the present evaluation is the adequacy of the LHF approximation in the near-injector region for liquid injection into gases.

Results and Discussion

Phase Velocities

Mean Velocities

Measured mean velocities in the multiphase mixing layer for slug and fully developed flow are illustrated in Figs. 1 and 2. Velocities are plotted as a function of r/x, the radial similarity variable for turbulent jets, to indicate the width of the flow; however, flow properties do not exhibit similarity in the r/x coordinate system. Three sets of velocity measurements are shown: continuous (gas)-phase mean velocities found using the phase-discriminating LV: dispersed (drop)-phase mean velocities for 5-μm-diameter particles, measured using double-flash holography (which are taken to be representative of mean gas-phase velocities in the region where LV was no longer feasible); and Favre-averaged velocities of the mixture as a whole for comparison with predictions. The Favre-averaged velocities were found by summing over the sample volume V containing N drops, as follows:

$$
\bar{u} = \frac{1}{V} \sum_{i=1}^{N} \left( \frac{(n(d) p d_{p} \delta_{p})}{\rho} + \left( V - \sum_{i=1}^{N} \left( \frac{(n(d) d_{p} \delta_{p})}{\rho} \right) \right) \bar{u}_{p} \right)
$$

where drop size and velocity determinations included the full range of the data reported by Ruff et al. Mean gas velocities in Eq. (1) were obtained from the LV measurements, if available, and from holography measurements (based on 5-μm-diameter drops), otherwise. The range of positions of the liquid surface, observed using holography, is indicated by the cross-hatched regions in the figures. Finally, LHF predictions of Favre-averaged velocities are also illustrated on the plots. Two predictions are shown for slug flow, ignoring and allowing for boundary-layer development along the walls of the injector passage, the latter using a flow development length of L/d = 5. These limits should bound the properties of the slug flow injector, however, differences between the two predictions are not very significant.
The results for slug flow jet exit conditions (Fig. 1) exhibit reasonably good agreement between mean velocity measurements found by LV and particle tracking in the region where they overlap. Gas velocities remain quite low in the mixing layer, and only increase slightly near the liquid surface as distance from the injector exit increases. Near the injector exit, Favre-averaged velocities are significantly greater than gas velocities except near the outer edge of the mixing layer. Farther from the injector, however, differences between phase velocities are only significant near the liquid surface. Nevertheless, separated-flow effects are important throughout the mixing layer and LHF predictions of mean velocities are not satisfactory.

The results for the fully developed jet exit conditions (Fig. 2) exhibit greater differences between mean velocities found by LV and particle tracking than for slug flow jet exit conditions. In general, velocities measured by particle tracking are biased upward from the LV results. This is felt to be the result of the breakup of larger liquid elements that are more common for fully developed flow than for slug flow, generating small drops with relatively high initial velocities. Measurement of the velocity of these drops before they relax to the gas velocity would tend to bias present velocity measurements toward higher velocities. The extent of this effect is difficult to quantify; therefore, the particle velocities of Fig. 2 are at best representative of an upper bound on gas velocities. Similar to slug flow, gas velocities remain relatively low throughout the mixing layer, Favre-averaged velocities are generally significantly greater than gas velocities indicating significant effects of separated flow, and LHF predictions are not very satisfactory as a result.

Gas Velocity Fluctuations

Measured and predicted gas velocity fluctuations are illustrated in Figs. 3 and 4 for slug and fully developed flow jet exit conditions. The measurements are limited to streamwise and radial velocity fluctuations found by LV, which generally only covers the outer half of the mixing layer. Predictions are based on the isotropic approximation, $\frac{\sigma^2}{\bar{u}^2} = \frac{\sigma^2}{\bar{u}^2} = 2k/3$, and are Favre averages under the LHF assumption. Measured velocity fluctuations are nearly isotropic near the outer edge of the mixing layer, which is similar to the behavior of single-phase jets. Streamwise velocity fluctuations are substantially greater than radial velocity fluctuations, however, as the spray becomes dense (this is particularly evident for $x/d = 12.5$). Such behavior is typical of dense sprays in regions where relative velocities are significant.$^{11,27}$ Other than indicating that velocity fluctuations should increase in the dense portions of the mixing layer, in a qualitative way, the LHF predictions of velocity fluctuations are not very useful.

Liquid Breakup

Drop-Size Distributions

Table 1 is a summary of drop-size properties for nonturbulent and turbulent jet exit conditions. These properties were relatively independent of position along the liquid surface, and over the flow cross section if the region near the liquid surface was excluded. Thus, SMD and MMD/SMD ratio have been grouped accordingly in Table 1 with properties over the cross section represented by results at $x/d = 100$. Gas velocities along the liquid surface varied irregularly due to experimental uncertainties so that only the range of values is summarized in Table 1. Velocities in the liquid core remain close to jet exit velocities, ca. 56 m/s.$^1$

For each jet exit turbulence level, SMD along the liquid surface is substantially greater than over the cross section, providing evidence for significant effects of secondary breakup. Additionally, liquid turbulence substantially increased drop
sizes everywhere in comparison to nonturbulent conditions: roughly 7:1 after primary breakup at the surface, and roughly 2:1 over the cross section. In view of the larger drop sizes for a turbulent liquid, it is somewhat surprising that this flow mixes fastest (cf. Figs. 1 and 2). This behavior is due to faster primary breakup for the turbulent liquid, perhaps with enhanced radial drop velocities due to radial velocity fluctuations in the liquid.

In spite of effects of turbulence on primary breakup, as well as secondary breakup, the MMD/SMD ratio is roughly 1.2 for all conditions in Table 1. This value agrees with observations for a wide variety of nonevaporating dilute sprays. This motivated examination of whether the drop-size distributions in the dense sprays satisfy Simmons' universal root-normal drop-size distribution function. These results are illustrated in Fig. 5, considering every position measured for both nonturbulent and turbulent jet exit conditions. It is evident that the root-normal distribution with MMD/SMD = 1.2 provides a reasonably good fit of all the measurements. Notably, except for x/d = 12.5, where effects of flow development are strongest, individual evaluations of the MMD/SMD ratio yield a value of roughly 1.2 as well. The correlation of Fig. 5 is very helpful because the entire drop-size distribution can be related in a simple manner to SMD. However, an explanation of this behavior and more evidence that it is generally suitable for dense sprays is needed.

**Non turbulent Primary Breakup**

Present results indicate different breakup mechanisms for nonturbulent and turbulent liquids at otherwise identical conditions in the atomization breakup regime with low Oh. It is generally agreed that atomization breakup at low Oh involves a stripping mechanism for nonturbulent liquids. Among others, Levich has proposed a formula to estimate drop sizes due to primary breakup for these conditions based on Taylor's theory of aerodynamically induced growth of surface waves, assuming that the average diameter of drops formed at the surface is proportional to the wavelength of the unstable surfac waves having the highest growth rates. Using SMD to represent the average drop diameter then yields

\[
SMD = 6\pi C_s \sigma \left[ \rho_s (\bar{u}_s - \bar{u}_p)^2 \right]
\]

where \(C_s\) is a constant of proportionality near unity.

For present conditions, \(\bar{u}_p\) is roughly equal to \(\bar{u}_s = 56.3\) m/s, based on LHF computations, as well as measurements of the velocity of protruberances from the liquid surface. Then, matching the primary breakup SMD in Table 1, using an average value of \(\bar{u}_s\), yields \(C_s = 0.4\). Since \(C_s\) is expected to be on the order of unity, the aerodynamic primary breakup correlation of Eq. (2) appears to be reasonable for nonturbulent conditions within dense sprays. However, additional evaluation of the expression for other test conditions is clearly needed.

---

**Table 1** Drop-size properties

<table>
<thead>
<tr>
<th>Flow</th>
<th>Liquid surface, 12.5</th>
<th>Cross section, x/d = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\bar{u}_p,) m/s</td>
<td>SMD, (\mu m)</td>
</tr>
<tr>
<td>Slug</td>
<td>3—9</td>
<td>174</td>
</tr>
<tr>
<td>Fully developed</td>
<td>8—15</td>
<td>1330</td>
</tr>
</tbody>
</table>

\(SMD\) and MMD are based on equivalent spherical drops as described in Ruff et al. Gas velocity estimated from 5-\(\mu m\)-diam drops near surface.
where \( C \) is a constant on the order of unity. Taking \( C = 1 \), Eq. (4) implies that the minimum drop diameter resulting from turbulent breakup for the conditions of Table 1 is ca. 250 \( \mu \)m, which is in good agreement with observations. In contrast, Eq. (4) is not satisfied even when \( d_p = \Lambda \) for the first wind-induced test condition for the present sprays.\(^2\) Also, this corresponds to observations because the liquid surface only was roughened by turbulent distortion for this test condition and no drop breakup occurred. Thus, the turbulent breakup mechanism is consistent with present observations and deserves additional study over a wider range of test conditions.

Equations (3) and (4) also help to put observations of effects of liquid turbulence on primary breakup for the present large-scale sprays into perspective. For example, small injector diameters imply relatively small maximum drop sizes from this mechanism, while the aerodynamic breakup correlation. Eq. (2), is essentially independent of injector diameter (as long as Oh is sufficiently low. Thus, aerodynamic breakup is likely to be more dominant for conventional sized injectors, because it yields larger drops than turbulent breakup, even when jet exit conditions are fully turbulent. Additionally, most practical injectors have small length-to-diameter ratios so that liquid turbulence is not highly developed even when jet Reynolds numbers are large. Based on these considerations, turbulent primary breakup is probably not a major feature of most practical sprays, as suggested by Reitz\(^2\) and Reitz and Bracco.\(^2\)

### Secondary Breakup

Criteria for secondary breakup are frequently stated in terms of a drop Weber number, defined as follows:

\[
We_{db} = \frac{\rho_d d_p (u_p - \bar{u})^2/\sigma}{\rho \bar{u}^2} \tag{5}
\]

One criterion, discussed by Clift et al.\(^20\) is based on water drops accelerated by shock waves, yielding:

\[
We_{db} > We_{db}^* = 6.5 \tag{6}
\]

Another criterion, discussed by Pruppacher and Klett,\(^21\) was obtained for liquid drops falling in still air:

\[
We_{db} > We_{db}^* = 8/C \tag{7}
\]

For present test conditions, drop drag coefficients are in the range of 0.8 - 1.2 for the largest drops, based on the standard drag coefficient for spheres\(^1\); therefore, Eqs. (6) and (7) yield similar values of \( We_{db}^* \).

In order to quantify the potential for secondary drop breakup in the mixing layer, mass-weighted Weber numbers were computed as follows:

\[
We = \sum_{i=1}^{N} \left( \rho_d d_i (u_p - \bar{u})^2/\sigma \right) d_i^2 / \sum_{i=1}^{N} d_i^2 \tag{8}
\]

given \( N \) drop measurements at a point. The resulting distributions of \( We \) for the sprays having slug and fully developed jet exit conditions are plotted in Fig. 6. The values of \( We \) are greatest near the liquid surface and decrease monotonically with increasing distance from the surface. In general, values of \( We \) near the liquid surface exceed \( We_{db}^* \) for breakup from Eqs. (6) and (7), supporting significant effects of secondary breakup in the mixing layer. The larger liquid elements ejection from the surface when the liquid is turbulent imply greater effects of secondary breakup for these conditions.

Primary followed by secondary breakup is likely to be a general mechanism for dense sprays. For example, the value of \( We_{db} \) for a drop having a diameter equal to the SMD is roughly 8 for aerodynamic primary breakup from Eq. (2). Thus, drops having diameters of the order of the SMD and
Fig. 6 Favre-averaged drop Weber numbers for slug and fully developed flow and atomization breakup.

Fig. 7 Favre-averaged separated-flow factor for slug and fully developed flow and atomization breakup.

formed drops near the injector exit and along the liquid surface generally have velocities that are significantly greater than gas velocities, yielding relatively large values of $S$. Drops near the outer edge of the flow, however, must have had significant residence times in the gas so that turbulent dispersion can transport them to this region. Therefore, drops near the edge of the flow tend to relax toward gas velocities. Additionally, fully developed jet exit conditions increase drop concentrations in the mixing layer in comparison to slug flow exit conditions, causing greater acceleration of the gas within the mixing layer. This compensates for the higher velocities associated with larger drops produced by fully developed exit conditions and tends to reduce $S$. Nevertheless, the values of $S$ on the order of unity throughout most of the mixing layer. Separated-flow effects are clearly important, which explains why predictions based on the LHF approximation are poor for present test conditions.

**Scaling**

**Characteristic Times**

Characteristic times are considered in the following to evaluate secondary breakup and effects of separated flow, and to help relate present observations for large sprays to practical pressure-atomized sprays. Characteristic times of interest are flow residence, liquid core residence, drop response, and drop breakup times. The largest drops are of interest, which have velocities of roughly $u_0$; therefore, an appropriate flow residence time is

$$\tau_p = \frac{x}{u_0}$$

where $x$ is to be interpreted as the distance from the position where the drop entered the mixing layer after primary breakup.
It is also of interest to assess response over the length of the liquid core as a measure of the length of the dense-spray region. A theoretical expression for the length of the liquid core:

\[ L/d = C_r (\rho_l/\rho_g)^{1/2} \]  

(11)

Chehroudi et al. find \( C_r \) in the range 7–16 for the continuous length of liquid core for pressure-atomized round jets in still gases within the atomization breakup regime. Taking the characteristic velocity of large jets to be \( u_0 \), the characteristic residence \( \tau_r \) of the liquid core becomes:

\[ \tau_r = L/u_0 = C_r (\delta u_l/\rho_l) (\rho_l/\rho_g)^{1/2} \]  

(12)

The largest drops have the longest characteristic response times. The results illustrated in Fig. 6 suggest that the largest drops have Weber numbers comparable to \( We_{\rho_0}^{*} \) from Eq. (6) for both laminar and turbulent liquid conditions, and this condition will be used as a measure of maximum drop sizes. This yields a critical drop size of

\[ d_{c}^{*} = \sigma We_{\rho_0}^{*} (\rho_l/\rho_g) \]  

(13)

assuming that relative velocities are comparable to \( u_0 \) based on present measurements for large drops. A characteristic response time for drops can be defined in terms of their rate of deceleration, as follows:

\[ \tau_r = -(du_0/dx)^{-1} = -u_0/(du_0/dt) \]  

(14)

Virtual mass and Basset history forces generally can be ignored when computing drop motion in sprays because \( \rho_l/\rho_g \gg 1 \), while pressures within the mixing layer are constant; therefore, conservation of momentum for a drop yields:

\[ du_0/dt = -3 \rho_l C_o (u_0 - u_0)/4 \rho_g d_0 \]  

(15)

Streamwise velocities have been assumed to be large in comparison to cross-stream velocities to obtain Eq. (15), which is justified due to the boundary-layer character of the mixing layer. Substituting Eq. (15) into Eq. (14), assuming \( u_0 \ll u_0 = u_0 \), as before, and using Eq. (13) to identify the critical drop size, then yields:

\[ \tau_r = 4 We_{\rho_0}^{*} \rho_l (3C_o \rho_l^2 u_0) \]  

(16)

Because \( C_o \) does not vary appreciably for large drops in sprays,\(^3\) Eq. (16) shows that increased gas densities and jet exit velocities reduce drop response times, both due to effects of breakup which reduces drop sizes and the relative increase of drag in comparison to inertia of the drops for a particular size [see Eq. (15)].

Finally, the characteristic time required for secondary breakup is an important feature of dense sprays. As noted earlier, drop Weber numbers are not much greater than the breakup limit, so that deformation and stripping breakup are the main mechanisms of secondary breakup.\(^3\) Therefore, adopting the correlation of Ranger and Nicholls\(^3\) for stripping breakup yields

\[ \tau_b = C_s d_0 (\rho_l/\rho_g)^{1/2} (u_0 - u_0) \]  

(17)

where the empirical factor \( C_s = 4 \). Taking \( d_0 = d_{c}^{*} \) and \( u_0 \ll u_0 \), as before, Eq. (17) becomes:

\[ \tau_b = C_s We_{\rho_0}^{*} \rho_l (\rho_l/\rho_g)^{3/2} (\rho_l/\rho_g) \]  

(18)

Characteristic Time Ratios

A variety of characteristic time ratios can be formed to highlight various properties of dense sprays. Forming the ratio \( \tau_r/\tau_b \) from Eqs. (16) and (18) yields:

\[ \tau_r/\tau_b = (3C_o C_s^2/4We_{\rho_0}^{*}) (\rho_l/\rho_g)^{1/2} \rho_l/\rho_g \]  

(19)

Small values of \( \tau_r/\tau_b \) imply that secondary breakup times are small in comparison to the time required for drops to relax to the local gas velocity. Taking \( C_o = 1 \) as before, implies that \( \tau_r/\tau_b \) is ca. 0.1 for present test conditions, so that secondary breakup is relatively fast, which agrees with observations that the largest drops are close to the liquid surface. Under these conditions, the outcome of secondary breakup has the greatest effect on dense-spray properties. At high pressures, however, \( \tau_r/\tau_b = 1 \) and breakup extends over distances required for drops to approach gas velocities; then, drop breakup must be treated like a finite rate process, similar to effects of drag and vaporization on drop motion.

Another perspective on secondary breakup can be found from the ratio of Eqs. (12) and (18):

\[ \tau_r/\tau_r = C_s We_{\rho_0}^{*} (C_s/We_{\rho_0}^{*}) \]  

(20)

which is the ratio of secondary breakup to liquid core residence time. For present test conditions, \( \tau_r/\tau_r \), ca. 0.005, so that breakup times are short in comparison to residence times in the mixing layer. This also agrees with observations that the large drops resulting from primary breakup were associated with the region near the liquid surface. However, this is not always the case. For example, transition from wind-induced to atomization breakup requires \( We_{\rho_0} > We_{\rho_0}^{*} = 13-40 \) near the transition limit, \( \tau_r/\tau_r \), is in the range 0.1–0.3, which implies that secondary breakup proceeds rather slowly within the mixing layer (particularly because new drops are formed all along the liquid core). Under these conditions, rates of secondary breakup are slow enough to control processes in dense sprays, somewhat like drop drag and vaporization tends to control processes in dilute sprays.

Insight concerning effects of separated flow can be obtained from

\[ \tau_r/\tau_r = (3C_o^4 We_{\rho_0}^{*}) (\rho_l/\rho_g)^{1/2} (\rho_l/\rho_g)^{1/2} \]  

(21)

where large values of \( \tau_r/\tau_r \) correspond to regions of the flow where effects of separated flow are significant. For present flows, drops continue to be formed at the liquid surface throughout the region where measurements were made. Therefore, characteristic distances, \( x \), and the corresponding values of \( \tau_r/\tau_r \) remain small, which is consistent with the large values of \( (\bar{u}_l - \bar{u}_l)/\bar{u}_l \) seen in Fig. 7 in this region. In contrast, drops near the edge of the flow originate near the jet exit. Then, estimating the empirical parameters in Eq. (21) as before, \( \tau_r/\tau_r \) varies in the range 0.5–4 as \( x/d \) varies in the range 12.5–100. This implies significant effects of separated flow near the jet exit, with separated-flow effects decreasing near the edge of the flow at larger streamwise distances, which is also consistent with the results illustrated in Fig. 7.

For a round jet, most of the liquid enters the mixing layer near the jet exit, and large values of the ratio

\[ \tau_r/\tau_r = (3C_o C_s^2/4We_{\rho_0}^{*}) (\rho_l/\rho_g)^{1/2} We_{\rho_0}^{*} \]  

(22)

implies that separated-flow effects are small within the dense spray region. The effect of the density ratio \( \rho_l/\rho_g \) is somewhat reduced for \( \tau_r/\tau_r \) in comparison to \( \tau_r/\tau_r \), because the length of the liquid core is reduced as this density ratio increases through Eq. (11). For present test conditions, \( L/d \) is in the range 200–460 from Eq. (11) while \( \tau_r/\tau_r \) is in the range 11–25 from Eq. (22). Thus, the values of \( \tau_r/\tau_r \) imply modest effects of separated flow over the length of the liquid core, although separated-flow effects are still significant for the
Conclusions

The multiphase mixing layer in the near-injector region of large-scale pressure-atomized sprays was investigated, considering both nonturbulent slug and fully developed turbulent pipe flow at the jet exit. The major conclusions of the study are as follows:

1. Present measurements, combined with the earlier results of Ruff et al. for the same flows, tend to support the classical view of atomization: a surprisingly dilute multiphase mixing layer (liquid volume fractions less than 1%) dominated by secondary breakup and separated-flow processes, while effects of collisions appear to be small.

2. Use of the LHF approximation was not effective for explaining the properties of the multiphase mixing layers for present test conditions, because large drops are continuously formed along the liquid surface and require significant times to relax to gas velocities. Characteristic time considerations suggest that locally homogenous flow is approached at large $\lambda_0$, with this limit approached more rapidly as $p_0/p$ increases.

3. For nonturbulent jet exit conditions, the SMD for primary breakup agreed with aerodynamic breakup theory, with $C = 0.4$. For turbulent jet exit conditions, SMD for primary breakup was explainable by turbulent breakup theory with $C = 0.4$, SMD roughly equal to the radial integral scale of the liquid turbulence.

4. Drop-size distributions after aerodynamic primary breakup, turbulent primary breakup, and secondary breakup all exhibited MMD/SMD ratios of roughly 1.2 and agreed reasonably well with Simmons's root-normal drop-size distribution. This is a useful simplification because the entire drop-size distribution is known if a single moment, like SMD, can be found.

5. An expression for the range of drop sizes that can be formed from the turbulent primary breakup mechanism was developed and indicated the dependence of drop size on the integral scale and intensity of liquid-phase turbulence. Expression was generally supported by present measurements. However, the importance of this breakup mechanism for practical injectors having small diameters is questionable.

6. Based on present measurements, more than half of the mass of the spray is contained in drops that are unstable to secondary breakup after aerodynamic breakup, while turbulent primary breakup yields larger drops that have a greater propensity for secondary breakup. Thus, secondary breakup appears to be an intrinsic process of dense sprays in the atomization-'spray breakup regime.'

The conclusions are based on limited measurement for liquid jets having large diameters which have relatively slow flow development rates in comparison to practical injectors and are only provisional pending additional experimental evaluation.
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APPENDIX C: TSENG ET AL. (1992a)
Effects of Gas Density on the Structure of Liquid Jets in Still Gases

L.-K. Tseng, G. A. Ruff, and G. M. Faeth
University of Michigan, Ann Arbor, Michigan 48109

A theoretical and experimental study of the near jet-exit region of nonevaporating round liquid jets in still gases is described. This flow is of interest for a variety of atomization and gas/liquid mixing processes; it also merits study as the multiphase counterpart of the single-phase turbulent jet. The objective of the research was to extend earlier studies of round water jets in still air.1-3 to consider effects of ambient gas density on the structure and mixing properties of the flow. Measurements of liquid volume fraction distributions were completed for water jets in still air at various ambient pressures. Tests were limited to atomization breakup, where liquid breakup into drops and the development of a multiphase mixing layer begins right at the jet exit. Because this regime is most important for practical applications, jet-exit conditions included both fully developed turbulent pipe flow and low-turbulence intensity slug flow due to the known importance of the degree of flow development at the jet exit on flow properties.1-5 The measurements were used to evaluate predictions of effects of gas/liquid density ratio on flow properties, found from an earlier model based on the locally homogeneous flow (LHF) approximation where relative velocities between the phases are assumed to be small in comparison to mean flow velocities.1

Only the main features of past work are considered, because reviews treating multiphase jets and dense sprays have appeared recently.4-6 Past measurements have established the main features of the near injector region of liquid jets in still gases within the atomization breakup regime. The flow consists of a liquid core, much like the potential core of a single-phase jet, surrounded by a dispersed drop gas mixing layer. Conductivity probes have been used to study the length of the liquid core at various ambient gas densities.8-10 The liquid core tends to become shorter at high ambient gas densities due to increased entrainment rates. Nevertheless, the liquid core and its multiphase mixing layer are prominent features of the flow for typical gas/liquid density ratios, extending 200-400 jet-exit diameters for liquid jets in still gases at atmospheric pressure.9

Recent measurements of Ruff et al.1-3 have yielded some information about the structure of the near jet-exit region of liquid jets in still gases. These experiments involved large (9.5- and 19.1-mm initial diameters) water jets injected in still air at atmospheric pressure. Measurements included liquid volume fraction distributions using gamma-ray absorption, drop
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Nomenclature

\( d \) = jet-exit diameter  
\( f \) = mixture fraction  
\( k \) = turbulence kinetic energy  
\( L \) = injector passage length  
\( Oh \) = Ohnesorge number, \( \mu_r/(p_d\sigma) \)  
\( \rho \) = pressure  
\( r \) = radial distance  
\( Re_r \) = jet Reynolds number, \( p_d u_r/\mu \)  
\( u \) = streamwise velocity  
\( v \) = radial velocity  
\( w \) = tangential velocity  
\( W_e \) = Weber number based on phase \( i \) and the jet diameter, \( p_d u_i/\sigma \)  
\( x \) = streamwise distance  
\( \alpha \) = volume fraction  
\( \mu \) = molecular viscosity  
\( \rho \) = density  
\( \sigma \) = surface tension  
\( \phi \) = generic property

Subscripts

\( c \) = centerline value  
\( f \) = liquid-phase property  
\( g \) = gas-phase property  
\( o \) = jet-exit conditions  
\( x \) = ambient conditions

Superscripts

(•) (′) = time-averaged mean and rms fluctuating quantities  
(¸) (″) = Favre-averaged mean and rms fluctuating quantities

---
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sizes and velocities in the mixing layer using double-pulse holography, and air entrainment rates using laser velocimetry. The measurements of mean liquid volume fraction distributions showed that the rate of development of the flow was affected by both the breakup regime and the degree of flow development at the jet exit. Atomsization breakup and fully developed turbulent pipe flow at the jet exit yielded the fastest mixing rates. Predictions based on the LHF approximation were effective for atomization breakup when mean liquid volume fractions were greater than 0.2; however, they progressively failed as the flow became dilute and at jet-exit conditions approached the wind-induced breakup regime. Difficulties with the LHF approach were identified by drop size and velocity measurements in the mixing layer, which showed significant effects of separated flow in regions where liquid volume fractions were low. Thus, the success of the LHF approximation at large liquid volume fractions was attributed to the small proportion of the momentum associated with the gas phase at these conditions due to the small gas liquid density ratio of the flow. Similarly, entrainment rates are governed by processes within the dilute portions of the mixing layer; therefore, LHF predictions generally overestimated entrainment rates due to separated-flow phenomena in the mixing layer. However, the findings suggested improved performance of LHF methods at large Weber, with this limit approached more rapidly at large gas liquid density ratios.

The objective of the present investigation was to explore effects of gas liquid density ratio on the mixing properties of liquid jets in still gases and the adequacy of predictions of flow properties based on the LHF approximation. Experiments involved measurements of liquid volume fraction distributions within large-scale (9.5-mm initial jet diameter) water jets in still air at ambient pressures of 1–8 atm. The measurements were compared with predictions based on the earlier LHF approach, to determine whether this methodology could treat effects of varying gas-liquid density ratios.

The paper begins with brief descriptions of experimental methods and the LHF computations. Results are then described, considering liquid volume and mass fraction distributions in turn.

**Experimental Methods**

**Apparatus**

Experimental methods were similar to Ruff et al., except that the flow was contained within a large pressure vessel so that the pressure of the ambient air could be changed. A sketch of the apparatus appears in Fig. 1. The arrangement involves a steady water jet injected vertically downward in still air within a large windowed pressure vessel (1.5-m diameter × 4.5-m long with two pairs of opposite windows having maximum opening diameters of 250 mm). Access to the interior of the pressure vessel was provided by a manhole at the top of the vessel. A second port at the top provided entry points to supply water to the jet and electrical cables needed to control the jet traversing system.

City water was fed to the injector using a centrifugal pump. The water was collected in the bottom of the tank with the radiation path crossing horizontally through the test area. Vertical traverses involving moving the injector assembly along linear bearings with a manual positioner having a positioning accuracy of 0.5 mm.

**Gamma-Ray Absorption Measurements**

Distributions of mean liquid volume fractions were measured using gamma-ray absorption similar to Ruff et al. An iodine-125 isotope source (5 mCi, emitting primarily at 27.24, 27.47 and 31.00 keV) provided a soft gamma-ray source with good absorption levels. The source was placed in a lead casket with an outlet aperture of 1.6-mm diameter and 13-mm long. Gamma rays passing through the flow were detected and counted with a Nal(Tl) single-crystal detector and a EG&G Ortec single-channel analyzer and counter timer (models 556, 590A, and 974). A lead aperture (1.5-mm diameter and 12-mm long) was placed in front of the detector to define the path observed through the flow. The energy window of the detector was set at 22–32 keV to minimize spurious counts due to backscatter radiation and Compton scattering. The source and detector were placed in recessed mounts within opposing windows of the apparatus (not shown in Fig. 1) so that they were separated by a distance of 500 mm with the radiation path crossing horizontally through the chamber axis.

Absorption measurements (based on 20,000–25,000 counts) were made for 30–60 parallel paths through the flow and deconvoluted in the same manner as Santoro et al. and Ruff et al. The narrow absorption path minimized potential errors due to the orientation of liquid elements to less than 5%. Experimental uncertainties were largely due to finite sampling times and background from the small drops dispersed within the pressure vessel. They are estimated (95% confidence) to be less than 30% for α > 0.01.

**Test Conditions**

Test conditions are summarized in Table 1. Operating conditions were selected to yield the same mean jet exit velocity for fully developed and slug flow at pressures of 1, 2, 4, and
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**Fig. 1** Sketch of the variable gas density apparatus.
Table 1 Summary of test conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet-exit diameter (mm)</td>
<td>9.5</td>
</tr>
<tr>
<td>Ambient pressure (atm)</td>
<td>1, 2, 4, and 8</td>
</tr>
<tr>
<td>Jet flow rate (kg/s)</td>
<td>3.47</td>
</tr>
<tr>
<td>Injector pressure drop (kPa):</td>
<td></td>
</tr>
<tr>
<td>Fully developed flow</td>
<td>2270</td>
</tr>
<tr>
<td>Slug flow</td>
<td>2110</td>
</tr>
<tr>
<td>Average jet exit velocity (m/s)</td>
<td>66</td>
</tr>
<tr>
<td>Re</td>
<td>462,000</td>
</tr>
<tr>
<td>We</td>
<td>312,000</td>
</tr>
<tr>
<td>We,a</td>
<td>350, 750, 1520, 3420</td>
</tr>
<tr>
<td>Oh</td>
<td>0.00821</td>
</tr>
</tbody>
</table>

- Pressure atexit water jet injected vertically downward and still air at various pressures and 298 ± 2 K, in atomization breakup regime for both slug flow and fully developed turbulent pipe flow. (L/d = 40 jet-exit conditions.)

8 atm within the atomization breakup regime. Due to the limitations of the pump, this required a water flow rate roughly 13% lower than the atomization breakup condition used by Ruff et al. for the 9.5-mm-diam injector. However, all test conditions are well into the atomization breakup regime defined by Ranz and Miess, and exhibited initial liquid breakup right at the jet exit, which is characteristic of this breakup regime.

Flow properties at the jet exit were measured earlier using laser velocimetry. For fully developed flow, mean streamwise velocity distributions were in good agreement with values in the literature for the same Reynolds number range. However, rms streamwise and radial velocity fluctuations were more uniform across the central region, yielding streamwise and radial turbulence intensities of 3 and 4 near the axis, which are somewhat larger than literature values. For slug flow, mean streamwise velocities were uniform over the central region of the flow and then declined near the wall (within 3-5% of the injector radius) due to boundary-layer growth in the nozzle passage. Streamwise and radial rms velocity fluctuations were roughly 1% of the mean streamwise velocity over the central region for slug flow.

Theoretical Methods

Predictions of flow properties were limited to use of the LHF approximation similar to past work. In addition to the LHF approximation, the major assumptions of the model are as follows: steady (in the mean) axi-symmetric flow with no swirl, boundary-layer approximations apply, negligible kinetic energy and viscous dissipation of the mean flow, buoyancy only affects the mean flow, equal exchange coefficients of all species and phases, and negligible mass transport between the phases (no evaporation). These assumptions are either conditions of the experiments or are justified by past practice, except for the LHF approximation, which will be evaluated by the measurements. In particular, operation of well-atomized sprays within a closed container saturated the air with water vapor so that there was no potential for liquid evaporation.

Under these assumptions, the instantaneous mixture fraction (defined as the fraction of mass that originated from the passage) is either 0 (in the gas) or 1 (in the liquid). Then, time- and Favre-averages of any scalar property φ can be found in terms of the Favre-averaged mean mixture fraction, as follows:

$$ \dot{\varphi} = \dot{\varphi},(1 - \bar{f}) + \varphi,\bar{f} $$

$$ \bar{\varphi} = (\varphi,\varphi,\varphi)(1 - \bar{f}) + \varphi,\varphi,\varphi,\bar{f} $$

Given Eqs. (1) and (2), the flowfield can be found from a simplified version of the conserved-scalar formation of Lockwood and Naguib, but using Favre averages following Bilger. Governing equations are solved for conservation of mass, streamwise mean momentum, mean mixture fraction, turbulence kinetic energy, and the rate of dissipation of turbulence kinetic energy. The specific formulation, all empirical constants, and a discussion of calibration of the approach for a variety of constant and variable density single-phase jets, appears elsewhere.

The specification of initial and boundary conditions, and the details of the numerical computations, can be found in Ruff et al. For fully developed flow, initial profiles of $u$, $k$, and $\epsilon$ were taken from Schlichting and Hinze because they are good approximations of present measured jet-exit conditions and are readily available to others. For slug flow, properties were assumed to be uniform except for bounding estimates of properties in the boundary layer along the wall for $L/d = 0$ and 5, with the latter conditions found assuming clean entry and no vena contracta along the nozzle passage from Schlichting.

Results and Discussion

Mean Liquid Volume Fractions

**Experimental Sensitivity**

The mean liquid volume fraction distributions provide a quantitative indication of effects of gas liquid density ratio and jet-exit conditions on flow properties. However, it is important to recognize the relationship between liquid volume fractions and mixing levels when interpreting these results.

The present flows have large liquid-gas density ratios, which implies that liquid volume fractions vary rapidly with mixture fraction. This can be seen from the state relationship for liquid volume fraction:

$$ a = f - (\rho,L)(1 - f) $$

Using Eq. (2), an analogous expression can be obtained for time-averaged mixture fraction $\bar{a}$, as a function of Favre-averaged mixture fraction $\bar{f}$ as follows:

$$ \bar{a} = \bar{f} - (\rho,L)(1 - \bar{f}) $$

Table 2 is a summary of $\bar{f}$ for $a = 0.1$ and 0.01 (or equivalently $\bar{f}$ for the two values of $\bar{a}$) over the present ambient pressure range. It is evident from the table that low levels of mixing cause large reductions in liquid volume fractions, even at the highest ambient pressures of the present test range. Thus, $\bar{a}$ is an unusually sensitive indicator of mixing levels near the jet exit.

**Axial Distributions**

Measured and predicted time-averaged mean liquid volume fractions along the jet centerline are illustrated in Figs. 2 and 3 for fully developed and slug flow jet-exit conditions, respectively. Results are plotted as a function of distance from the injector, normalized by the injector diameter, with ambient pressure as a parameter. Predictions for slug flow jet-exit conditions are shown for $L/d = 0$ and 5, which bounds the potential degrees of flow development within the nozzle passage, as noted earlier. Measurements of Ruff et al. at 1 atm for atomization breakup also are shown on the plots for both slug and fully developed flow: they agree very well with present results, although jet-exit velocities are slightly different. This is expected based upon the LHF predictions, which exhibit little variation of liquid volume fraction distributions with jet-exit velocity for the high Reynolds numbers of prevent flows.

For fully developed flow, Fig. 2, the region near the jet exit ($x/d < 3-8$) exhibits mean liquid volume fractions near unity. Just beyond this region however, mean liquid volume fractions decrease rapidly. The initial reduction of $\bar{a}$ occurs at progressively smaller values of $x/d$ as the pressure increases; values of $\bar{a}$, at a given value of $x/d$ generally being lower
at higher pressures as well. These trends indicate faster mixing rates at higher ambient gas densities, analogous to effects of flow density ratio for single-phase turbulent jets.\(^1\) There is good agreement between measurements and predictions, indicating that the LHF approach correctly treats effects of the density ratio of the flow on mixing properties. However, conditions illustrated in Fig. 2 represent relatively low levels of mixing, for example, results in Table 2 suggest that Favre-averaged mixture fractions are generally greater than 0.85.

For such low levels of mixing, predictions based on the LHF approximation have been reasonably good in the past.\(^1\) because separated flow effects due to relative velocity differences between the gas and liquid are not very significant when the mass of the flow is predominantly liquid. Based on past evaluations of the methodology,\(^1\) performance of the LHF approach is likely to be poorer as the dilute dispersed flow regime (where \(f \ll 1\)) is approached; behavior in this regime is considered later. Finally, although the variation of \(\bar{\alpha}_L\) suggests a relatively short liquid core, this is not the case when viewed in terms of mixture fraction. Favre-averaged mixture fractions are greater than 0.85 for all the results illustrated in Fig. 2, so that even low levels of flapping of the liquid core can explain the reductions of \(\bar{\alpha}_L\).

The slug flow results illustrated in Fig. 3 exhibit slower rates of mixing than the fully developed flows. First, \(\bar{\alpha}_L\) remains at unity until \(x/d\) is in the range 20-50. Similar to the results for fully developed flow, however, the value of \(x/d\) where \(\bar{\alpha}_L\) first begins to decrease from unity progressively decreases as the pressure increases, implying faster rates of mixing at higher ambient densities. The strong effect of the degree of flow development at the jet exit (cf. Figs. 2 and 3) is similar to earlier observations at atmospheric pressure.\(^1\) This occurs because the liquid density is large in comparison to the gas; therefore, the fully developed flow carries significant levels of turbulence energy into the mixing layer, which enhances mixing rates. Predictions of properties for slug flow conditions are very sensitive to the degree of flow development at the jet exit. Thus, there are significant differences between predictions for pure slug flow (\(L/d = 0\)) and allowance for boundary-layer growth within the injector passage (\(L/d = 5\)). These conditions bound the range of possibilities for present tests, and it is encouraging that the two predictions tend to bound the measurements except at \(x/d = 100\) and pressures of 4 and 8 atm. The discrepancies at \(x/d = 100\) occur in a region where the streamwise variation of flow properties is rapid, and tends toward dilute conditions. Thus, because both predictions tend to overestimate the rate of development of the flow, separated flow effects are probably responsible for the difficulty.

### Radial Distribution (Fully Developed Flow)

Predicted and measured radial profiles of mean liquid volume fractions for fully developed flow are illustrated in Figs. 4 and 5 for ambient pressures of 1 and 8 atm (results at 2 and 4 atm are similar). These results involve \(\bar{\alpha}_L/\bar{\alpha}_G\), plotted as a function of radial distance normalized by the injector radius, so that the actual width of the flow can be seen. Results are shown for various \(x/d\) ≤ 100 because larger distances risked disturbances of the flow from the chamber walls. The measurements of Ruff et al.\(^1\) at 1 atm are illustrated in Fig. 4 along with the present results. The two sets of experiments agree within experimental uncertainties except at \(x/d = 100\), where the confinement of the present jets may be responsible for somewhat reduced flow widths. As discussed earlier, predictions are essentially the same for the Reynolds number differences of the two tests. The measurements in Figs. 4 and 5 show a progressive increase of flow width with increasing distance from the jet exit, with flow widths increasing at a faster rate at the higher pressure. Apparent flow radii based on \(\bar{\alpha}_L/\bar{\alpha}_G\) however, are much smaller than for single-phase
and gas jets in liquids, however, predictions using the LHF approach indicate relatively normal flow widths far from the jet exit, in terms of $f$: this is discussed more fully later.

The comparison between predicted and measured liquid volume fraction distributions in Figs. 4 and 5 is generally quite good, consistent with the good predictions of properties along the axis for fully developed flow observed in Fig. 2. The main exception is the farthest downstream position, $x/d = 100$, at 1 atm, where measurements exhibit a wider flow than predictions. Ruff et al.¹ show that this difficulty is largely due to effects of separated flow as the multiphase flow becomes more dilute. Predictions at $x/d = 100$ are improved at 8 atm, which is expected, because the larger gas density should yield smaller drops after secondary breakup, tending to reduce errors due to effects of separated flow.²

**Radial Distributions (Slug Flow)**

Predicted and measured radial profiles of mean liquid volume fractions for slug flow are illustrated in Figs. 6 and 7 for ambient pressures of 1 and 8 atm (results at 2 and 4 atm are similar). Measurements of Ruff et al.¹ at 1 atm for slug flow are illustrated in Fig. 6 along with the present measurements. In this case, both sets of measurements agree everywhere within experimental uncertainties, in accord with expectations from the predictions. Better agreement between the two sets of measurements for slug flow than fully developed flow at $x/d = 100$ is reasonable because the slug flow is narrower, which reduces effects of confinement for present measurements. Predictions for $L/d = 0$ and 5 are shown, similar to Fig. 3. Results illustrated in Figs. 6 and 7 exhibit a relatively sharp transition between the liquid core of the flow and the region where $\bar{\alpha}$ decreases, at least for $x/d \leq 50$. Additionally, the extent of radial spread of the slug flows is less than the fully developed flows. Both these observations are consistent with slower mixing rates for slug flow than fully developed flow. As before, however, flow widths at a particular $x/d$ are significantly larger at 8 atm than 1 atm, suggesting faster mixing rates at higher pressures.
Predictions of slug flow properties in Figs. 6 and 7 are reasonably good for $x/d \leq 25$, within the bounds of the limiting estimates of the degree of flow development at the jet exit. Farther from the injector, however, predictions are less satisfactory. In particular, errors are large in the region where $\tilde{a}_k$ first begins to decrease from unity (see Fig. 3). This behavior is caused by poor estimates of $\tilde{a}_k$, due to uncertainties in the initial degree of flow development, because $\tilde{a}_k$ is used to normalize both predictions and measurements in Figs. 6 and 7. Beyond this region, predictions are in better agreement with measurements but this is largely fortuitous because $\tilde{a}_k$ is still not predicted very well by either limiting condition (see Fig. 3). These difficulties are probably due to the effects of separated flow in the rapidly developing region near the tip of the liquid core for slug flow, as discussed earlier.

**Sensitivity Study**

The sensitivity of present computations was examined similar to past work. Predictions were very sensitive to initial mean velocity distributions, as can be seen from the results illustrated in Figs. 3, 6, and 7 for slug flow at the limits $L/d = 0$ and 5. Predictions were also sensitive to initial values of $k$ and $\varepsilon$, with 10% changes in these properties causing 5–10% changes in $\tilde{a}_k$ for $x/d$ in the range 20–60. However, these properties were reasonably well known for the fully developed flows, whereas effects of low-turbulence levels in the case of the slug flow were not very significant. Thus, the uncertainties of the predictions were largely governed by difficulties in specifying the mean velocity distribution for slug flows, and the less quantifiable limitations of $k-$$\varepsilon$ turbulence models using the LHF approximation for multiphase boundary-layer flows.

**Favre-averaged Mixture Fractions**

**Axial Distributions**

Computations indicated that distributions of Favre-averaged mixture fractions were much less influenced by variations of ambient gas density than time-averaged liquid volume fractions; therefore, both present measurements and those of Ruff et al. were examined in terms of this fundamental mixing property. This was done by computing $f$ from the measured values of $\tilde{a}$ using Eq. (4).

It is well known that properties along the axis of single-phase variable-density jets should scale in terms of a density-weighted streamwise distance, which becomes $(p_0/p)^{1/2} x/d$ for present measurements. Chehrroudi et al. also find similar scaling for their correlation of the length of the liquid core. Thus, predicted and measured $f$ are plotted in terms of this variable for both fully developed and slug flows in Fig. 8. Measurements are identified by ambient pressure and source. When plotted in the manner of Fig. 8, predicted effects of ambient pressure, jet-exit Reynolds number, and $L/d$ (for slug flow) were small; therefore, only single predicted lines are shown for fully developed and slug flow.

In contrast to $\tilde{a}_k$, the sensitivity of present experiments to $f_*$ is relatively low due to the large density ratios of the flows. Thus, measured values of $f_*$ are generally greater than 0.85 as noted in connection with the plots of $\tilde{a}_k$ (Figs. 2 and 3). Over this narrow range of $f_*$, however, the measurements at various ambient pressures correlated reasonably well in terms of density-weighted streamwise distance.

Predicted and measured $f_*$ shown in Fig. 8 are in reasonably good agreement for $(p_0/p)^{1/2} x/d < 5$. However, this observation is much less definitive than comparisons between predicted and measured values of $\tilde{a}_k$ due to the reduced sensitivity of $f_*$.

Fig. 7 shows that the striking effect of jet-exit turbulence on the variation of $\tilde{a}_k$ is much less evident for $f_*$. The measurements, however, yield larger values of $f_*$ than predicted at density-weighted distances greater than five, particularly for slug flow where predicted properties vary most rapidly in the streamwise direction. This implies slower rates of mixing along the axis than LHF predictions, suggesting significant effects of separated flow in the region just downstream of the end of the liquid core. This is plausible, because breakup of the end of the liquid core, the same as primary breakup along its
surface, should yield larger drops having significant relative velocities. Thus, the predicted universal behavior of \( f \), was not approached for present test conditions as the flow become more dilute for density-weighted streamwise distances greater than five. This is much more evident from the plots of \( f \cdot \), in Fig. 8 than those for \( \alpha_{l} \), in Figs. 2 and 3 due to effects of large density ratio on sensitivity to these properties.

**Radial Distributions**

Due to the length of the liquid core, present flows are transitional between a mixing layer and a jet when viewed in the radial direction. Thus, radial profiles of \( f \) were limited to mixing layer conditions (\( \alpha_{l} \approx 1 \)) to avoid the complications of this transition. Within the mixing layer, predictions showed that \( f \cdot \), was relatively independent of the density ratio when plotted in terms of \((r - r_{\text{core}}) / x\) so that measurements will be considered in terms of these variables. In order to extend the range of \( f \) that could be examined, the present gamma-ray absorption measurements were supplemented by holography measurements in the multiphase mixing layer from Ruff et al.\(^1\)

Predicted and measured radial profiles of \( f \cdot \), are plotted in Fig. 9 for both fully developed and slug flows. As mentioned earlier, predictions exhibit small changes with density ratio and position for present test conditions. The present gamma-ray absorption measurements are in reasonably good agreement with predictions when plotted in the manner of Fig. 9, however, they are limited to \( f \cdot > 0.85 \).

The agreement between predictions and the holography measurements illustrated in Fig. 9 is much less satisfactory. The holography measurements were obtained in the dispersed flow region where the liquid is present as irregular liquid elements and dots, which is typical of dilute dispersed flows. Thus, poorer performance of the LHF approximation is expected, based on observations in other dilute dispersed flows.\(^4\)

**Conclusions**

The structure and mixing properties of nonevaporating liquid jets in still gases were studied for various ambient gas densities at atomization breakup conditions, emphasizing the region near the jet exit. The major conclusions of the study are as follows:

1. Increasing gas/liquid density ratios reduces the length of the liquid core and increases the flow width, implying increased rates of mixing analogous to effects of density ratio for single-phase turbulent jets.

2. Turbulence levels and the degree of flow development at the jet exit have a strong effect on mixing rates, with turbulent flows mixing much faster than nonturbulent slug flows.

3. Use of the locally homogeneous flow approximation, in conjunction with a Favre-averaged turbulence model, yielded good estimates of effects of gas/liquid density ratio and initial liquid vorticity on time-averaged liquid volume fraction distributions and Favre-averaged mixture fraction distributions in the region near the liquid core where \( f > 0.85 \). The main reason for this is that separated flow effects, like small velocities of the gas and small drops, are not very important for these low degrees of mixing. Nevertheless, it is helpful that predictions provide reasonable estimates of the initial stages of mixing.

4. Distributions of \( f \) were relatively independent of the density ratio of the flow in terms of \((\rho_{g} / \rho_{l})^{2} \cdot x \cdot d\) along the axis and \((r - r_{\text{core}}) \cdot x\) across the mixing layer for \( f > 0.85 \): therefore, many of the unusual mixing properties of these flows in terms of \( \alpha_{l} \), are due to the strong nonlinearities of the state relationship between \( \alpha_{l} \), and \( f \) rather than unusual behavior of the fundamental mixing variable \( f \) itself. Predictions suggest that this scaling of \( f \) should extend to the full range of \( f \); effects of separated flow are small, however, this regime was not reached during the present experiments.

5. For \( f < 0.85 \), significant effects of separated flow were observed, causing poor performance of predictions using the locally homogeneous flow approximation and effects of the density ratio on the scaling of distributions of \( f \). This agrees with other determinations of important effects of separated flow in dilute dispersed flows. However, quantitative estimates of conditions where separated-flow must be considered require more information on primary breakup properties than currently available.
Present conclusions are based on large-scale sprays (9.5-
mm injector diameter) that have much lower rates of deceleration
than practical injectors, and regions of the flow having
relatively high mixture fractions (generally greater than 0.9
along the axis) where the momentum of the gas does not have
a strong influence on flow dynamics. These factors favor use
of the locally homogeneous flow approximation. so that pres-
ent observations are not necessarily in conflict with earlier
work showing significant separated-flow effects within dense
sprays for smaller injector diameters and mixture frac-
tions.

Additional information concerning liquid breakup
properties in dense sprays clearly is needed in order to provide
a rational means of evaluating separated-flow effects and the
adequacy of the locally homogeneous flow approximation for
particular conditions.
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Dispersed-Phase Structure of Pressure-Atomized Sprays at Various Gas Densities
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ABSTRACT

The dispersed-phase structure of the dense-spray region of pressure-atomized sprays was studied for atomization breakup conditions, considering large-scale (9.5 mm initial diameter) water jets in still air at ambient pressures of 1, 2 and 4 atm., with both fully-developed turbulent pipe flow and nonturbulent slug flow at the jet exit. Drop sizes and velocities, and liquid volume fractions and fluxes, were measured using holography. Measurements were compared with predictions based on the locally-homogeneous flow (LHF) approximation as well as recent correlations of drop sizes after primary breakup of turbulent and nonturbulent liquids. The dispersed-flow region beyond the liquid surface was relatively dilute (liquid volume fractions less than 0.1%), with significant separated-flow effects throughout, and evidence of near-limit secondary breakup and drop deformation near the liquid surface. Turbulent primary breakup predictions were satisfactory at atmospheric pressure, where the correlation was developed, but failed to predict observed trends of decreasing drop sizes with increasing gas density due to aerodynamic effects; in contrast, the laminar primary breakup predictions successfully treated the relatively small effects of gas density for this breakup mechanism. Effects of liquid turbulence at the jet exit were qualitatively similar to single phase flows, yielding faster mixing rates with increased turbulence levels even though drop sizes tended to increase as well. LHF predictions within the dispersed-flow region were only qualitatively correct due to significant separated-flow effects, but tended to improve as the ambient pressure and the distance from the jet exit increased.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_a</td>
<td>aerodynamic breakup constant, Eq.(7)</td>
</tr>
<tr>
<td>C_r</td>
<td>ligament residence-time constant, Eq. (6)</td>
</tr>
<tr>
<td>d</td>
<td>injector diameter</td>
</tr>
<tr>
<td>d_p</td>
<td>drop diameter</td>
</tr>
<tr>
<td>e_p</td>
<td>volume-averaged ellipticity</td>
</tr>
<tr>
<td>f</td>
<td>mixture fraction</td>
</tr>
<tr>
<td>FDF</td>
<td>fully-developed flow</td>
</tr>
<tr>
<td>g</td>
<td>liquid flux</td>
</tr>
<tr>
<td>L</td>
<td>injector passage length</td>
</tr>
<tr>
<td>MMD</td>
<td>mass median diameter</td>
</tr>
<tr>
<td>N</td>
<td>number of drops in sample</td>
</tr>
</tbody>
</table>
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\(Oh_i\) = Ohnesorge number based on length scale \(i\), \(\mu_i/\sqrt{\rho_i\sigma}\)

\(r\) = radial distance

\(Re_d\) = jet Reynolds number, \(U_d/d/\nu\)

\(SF\) = slug flow

\(SMD\) = Sauter mean diameter

\(u\) = streamwise velocity

\(u_p\) = streamwise drop velocity

\(v\) = radial velocity

\(V\) = sample volume

\(We_{IA}\) = integral-scale Weber number, \(\rho u^2 A/\sigma\)

\(\bar{We}_g\) = spray Weber number, Eq. (2)

\(\bar{We}_{jd}\) = jet Weber number based on phase \(i\), \(\rho_i u^2 d/\sigma\)

\(\bar{We}_d\) = drop Weber number, Eq. (3)

\(\bar{We}_{gd}\) = critical drop Weber number for secondary breakup

\(\bar{We}_{gSMD}\) = primary breakup Weber number, \(\rho g u^2 SMD/\sigma\)

\(x\) = streamwise distance

\(\alpha\) = liquid volume fraction

\(\Lambda\) = radial integral scale

\(\mu\) = molecular viscosity

\(\nu\) = kinematic viscosity

\(\rho\) = density

\(\sigma\) = surface tension

\(\tau_b\) = ligament aerodynamic breakup time, Eq. (7)

\(\tau_r\) = ligament residence time, Eq. (6)

Subscripts

\(f\) = liquid-phase property

\(fc\) = liquid core property

\(g\) = gas-phase property

\(o\) = injector exit condition

Superscripts

\((\cdot), (\cdot)\) = time- and Favre-averaged mean quantities

\((\cdot)'\) = time-averaged rms property
INTRODUCTION

The present study extends past work in this laboratory concerning the properties of the near-injector dense-spray region of pressure-atomized sprays.\textsuperscript{1-6} The first phase of the investigation involved measurements of liquid volume fractions and dispersed-phase structure of large water jets (9.5 mm and 19.1 mm initial diameter) in still air at atmospheric pressure.\textsuperscript{1-3} Tseng et al.\textsuperscript{4} extended the liquid volume fraction measurements to treat effects of ambient air density at ambient pressures of 1-8 atm. Additionally, mechanisms of primary breakup of both nonturbulent and turbulent liquids have been studied in air at normal temperature and pressure, considering various liquids and jet exit diameters and velocities.\textsuperscript{5,6} The objective of the present investigation was to examine the effect of varying gas densities on the dispersed phase properties of dense sprays, emphasizing conditions within the multiphase mixing layer that begins right at the jet exit for atomization breakup conditions, for test conditions similar to Tseng et al.\textsuperscript{4}

Past work on pressure-atomized dense sprays has been discussed in several recent reviews.\textsuperscript{7-12} Early studies emphasized breakup regimes, identifying conditions for Rayleigh, wind-induced and atomization breakup—the latter having greatest practical importance because of its wide range of operating conditions and production of small drops needed for rapid mixing.\textsuperscript{11-13} Subsequent work concentrated on visualization of the near-injector region of the flow and definition of the properties of the liquid core, which is much like the potential core of a single-phase jet.\textsuperscript{15-20} More recently, the properties of the multiphase mixing layer surrounding the liquid core have been studied, beginning with measurements within the dilute spray region near the outer edge of this flow.\textsuperscript{21,22}

Past work in this laboratory has largely concentrated on the properties of the near-injector region during atomization breakup, using relatively large diameter liquid jets (3.5 - 19.1 mm) to provide known jet exit flow conditions and reasonable spatial resolution because the flow diameter is not thought to affect dense spray structure appreciably.\textsuperscript{1-6}

This has included measurements of liquid volume fraction distributions using gamma-ray absorption for water jets in air at various ambient pressures.\textsuperscript{1,4} These results showed that mixing rates were influenced by the breakup regime, turbulence properties at the jet exit and the ambient gas density. Predictions based on the locally-homogeneous flow (LHIF) approximation, where relative velocities between the phases are neglected, were in good agreement with measurements for Favre-averaged mixture fractions greater than 0.85, but overestimated mixing rates at lower mixture fractions. The reasons for this behavior were explored by measuring the structure of the multiphase mixing layer at atmospheric pressure—drop sizes, phase velocities, entrainment rates, and liquid volume fractions and fluxes—using holography and phase-discriminating laser velocimetry.\textsuperscript{2,3} The results showed significant effects of separated flow so that good performance of the LHIF approximation only occurred at relatively large mixture fractions where the small velocities of the gas and small drops were not very important.

The most recent work in this laboratory has considered the properties of primary breakup, using holography to find drop sizes and velocities at atmospheric pressure.\textsuperscript{5,1} Two modes of primary breakup were considered: turbulent breakup, due to distortion of the liquid surface by turbulence; and nonturbulent breakup, due to stripping of liquid from boundary layers formed on the windward side of waves along the liquid surface. Correlations of SMD after primary breakup were achieved for both modes of breakup for a variety of liquids and jet exit diameters and velocities, but only have been evaluated for liquid jets in air at atmospheric pressure.

The present investigation extends the earlier work in this laboratory,\textsuperscript{1-6} addressing effects of ambient gas density on the properties of the dispersed phase during atomization breakup by observing water jets in still air at pressures of 1, 2 and 4 atm. with both turbulent and nonturbulent jet exit conditions. Holography was used to find drop sizes and velocities, and liquid volume fractions and fluxes, within the dispersed-flow region beyond the liquid surface. Following earlier work,\textsuperscript{1,4} predictions of flow properties using the LHIF
approximation were used to help assess separated-flow effects on the structure of the flow. The correlations for primary breakup properties also were evaluated for effects of varying ambient gas density. The present discussion is brief; additional details and a complete tabulation of data can be found in Tseng. Experimental Methods

Apparatus

The test apparatus involved a steady water jet injected vertically downward within a large windowed pressure vessel (1.5 m diameter x 4.5 m long). The rate of water flow was adjusted with a bypass system and measured using a paddle-wheel flow meter. Two injectors having exit diameters of 9.5 mm were used: one yielding slug flow with low turbulence intensities, the other yielding fully developed turbulent pipe flow. The slug flow injector consisted of a honeycomb flow straightener, two screens to calm the flow and a 13:6:1 area contraction designed following Smith and Wang to yield uniform velocities at the exit. The fully-developed flow injector had a similar configuration with the contraction followed by a constant area passage 41 jet exit diameters long to yield nearly fully-developed turbulent pipe flow at the exit. The injectors could be traversed to accommodate the rigidly mounted holographer.

Holography

The holography and reconstruction systems were the same as Ruff et al. Measurements were obtained over 6 x 6 x 4 mm³ volumes, using at least three holograms per position. The data was spatially averaged over the width of the measuring volumes, or ± 1/2 the distance between adjacent radial positions, whichever was smaller. Drops and other nearly spherical objects were sized by finding the maximum and minimum diameters through the centroid of the image. Assuming that the object was ellipsoidal, its diameter was taken to be the diameter of a sphere having the same volume as the ellipsoid. This procedure was not appropriate for elongated liquid elements where the centroid was outside the boundaries of the image. Then, the projected area and perimeter of the image were measured and the maximum and minimum diameters of the ellipsoid having the same cross-sectional area and perimeter were computed to find the effective sphere diameter as before. The ellipticity, defined as the ratio of the maximum and minimum ellipsoid diameters, also was computed for each object.

Drop velocity measurements were based on the motion of the centroid of the image and were correlated as a function of diameter using a least-squares fit. This allowed plots of drop velocities for fixed drop diameters across the width of the mixing layer while making maximum use of the data on the holograms at each position. Knowing the volume and velocities of liquid elements in the flow, liquid volume fractions and fluxes could be computed in a straightforward manner.

Measurements typically involved analysis of 150 objects at each position and pressure. Experimental uncertainties generally were dominated by sampling limitations rather than resolution of the reconstructed holograms. Experimental uncertainties (25 percent confidence) were as follows: Sauter mean diameter (SMD) < 10%, volume-averaged ellipticity < 15%, liquid object velocities < 20%, liquid volume fractions < 15%, and liquid fluxes < 25%. All measurements were repeatable well within these limits.

Test Conditions

Mean flow conditions were the same for the slug and fully-developed flows, and were identical to Tseng et al. This involved a water flow rate of 3.47 kg/s, an average jet exit velocity of 49.1 m/s, Reₙ = 462,000, Ohₙ = 0.00121, Weₙ = 312,000, and Weₙ = 380,760 and 1520 at pressures of 1, 2 and 4 atm. Due to limitations of the pump, this water flow rate was roughly 13% lower than the atomization breakup condition considered by Ruff et al. for the same injectors. However, present flows were well within the atomization breakup regime defined in Refs. 13 and 14.

Ruff et al. completed laser velocimeter measurements at the jet exit for the present injectors, spanning the present operating condition. For slug flow, mean streamwise velocities were uniform over the central region and declined near the wall (within 3.5% of
the injector radius), due to boundary layer growth in the nozzle passage, while rms velocity fluctuations were roughly 1% of the mean streamwise velocity over the central portion of the flow. For fully-developed flow, mean velocity distributions were in good agreement with literature values for the same Reynolds number range, while rms velocity fluctuations near the axis were somewhat larger than literature values.\textsuperscript{25,26}

**Theoretical Methods**

Predictions of flow properties were limited to use of the LHF approximation similar to past work.\textsuperscript{1-4} A detailed description of the approach is provided elsewhere.\textsuperscript{7,23} In addition to the LHF approximation, the major assumptions of the model are as follows: steady (in the mean) axisymmetric flow with no swirl, boundary layer approximations apply, negligible kinetic energy and viscous dissipation of the mean flow, buoyancy only affects the mean flow, equal exchange coefficients of all species and phases, and negligible mass transport between the phases (no evaporation). The formulation followed the conserved-scalar formalism of Lockwood and Naguib\textsuperscript{27} but used Favre averages following Bilger.\textsuperscript{28} The specific formulation, all empirical constants, calibration of the approach for variable density single-phase flows, the numerical computations and specification of initial conditions are described in Refs. 1, 4 and 7.

**Results and Discussion**

**Drop Properties**

Similar to earlier findings,\textsuperscript{3,5,6} present measurements of drop size distributions correlated quite well with Simmons' universal root normal distribution function.\textsuperscript{29} The root normal distribution is defined by two moments: the SMD and the ratio of the mass median diameter (MMD) to the SMD. Typical of past observations,\textsuperscript{3,5,6,29} MMD/SMD = 1.2 for present turbulent and nonturbulent flows so that the entire drop size distribution will be represented by the SMD in the following.

Typical distributions of drop properties across the mixing layer for fully-developed flow, illustrating flow properties for turbulent primary breakup, appear in Figs. 1-4. See Tseng\textsuperscript{23} for similar plots at all test conditions. Figures 1-3 illustrate flow properties at pressures of 1, 2 and 4 atm. at the fixed streamwise position of x/d = 6. Figures 3 and 4 illustrate effects of increasing x/d from 6 to 25 at a fixed pressure of 4 atm. The plots include volume-averaged ellipticity, e_p, SMD and drop velocities for d_p = 10, 50, 100 and 200 μm. The range of positions where the surface of the liquid core was observed and LHF predictions of flow velocities are also shown on the plots.

Many of the features of volume-averaged ellipticity and SMD seen in Figs. 1-4 are similar to earlier observations of Ruff et al.\textsuperscript{2} at atmospheric pressure; however, significant effects of increasing ambient pressure are observed as well. Thus, at atmospheric pressure, the largest values of e_p and SMD generally are in the region of the liquid surface and with increased radial distance e_p approaches unity, and the SMD decreases, representing smaller round drops near the edge of the flow. This behavior supports the presence of primary breakup yielding large drops which subsequently undergo secondary breakup. With increasing pressure at x/d = 6, however, e_p remains near unity, and the SMD is relatively uniform across the flow. This reflects the increased propensity for secondary breakup, and shorter secondary breakup times, for particular drop sizes and relative velocities, as the gas density increases.\textsuperscript{3} This altered behavior at increased gas densities also is evident from the substantial reduction of SMD near the surface as the ambient pressure increases. This suggests merging of primary and secondary breakup processes as the ambient pressure increases. Effects of streamwise distance on e_p and SMD seen at atmospheric pressure,\textsuperscript{2,6} still are preserved at elevated pressures for present test conditions. Thus, comparing results at x/d = 6 (Fig. 3) and 25 (Fig. 4) shows increasing e_p and SMD with increasing distance from the jet exit that is characteristic of turbulent primary breakup.\textsuperscript{6} Smaller relative velocities, caused by faster mixing rates at elevated pressures, also are probably a factor in this behavior.

Distributions of drop velocities in Figs. 1-4 have been normalized by the mass-averaged velocity at the exit of the jet. In general, there are substantial differences between
the velocities of drops of different size, with drop velocities generally overestimated near the liquid core and underestimated near the edge of the flow by the LHF predictions. This is clear evidence of significant separated flow effects. Drop velocities tend to decrease with increasing radial distance (reflecting effects of longer residence times in the flow for drops farther from the surface) and reduced drop diameters (reflecting smaller velocity relaxation times of smaller drops). Increasing pressure and x/d tend to decrease velocities for particular drop sizes near the edge of the flow. This is due to reduced velocity relaxation times with increased ambient pressures for the Reynolds numbers typical of drops in sprays. Drops near the surface are less affected by x/d increases, however, because they tend to be recently formed and have velocities representative of the liquid core which do not change significantly over the range of present observations. A surprising feature of the velocity measurements is that the velocities of small drops, which provide a reasonable upper bound for gas velocities, remain low and relatively uniform across the flow—particularly at atmospheric pressure and small x/d, see Fig. 1. This implies that momentum exchange between the liquid and gas is not very effective. Such behavior is caused by the relatively large velocity relaxation times of large drops which contain most of the liquid momentum.

Mean Phase Velocities

The LHF predictions yielded mass-weighted (Favre)-averaged velocities; therefore, present measurements were used to compute these velocities, similar to Ruff et al. To do this, mean gas velocities were taken to be equal to the mean velocities of 5-μm-diameter drops, which represents the smallest drop size that could be resolved during the holography measurements. Naturally, velocities of drops of this size only represent a potential upper bound for gas velocities because their velocity relaxation times are too large for them to be accurate seeding particles to find gas velocities. However, this effect is not very significant because the large drops contain most of the momentum of the flow. Favre-averaged velocities were found by summing over the sample volume V, containing N drops, as follows:

$$
\bar{u} = \frac{\sum_{i=1}^{N} \rho_i d_{pi}^3 u_{pi} + (6V/\pi \cdot \sum_{i=1}^{N} d_{pi}^3)p_{g} \bar{u}_g}{\sum_{i=1}^{N} \rho_i d_{pi}^3 + (6V/\pi \cdot \sum_{i=1}^{N} d_{pi}^3)p_{g}}
$$

(1)

The evaluation of Eq. (1) only involved the dispersed-flow region where drops had separated from the liquid surface. This underestimates the true Favre-averaged velocity near the liquid surface because contributions from the liquid core and attached ligaments are ignored.

Mean phase velocities for fully-developed and slug flow jet exit conditions are illustrated in Figs. 5-8. Three mean velocities are shown: \( \bar{u} \), found from Eq. (1), \( \bar{u}_g \) taken to be the mean time-averaged velocities of drops having a diameter of 5 μm, and the LHF predictions. Two predictions are illustrated for slug flow to indicate potential effects of the boundary layer forming along the walls of the injector passage: one for L/d = 0 where the presence of the boundary layer is ignored, and one allowing for boundary layer development for a length L/d = 5 following Schlichting; see Refs. 1 and 4 for descriptions of the latter predictions. These conditions bound the range of possibilities for the present slug-flow injector.1

Except for two conditions which may not be representative (Fig. 6 at 4 atm. and Fig. 8 at 1 atm.) measured values of \( \bar{u} \) generally are significantly larger than \( \bar{u}_g \) near the liquid surface with differences between these velocities tending to decrease with increasing radial distance, ambient pressure and x/d. Thus, the dense-spray region near the liquid surface is characterized by large relative velocities that help promote primary and secondary breakup.

The LHF predictions of \( \bar{u} \) are generally not very satisfactory in Figs. 5-8, because present measurements emphasize near-injector conditions where effects of separated flow remain important. Nevertheless, they tend to improve with increasing distance from the jet.
exit and ambient pressure, in accord with earlier scaling arguments. The tendency toward better agreement of LHF predictions comes about because large drops generally dominate the momentum content of the flow, similar to behavior at larger liquid volume fractions where the liquid core is present. The small drops and the gas all have velocities that are generally much smaller than $\bar{u}$. In fact, some of the apparent improvement of LHF predictions near the edge of the flow is due to the method of plotting Figs. 5-8 because all velocities become small so that differences between them are not very apparent. Similar to the findings of Ruff et al. at atmospheric pressure, Favre-averaged separated flow factors, $(\bar{u}_f \bar{u}_g)/\bar{u}_f$, generally have values greater than 0.6 for the range of present measurements. Finally, there is a tendency for LHF predictions to be better for slug than fully-developed flow, aside from the two untypical conditions noted earlier, because drops are generally smaller and have smaller velocity relaxation times for nonturbulent than turbulent primary breakup.

The extent of the region where the liquid core is observed is another feature of interest seen in Figs. 5-8. In general, the width of this region does not vary appreciably at a fixed $x/d$ as the ambient pressure varies. However, the effect of liquid turbulence on the liquid core is appreciable, with turbulent jet exit conditions causing the surface of the liquid to move over a wider range of radial positions and to penetrate farther from the flow axis at a given streamwise position. This behavior is due to distortion (flapping) of the liquid core by the large scale features of the turbulence, which tends to promote mixing, just like the smaller features of the turbulence tend to promote primary breakup. That these characteristics are dominated by jet exit conditions, rather than aerodynamic effects, is supported by the relatively small effect of ambient pressure on liquid surface properties.

**Secondary Breakup**

Similar to Ruff et al., the propensity for secondary breakup in the mixing layer was assessed by computing mass-averaged Weber numbers. Rather than summing over the entire drop size distribution similar to Ref. 3, however, $\mathcal{W}_{\text{eg}}$ was found from the measured values of phase velocities and SMD, as follows:

$$\mathcal{W}_{\text{eg}} = \rho_f \bar{u}_f \bar{u}_g^2 / \text{SMD}$$

This definition has the advantage that maximum values of individual drop Weber numbers

$$\mathcal{W}_{\text{eg}}^* = \rho_f \rho_g (\bar{u}_f \bar{u}_g^2) / \sigma$$

are related quite simply to $\mathcal{W}_{\text{eg}}$. In particular, $\bar{u}_f \cdot \bar{u}_g$ is characteristic of the relative velocities of the largest drops, while maximum drop diameters are 3-4 times larger than the SMD for the universal root normal size distribution function. Therefore, maximum $\mathcal{W}_{\text{eg}}^*$ are roughly 3-4 times larger than $\mathcal{W}_{\text{eg}}$, while more than 50% of the mass of the spray have $\mathcal{W}_{\text{eg}}^*$ larger than $\mathcal{W}_{\text{eg}}$.

Criteria for secondary breakup largely depend on drop Weber numbers for drops having low Ohnesorge numbers and large $p_l / p_g$, representative of present test conditions. One criterion for water drops accelerated by shock waves is:

$$\mathcal{W}_{\text{eg}} > \mathcal{W}_{\text{eg}}^* = 6.5 \cdot 12$$

Slower disturbance rates for water drops falling in air also yield $\mathcal{W}_{\text{eg}}^*$ on the order of 10 for water drops in air. Finally, $\mathcal{W}_{\text{eg}}$ on the order of unity indicates the onset of conditions where drops deform from a spherical shape after shock wave disturbances at low Ohnesorge numbers and large $p_l / p_g$.

Distributions of $\mathcal{W}_{\text{eg}}$ are plotted as a function of $r/x$, with ambient pressure and jet exit conditions as parameters, in Figs. 9 and 10. Most of the drops at the liquid surface exceed the criterion for deformation but drops near the edge of the flow are well below this criterion. Direct observations of drop shapes from hologram reconstructions agree with behavior anticipated from the deformation criterion: deformed drops were quite prevalent near the liquid surface while drops near the edge of the flow were generally spherical. This behavior contributes to decreasing values of $\epsilon_p$ with radial distance, approaching unity near the edge of the flow, although the presence of irregular ligament-like drops contributes to large values of $\epsilon_p$ near the surface as well.
Results illustrated in Figs. 9 and 10 also show significant potential for near-limit secondary breakup near the liquid surface for some conditions. In particular, all conditions at atmospheric pressure, as well as all conditions at x/d = 25, involve significant fractions of drops that are unstable to secondary breakup near the liquid surface. However, drops near the edge of the flow generally have We_{gb} that are lower than the breakup criterion of Eq. (4). This supports the hypothesis that reduced SMD with increasing radial distance in Figs. 1-4 is caused by secondary breakup.

Effects of jet exit conditions also can be seen from the results illustrated in Figs. 9 and 10. Turbulent primary breakup generally yields larger drops than non-turbulent primary breakup, while the velocities of the largest drops near the liquid surface tend to approach liquid core velocities which are essentially the same in both cases, see Figs. 5-8. Thus We_{gb} are largest near the liquid surface, with greatest propensity for secondary breakup for fully-developed jet exit conditions (aside from the untypical behavior at x/d = 25 and 4 atm., mentioned earlier). The tendency for processes of primary and secondary breakup to merge at elevated pressures for fully developed flow also is evident from the corresponding reduction of We_{gb} at the liquid surface that is particularly noticeable for fully-developed flow. This effect will be discussed in greater detail in the next section.

**Primary Breakup**

**Turbulent Primary Breakup.** Recent studies have yielded correlations of drop sizes after turbulent and non-turbulent primary breakup. These results were developed from measurements for a variety of liquids injected into air at atmospheric pressure; therefore, it is of interest to evaluate them for potential effects of varying ambient gas density using the present measurements. This will be done in the following, beginning with turbulent breakup.

Wu et al. develop an expression for the SMD after turbulent primary breakup, ignoring aerodynamic effects. The correlation is based on the projection of liquid elements from the surface by radial velocity fluctuations, relating element size and velocity to the turbulence spectrum within the inertial region. The size of elements leaving the surface is taken to be the largest turbulent scale that can compete its growth at a particular point, with the length of the element determined by Rayleigh breakup considerations. The maximum size produced by this mechanism is taken to be proportional to the integral scale. For second wind-induced and atomization breakup conditions and Oh < 0.006, the resulting expression for the SMD after primary breakup is:

$$\text{SMD}/\lambda = 0.69(\lambda/\text{We}_{gb}^{0.54})^{0.57}$$ (5)

where \(\lambda\) is the cross-stream integral scale of the flow. Notably, this expression only involves properties of the liquid phase because aerodynamic effects have been ignored.

Present measurements of SMD along the liquid surface for fully developed flow, along with the predictions of Eq. (5), are summarized in the upper part of Table 1. The agreement between predictions and measurements at atmospheric pressure, corresponding to the range of \(\rho/\rho_g\) used to develop Eq. (5), is excellent. However, the predictions do not anticipate the substantial reduction of drop sizes after primary breakup as the ambient pressure increases. The progressive reduction of SMD with increasing pressure clearly suggests the presence of aerodynamic effects that are not considered in the phenomenological theory used to develop Eq. (5).

A curious feature of the failure of Eq. (5) to correlate SMD after primary breakup at pressures of 2 and 4 atm. is that these expressions were developed over a wide range of We_{gb}, with resulting wide variations of aerodynamic forces; thus, the problem largely appears to be related to the variation of density ratio. Insight concerning this behavior can be obtained by considering the residence times of a typical ligament breaking away from the surface and secondary breakup times for liquid elements of comparable size, using the integral-scale limit to simplify the discussion. Taking the length of the ligament at the time it separates to be \(\varepsilon_0\lambda\), and the velocity of liquid flow into the ligament to be \(\vec{\nu}_f\), the characteristic residence time of the ligament during its formation is

$$\tau_f = C_\eta\varepsilon_0\lambda\vec{\nu}_f$$ (6)
where \( C_f \) is a constant on the order of unity. The mode of aerodynamic breakup of the ligaments is not known; fortunately, breakup times are relatively independent of mode. \( 33,34 \)

Adopting the correlation of Ranger and Nicholls \( 14 \) for shear breakup, and taking the characteristic ligament dimension to be \( L \), yields the characteristic aerodynamic breakup time of the ligament, as follows:

\[
t_b = 5 C_d A (\rho_l/\rho_g)^{1/2} u_0
\]

where \( C_d \) is an empirical constant of order unity to allow for shape differences between drops and ligaments, and the relative velocity has been taken to be \( u_0 \), which is representative of velocity differences between ligaments extending from the surface and the local gas velocity. Solving for the ratio of Eqs. (7) and (6) then yields:

\[
t_b/t_r = (5 C_d/C_s (\rho_l/\rho_g)^{1/2} (\bar{v}/u_0)
\]

Noting that turbulence properties within the liquid do not change appreciably with position, \( \bar{v}/u_0 \) is simply the intensity of radial velocity fluctuations at the jet exit which is a constant for the fully-developed turbulent pipe flow. Thus, Eq. (8) indicates that the relative importance of aerodynamic breakup effects only depends on the density ratio, in agreement with the present measurements and the observations of Ref. 6.

Equation (8) also suggests that the transition from turbulent breakup due to liquid turbulence alone, to conditions where aerodynamic effects also are important, occurs at pressures on the order of atmospheric pressure. For example, \( C_s \) generally is in the range 2-4 at the liquid surface for turbulent breakup, see Ref. 2 and Figs. 1-4; therefore, it is reasonable to take the first factor on the right hand side of Eq. (8) to be of order unity. The radial turbulence intensity, \( \bar{v}/u_0 \), for fully-developed turbulent pipe flow generally is in the range 0.03-0.05. \( 25,26 \) Then, at ambient pressures of 1, 2 and 4 atm. for water and air: \( \rho_l/\rho_g = 846, 423 \) and 212, yielding \( t_b/t_r = 1.2, 0.8 \) and 0.6 (taking the radial turbulence intensity to be 0.04). These results suggest that aerodynamic effects begin to become important at ambient pressures on the order of 1 atm., and that this transition is largely a function of density ratio, which agrees with the SMD data of Table 1. More study is needed to refine these order of magnitude considerations, however, present findings clearly show that use of Eq. (5) to find SMD for \( \rho_l/\rho_g \) less than the range considered in Ref. 6 is not appropriate.

**Non turbulent Primary Breakup.** Wu et al. \( 5 \) have developed an expression giving the SMD after primary breakup for slug flow at the jet exit. This expression is based on aerodynamic stripping of boundary layers formed on the windward side of waves along the liquid surface. For liquid Reynolds numbers based on distance from the jet exit greater than \( 2 \times 10^5 \), which corresponds to present conditions, a fully-developed breakup regime is entered where the SMD after primary breakup is relatively independent of distance from the jet exit. Within this regime, the correlation for SMD along the surface is

\[
W_{SMD} = 16 (W_{a}/Re)^{1/2} 0.82
\]

where the Weber and Reynolds numbers are based on mean jet exit velocity, assuming small variations of velocity within the liquid core and small gas velocities along the surface — the latter generally corresponding to present observations and those of Ref. 3.

Present measurements of SMD along the liquid surface for slug flow, along with the predictions of Eq. (9), are summarized in the lower part of Table 1. In this case, measured SMD are affected only slightly with increasing pressure and distance along the surface — trends that are consistent with the predictions of Eq. (9) as well as effects of distance within the fully-developed non turbulent breakup regime observed in Ref. 5. However, the predictions overestimate the measured SMD by roughly a factor of two which is larger than the scatter of the data used to develop Eq. (9). \( 5 \) Specific reasons for this deficiency are not known, however, processes of non turbulent breakup are notoriously sensitive to small disturbances within the injector so that differences in the injector passage design may be a factor. In any event, unlike turbulent primary breakup, present observations of the trends of non turbulent primary breakup with variations of \( \rho_l/\rho_g \) appear to be consistent with the observations of Ref. 5. It should be noted, however, that parameters controlling secondary breakup (see Eqs. (4) and (7)) respond more rapidly to
Increased gas densities than those controlling nonturbulent primary breakup (see Eq. (9)). Thus, higher pressures than considered here may involve merging of primary and secondary breakup, similar to present observations of turbulent primary breakup: this possibility should be explored.

**Liquid Volume Fractions and Fluxes**

Measurements and predicted distributions of liquid volume fractions and fluxes are illustrated in Figs. 11 and 12 for both fully-developed and slug flow. Measurements of liquid volume fractions include both present findings, using holography, and those of Tseng et al.\(^4\) using gamma-ray absorption for the same flows. LHF predictions for slug flow are shown at the limits L/d = 0 and 5 as before.

The measurements of liquid volume fractions by gamma-ray absorption are larger than those found by holography in the region where they overlap in Figs. 11 and 12. This region is associated with the presence of the liquid core; therefore, the main reason for the differences is that the holography measurements do not include the significant contributions of the liquid core and the attached ligaments protruding from its surface. Thus, the discrepancy largely reflects reduced liquid volume fractions anticipated when moving from a liquid region to a fully-dispersed multiphase flow region. Liquid volume fractions in the dispersed-flow region don't vary appreciably with increasing pressure and distance from the jet exit, with maximum values remaining at roughly 0.1% where effects of collisions are not very significant.\(^7\) Distributions of liquid volume fractions generally are broader, with higher liquid volume fractions in the dispersed-flow region, for fully-developed than slug flow, reflecting the faster mixing rates of the turbulent breakup process at the liquid surface. The LHF predictions of liquid volume fractions are reasonably good up to the outer edge of the region where the liquid surface is present, which involves liquid volume fractions greater than 0.1. Thereafter, the LHF predictions only bear a crude resemblance to measured properties in the dispersed flow region: in part because the measurements ignore the presence of the liquid surface and attached ligaments, as noted earlier; and in part, because of the significant effects of separated flow in the dispersed-flow region.

The liquid flux measurements and predictions illustrated in Figs. 11 and 12 are qualitatively similar to the liquid volume fractions. Fluxes for fully-developed flow generally are higher than for slug flow due to the faster rates of turbulent primary breakup (except for the untypical behavior for fully-developed flow at x/d = 25 and 4 atm., Fig. 12, noted earlier). Measurements of liquid fluxes do account for contributions from the liquid core and its attached ligaments and underestimate fluxes in the region of the liquid surface as a result. Accounting for this, the LHF predictions are in qualitative agreement with the measurements, although consideration of separated-flow effects is needed to develop a quantitatively accurate methodology.

**Conclusions**

The near-injector region of pressure-atomized water sprays (9.5 mm initial diameter) was investigated at ambient air densities corresponding to ambient pressures of 1-4 atm, considering atomization breakup conditions for both fully-developed and slug flow at the jet exit. The main conclusions of the study are as follows:

1. Similar to earlier observations at atmospheric pressure,\(^2\,3\,5\,6\) drop sizes at each point satisfied Simmons' universal root-normal drop size distribution,\(^7\) with an MMD/SMD ratio of 1.2. Thus, the entire drop size distribution can be characterized by a single moment, like the SMD.

2. Drop sizes after primary breakup generally were larger for fully-developed than for slug flow jet exit conditions, highlighting the importance of injector passage disturbances on spray properties. The correlation of Wu et al.\(^5\) for SMD after turbulent primary breakup was in excellent agreement with present measurements at atmospheric pressure — the same ambient pressure used to develop the correlation. However, the correlation did not represent measured trends of reduced SMD after primary breakup as the ambient pressure increased. This suggests the presence of
aerodynamic effects, or merging of primary and secondary breakup, that were not considered when the correlation was developed. The difficulty is largely associated with an effect of density ratio, therefore, the correlation of Ref. 6 should only be used for $\rho_l/\rho_g > 580$, which was the range originally used to define it.

3. Measured trends of effects of ambient pressure and distance from the injector on SMD after nonturbulent primary breakup were in good agreement with the correlation developed by Wu et al. which includes consideration of aerodynamic effects, although present values were 50% smaller than predicted. This implies relatively small effects of ambient pressure on drop sizes after nonturbulent primary breakup so that merging of primary and secondary breakup at higher pressures may still be a factor, due to the larger response of secondary breakup processes to changes in gas density. The size discrepancy and the potential merging effect require additional study before the correlation of Ref. 5 can be applied confidently to high-pressure sprays.

4. Spray Weber numbers after primary breakup imply that a significant fraction of the drops will undergo near-limit secondary breakup (particularly at low pressures and far from the injector) while most of the drops exceed conditions where they deform from a spherical shape even if they do not undergo secondary breakup. Drops near the edge of the flow, however, have Weber numbers well below values associated with secondary breakup and deformation.

5. Similar to earlier observations at atmospheric pressure, liquid volume fractions in the dispersed-flow region beyond the liquid surface were relatively low, less than 0.1%. Thus, the flow in this region corresponds to a dilute spray, aside from added complications of secondary breakup and irregular or deformed drops.

6. Favre-averaged separated flow factors, $(\overline{u_l - u_g})/\overline{u_l}$, were generally greater than 0.6 throughout the dispersed flow region, implying significant effects of separated flow and surprisingly low gas velocities even near the liquid surface. These effects suggest that turbulence generation by drops, is a major feature of the dispersed flow region.

7. Predictions based on the LHF approximation were only qualitatively useful due to significant separated-flow effects in the dispersed-flow region. Performance of the LHF approach, however, tended to improve with increasing liquid volume fractions, ambient pressure and distance from the injector. Pending resolution of existing uncertainties about the properties of primary and secondary breakup, the LHF approach offers a useful treatment of sprays in the atomization breakup regime at high ambient pressures where drop sizes are likely to be small. It should be recognized, however, that the LHF approach will overestimate the rate of development of the flow by a degree that cannot be quantified until uncertainties about breakup and other properties of the near-injector region are resolved.
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Table 1 Measured and predicted SMD (μm) along liquid surface

<table>
<thead>
<tr>
<th>x/d</th>
<th>Pressure (atm.)</th>
<th>1</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>343</td>
<td>374</td>
<td>133</td>
<td>374</td>
</tr>
<tr>
<td>25</td>
<td>940</td>
<td>968</td>
<td>343</td>
<td>968</td>
</tr>
</tbody>
</table>

**Fully-Developed Flow:**

**Slug Flow:**

<table>
<thead>
<tr>
<th>x/d</th>
<th>Meas.</th>
<th>Pred.</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>117</td>
<td>241</td>
</tr>
<tr>
<td>25</td>
<td>143</td>
<td>215d</td>
</tr>
</tbody>
</table>

*List of Figures*

Fig. 1  Dispersed-phase properties for fully-developed flow at x/d = 6 and 1 atm.

Fig. 2  Dispersed-phase properties for fully-developed flow at x/d = 6 and 2 atm.

Fig. 3  Dispersed-phase properties for fully-developed flow at x/d = 6 and 4 atm.

Fig. 4  Dispersed-phase properties for fully-developed flow at x/d = 25 and 4 atm.

Fig. 5  Mean-phase velocities for fully-developed flow at x/d = 6.

Fig. 6  Mean-phase velocities for fully-developed flow at x/d = 25.

Fig. 7  Mean-phase velocities for slug flow at x/d = 6.

Fig. 8  Mean-phase velocities for slug flow at x/d = 25.

Fig. 9  Favre-averaged drop Weber numbers for fully-developed and slug flow at x/d = 6.

Fig. 10 Favre-averaged drop Weber numbers for fully-developed and slug flow at x/d = 25.

Fig. 11 Liquid volume fractions and fluxes for fully-developed and slug flow at x/d = 6.

Fig. 12 Liquid volume fractions and fluxes for fully-developed and slug flow at x/d = 25.

*aMomentum averaged injection velocity (m/s) of 40\(^b\), 48\(^c\) and 56\(^d\).*
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PRIMARY BREAKUP IN LIQUID-GAS MIXING LAYERS
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An experimental study of primary breakup in the near-injector region of large-diameter (5.0 and 9.5 mm) liquid jets in still air is described. Holography was used to provide drop and liquid surface characteristics for initially nonturbulent liquids (water, n-heptane, and various glycerol mixtures) having various jet exit velocities. Drop sizes after primary breakup satisfied Simmons' universal root normal distribution and can be characterized solely by their Sauter mean diameter (SMD). The SMD increased with distance from the jet exit and then remained nearly constant within a fully developed primary breakup region. SMD measurements in the fully developed regime did not agree with existing expressions based on unstirred surface wave growth. However, an expression based on stripping-type breakup due to boundary layer growth in the liquid along the windward side of surface waves yielded a reasonably good correlation of present SMD measurements.

The nature of this primary breakup correlation implies that secondary breakup is a dominant feature of liquid-gas mixing layers.

INTRODUCTION

An experimental investigation of dispersed liquid generation along liquid surfaces within liquid-gas mixing layers (primary breakup) is described. The study was motivated by the importance of primary breakup within the near-injector region of pressure-atomized sprays as well as for gas jets in liquids. Drop size distributions after primary breakup were measured within multiphase mixing layers formed about the periphery of round liquid jets in still room air. Various liquids and relative velocities were considered for low turbulence intensity flows having nearly uniform velocity distributions (slug flows) at the jet exit. The measurements were used to evaluate existing and proposed theories and correlations of mean drop sizes after primary breakup. The objective was to extend work concerning the structure and mixing properties of the dense-spray region of pressure-atomized sprays [1-4] to focus on primary breakup because this process has a major influence on the rate of development and the importance of separated flow effects for these flows.

A number of reviews of liquid atomization and dense sprays have appeared [2-11]; therefore, only the main features of past work will be considered. The discussion also will be limited to the wind induced and atomization breakup regimes, defined by Miesse

\[ \text{NOMENCLATURE} \]

- \( C_p \): constants in primary breakup correlation
- \( \delta \): jet exit diameter
- \( \delta_{\text{max}} \) : maximum and minimum image dimensions of drops
- \( \delta_{\text{dp}} \): drop diameter
- \( c_{\text{dp}} \): drop shape factor
- \( \text{SMD} \): mean Sauter mean diameter
- \( \rho_{\text{pt}} \): jet exit Reynolds number
- \( \rho_{\text{pt}} \): jet exit velocity
- \( \rho_{\text{pt}} \): jet exit velocity
- \( \mu \): liquid phase viscosity
- \( \rho \): density
- \( \alpha \): surface tension

\[ \text{Subscripts} \]

- \( \text{pt} \): jet exit
- \( \text{SMD} \): Sauter mean diameter
- \( \text{D} \): property in fully developed primary breakup regime
- \( \text{pr} \): product phase property

[12] and Ranz [13], because they are most important for practical applications, e.g., the other breakup regimes are limited to a small range of low jet velocities and yield large drops that are not very effective for dispersing and mixing the liquid. Within the wind induced and atomization breakup regimes, primary breakup occurs along the liquid surface within a multiphase mixing layer adjacent to the surface. Both theories and measurements of primary breakup properties in this flow will be considered in the following.

Past theories seeking to provide correlations of drop sizes after primary breakup have been mainly limited to mean drop sizes for nonturbulent liquids. Two major approaches have been proposed: (1) aerodynamic breakup based on linear wave growth theory, which was initially proposed by Taylor [14], with subsequent development by Ranz [11] and Levich [15] and later applications by Reitz and Bracco [16], among others, and (2) sheltered wave growth theory due to Mayer [17] and Acrivos [18], which tests on the surface wave growth model of Jefferys [19]. Taylor's [14] aerodynamic breakup model involves assuming proportionality between the wavelength of the most rapidly growing waves on the liquid surface and the mean drop size (taken to be the Sauter mean diameter, SMD), in the following) from primary breakup. Wave growth properties are found from linear stability theory, allowing for effects of aerodynamic forces due to gas flowing across the waves as well as the stabilizing effects of surface tension and liquid viscosity. This yields a relatively complex relationship between the Weber number based on SMD from primary breakup, \( \text{We}_{\text{SMD}} = \rho_{\text{pr}} \text{SMD} \mu_{\text{pr}} / \sigma \), and what will be termed the Taylor number, \( Ta = \rho_{\text{pr}} \mu_{\text{pr}} / \mu_{\text{pr}} \). This form implies that the mean jet exit velocity, \( u_{\text{pr}} \), is the proper relative velocity near the surface, which is justified by the measurements of Ruff et al. [12, 13] for multiphase mixing layers near the jet exit (\( u_{\text{pr}} \leq 100 \)). Ranz [13] and Levich [15] propose formulas having a simpler limiting behavior at small \( Ta \) where effects of liquid viscosity can be neglected, yielding

\[ \text{We}_{\text{SMD}} = C_p \]
where $C_u$ is a constant on the order of unity. Levenb [15] also undertakes an approximate treatment of effects of liquid viscosity which suggests that $\text{We}_{\text{vap}}$ should increase with increasing $Ta$, with primary breakup ceasing when $Ta = 1$. Experimental confirmation of Eq. (1) and its large $Ta$ behavior, however, has not been reported.

Mayer [17] developed an alternative primary breakup correlation that was also based on wave growth properties. However, he adopted the modified wave growth theory of Jeffery [19] to find wave properties, because this approach had achieved some success in predicting the properties of wind induced ripples on liquid surfaces. This yields

$$\text{We}_{\text{vap}} = C_u Ta^{-1}$$

(2)

where Mayer [17] recommends $C_u = 21$ based on measurements by Weiss and Worsham [20]. This expression was adopted for the JANNAF liquid rocket performance code, although it became evident that $C_u$ had to be varied over an order of magnitude to achieve reasonable predictions for various injector systems [7]. Adelberg [18] developed a primary breakup expression along the same lines as Mayer [17] but suggests $C_u = 45$, which represents one of many subsequent variations on $C_u$ to match limited ranges of particular data sets, as noted earlier. In particular, it is probable that the data used to fit Eq. (2) by both Mayer [17] and Adelberg [18] were influenced by secondary breakup (acoustic breakup of drops formed by primary breakup), because the measurements were made far from the injector within the dilute portions of sprays.

In contrast to the theories [14-18], which do not consider effects of liquid vorticity, most measurements of the near injector properties of dense sprays have exhibited strong effects of liquid flow characteristics at the jet exit [1-4, 8, 21-24]. In particular, Phinney [21] finds that transition between the wind induced and atomization breakup regimes is affected by the presence of liquid turbulence at the jet exit [8]. The degree of flow development at the jet exit was also found to influence initial mixing rates of liquid jets in gases, with fully developed turbulent pipe flow yielding much faster mixing than nonturbulent jet flows [1, 4]. This behavior must involve effects of liquid turbulence on primary breakup, because primary breakup controls the initial dispersion of liquid (no breakup, no mixing). Additionally, visualization of the flow by Foster and Taylor [22-24] indicated very little effect of relative velocities on the initial breakup for a fixed jet exit velocity, completely contradicting properties anticipated from the primary breakup theories. This implies that liquid vorticity within boundary layers developing in the nozzle passage dominates primary breakup very near the jet exit. Finally, measurements of drop size distributions from primary breakup for water jets in room air, at a single relative velocity, showed a much larger SMD for turbulent pipe flow than for nonturbulent jet flow [3]. Thus, experiments exhibit a variety of features that are not anticipated by existing models of primary breakup; however, the existing measurements are far too limited - water in room air at a single relative velocity [3] - to provide an adequate evaluation of predictions and needed direction for new development of theory.

The successful development of holography to provide observations of primary breakup properties within liquid gas mixing layers provides a means of addressing this gap in the literature [2, 4]. Thus, the objective of the present investigation was to observe primary breakup using pulsed holography, to exploit the results to evaluate existing theories [14-18], and to develop alternatives where necessary. The experiments involved relatively large diameter non-evaporating liquid jets (5.0 and 9.5 mm) injected into still room air with nonturbulent slug flow at the jet exit. This provided a relatively long multiphase mixing layer (having a length, $L_{mix}$, in excess of 200), so that jet exit disturbances could decay to reveal the fundamental evolution of primary breakup properties with position within the mixing layer. Various liquids (water, n-heptane, and glycerol solutions) and jet exit velocities were considered in order to examine the effect of a wide range of liquid damping and aerodynamic properties.

**EXPERIMENTAL METHODS**

**Apparatus**

The objective of the measurements was to resolve effects of liquid properties and relative velocities on primary breakup within multiphase mixing layers. Additionally, good optical access was a prime consideration. Thus, the test flows involved injection of modest amounts of liquid, to control costs, into still air at room conditions, to avoid optical distortion due to windows.

Figure 1 is a sketch of the injector system. The test liquid is placed within an accumulator having the jet nozzle passage at the bottom. Premature liquid outflow is
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prevented by placing a cork in the nozzle exit. The liquid is then forced through the nozzle, ejecting the cork at the start of the flow, by admitting high pressure air to the top of the accumulator through a solenoid-actuated valve. A piston within the accumulator, sealed along its sides, prevents mixing between the air and the test liquid. The piston is hydraulically cushioned at the end of its travel in order to reduce shock and vibration of the apparatus. After venting air from the top of the piston, the piston is returned to the top of the accumulator so that the system can be refilled with liquid. The cork closure in the nozzle exit allowed the liquid to be filled from the bottom of the accumulator while venting trapped air from just below the piston face.

The high pressure air is supplied from a pressure intensifier that also serves as the air storage system for the accumulator. The laboratory air supply system can be used to charge the accumulator and no pressure intensification is needed for injection pressures up to 17 MPa. For higher pressure drops, air is first vented into the pressure intensifier to the maximum supply pressure with only a small quantity of oil in the bottom. Oil is then pumped into the bottom of the intensifier, reducing the gas volume and increasing the gas pressure to the desired level. The system is then sealed prior to execution of a test. At the end of operation, the oil is vented from the pressure intensifier and the filling process is repeated for the next test.

The piston has a diameter of 64 mm and a stroke of 200 mm, yielding a liquid sample size of roughly 600 mL. Testing was limited to a 50 mm diameter, 214 g flow at the jet exit. The contraction section of the nozzle was designed according to Smith and Wang [25] to provide a uniform velocity across the exit, aside from boundary layers along the walls of the passage. Detailed measurements of jet exit flow characteristics have not been made, but turbulence levels are expected to be low due to the relatively quiescent conditions at the start of contraction and the large nozzle contraction ratio (roughly 100:1) [26]. Injection is vertically downward with the liquid captured in a baffled tub and then discarded. Instrumentation is mounted rigidly, therefore, various positions in the flow are studied by moving the injector with positioning accuracies of 5 µm in the horizontal direction and 0.5 mm in the vertical direction.

Total times of injection were 230 ± 130 ms. These relatively short time periods were not problematic, however, because flow development times are short for the near injector region of the mixing layer, roughly 4 ± 10 ms. Additionally, measurements are made using pulsed holography, which requires times less than 1.2 µs for triggering the data accumulation.

Instrumentation

Pressure Measurements: Apparatus performance was monitored by pressure measurements at the inlet of the accumulator using a piezoelectric transducer (Kistler Corp., Model 2111B2), whose output was recorded with a digital oscilloscope (LeCroy, Model 9400A).

Injector performance for a given liquid and accumulator pressure was tested using an impact plate. This involved a rectangular plate (125 × 175 mm) whose center coincided with the injector axis, located 25 mm from the jet exit. A piezoelectric pressure transducer and oscilloscope, identical to the arrangement used to measure the accumulator pressure, were used to measure the impact pressure at the center of the plate. The measured stagnation pressure difference then yielded the mean jet exit velocity as follows: 

\[ \Delta p = \frac{1}{2 \rho} \left( V^2 - V_0^2 \right) \]

Holography: A single pulse holography system, similar to that used in earlier work [2, 3], was used to measure drop and liquid surface characteristics. An off-axis arrangement was used, based on the Spectron Development Laboratories Model HTRC-5000 system, with an angle of 28° between the object and reference beams. Adequate spatial resolution and sufficient light intensity to penetrate the spray were provided by reducing the diameter of the object beam through the spray and then expanding it (7.5 X) back to the same diameter (65 mm) as the reference beam when the two signals were optically mixed to form the hologram. The holograms were generated by a ruby laser that deposited 50 mJ in roughly 20 ns. This effectively stopped the flow so that objects as small as 5 µm in diameter could be measured. The holograms were obtained in a darkened room using AGFA M775D NAH unbacked holographic film plates having a 100 × 125 mm format.

The holograms were reconstructed using a 15 mW HeNe laser beam that was expanded to a diameter of 50 mm to provide a real image of the spray in front of the hologram. The properties of the reconstructed spray were observed with an M11 Model 65 video camera with optics to provide a field of view of 1.4 × 1.6 mm. Computer-controlled x traversing the hologram (1 µm resolution) and y traversing of the video camera (5 µm resolution) allowed observation of the entire object field. Images were analyzed using a Gould 113500 image display system. Reference points of known size and location near the edge of the object field provided direct calibration of distances on the reconstructions.

Drops and other ellipsoidal objects were sized by measuring their maximum and minimum diameters through the centroid of the image. Assuming ellipsoidal shapes, the diameter of these objects was taken to be the diameter of an ellipsoid having the same volume, that is, 

\[ a = \frac{d_1 + d_2 + d_3}{3} \]

The shape of the object was also characterized by its ellipticity, defined as 

\[ e = \frac{d_{min}}{d_{maj}} \]

This approach was not feasible, however, for irregular liquid elements or in cases in which the centroid was not located within the bounded area of the image. Then the cross-sectional area and perimeter of the image were measured and the maximum and minimum diameters of an ellipsoid having the same cross-sectional area and perimeter were computed. Given these parameters, the effective diameter and ellipticity were found in the same manner as for drops. The results at each condition were summed, considering 20,400 elements, to provide drop size distributions, mass median diameter (MMD), SMD, and the volume averaged ellipticity, \( e \). The wavelength of distortions of the liquid surface was also measured, considering roughly five holograms for each axial position and injector operating condition.

Experimental uncertainties were generally dominated by finite sampling limitations, because there are relatively few large drops after primary breakup of waves along the surface, rather than resolution of liquid element properties. Reconstructed holograms (e.g., 20,400 elements for moments of drop size distribution and roughly 10 waves for wave properties) within the limitations of the definition of drop size elements and ellipticities, which are difficult to quantify, estimates of experimental uncertainties (95% confidence) are less than 1% for MMD, SMD, and volume averaged ellipticity. Uncertainties of drop size distributions are best considered in the context of particular size distribution functions, since these uncertainties will be taken up later. Surface wavelengths were difficult to measure because the waves were irregular and...
their resolution was limited by line of sight effects, therefore, estimated experimental uncertainties (95% confidence) only were less than 40%.

Test Conditions

Test conditions are summarized in Table 1. A series of holograms for the region along the liquid surface were available from Ruff et al. [12, 3] and were used to provide results for an injectant diameter of 9.5 mm. The remainder of the measurements were obtained with the present apparatus, which had a jet exit diameter of 5.0 mm. Both injectors involved nonturbulent slug flow at the jet exit with similar passage designs. The streamwise positions of the data involved s/d in the range 25-100.

Earlier work, reviewed in [10, 11], indicates that the length of the mixing layers (represented by the length of the all liquid core at the axis) was in excess of s/d = 200 for present test conditions. Thus, breakup of the liquid core as a whole was not a factor for present measurements.

Test liquids included water, n-hexane, and various glycerin-water mixtures (21, 42, and 64% glycerin, by mass). This provided the following ranges of fluid properties: liquid-gas density ratios of 3.95-3.97, liquid viscosities of 5.97-107.3 × 10⁻⁶ kg/m.s, and surface tensions of 200-7108 × 10⁻⁴ N/m. These fluid properties were verified by measuring liquid densities using a hydrometer (Fisher model 11-B50, 0.1% accuracy), liquid viscosities with a Cannon/Fenske viscometer (Thomas model 9721, 3% accuracy), and surface tensions with a ring tensiometer (Fisher model 20, 1% accuracy).

Jet exit velocities were in the range 165-118 m/s, which was sufficient to resolve relative velocity effects without significant uncertainties due to temperature variations from compressibility effects. This yielded ranges of jet dynamic pressures as follows: 7.2 × 10⁴-7.5 × 10⁴ kPa. Weη was 94-1520, and Oh of 0.00109-0.0181. All test conditions involved Weη > 8 and Weη > 40, so they were well into the atomization breakup regime [12, 13]. According to this classification, the multiphase mixing layer should begin right at the jet exit, however, transition to atomization breakup was also affected by the state of flow development at the jet exit, as observed earlier [11]. Thus, some test conditions were in the wind induced breakup regime, as noted later, where breakup occurs in a multiphase mixing layer that begins at some distance from the jet exit. This delayed transition to atomization breakup was caused by the relative low levels of velocity due to limited boundary layer growth in the injector passages and low turbulence levels at the jet exit due to the present slug flow injector design, so that initial disturbance levels of the flow were low, tending to retard the growth of disturbances leading to primary breakup.

RESULTS AND DISCUSSION

Drop Size Distributions

Ruff et al. [1] studied drop size distributions both along the liquid surface after primary breakup and across the mixing layer, presumably after secondary breakup. These measurements were carried out for both slug flow and fully developed turbulent pipe flow at the jet exit. The latter condition yielded a turbulent primary breakup mechanism whose characteristics were correlated with liquid turbulence properties rather than potential aerodynamic effects. Nevertheless, drop size distributions for all these conditions were represented reasonably well by the universal root normal distribution proposed by Simmons [27] based on extensive observations in the dilute region of a variety of sprays. Because this assessment was limited to a single jet exit diameter and relative velocity for water injection in air, however, it was of interest to extend the evaluation to the broader range of primary breakup conditions of the present tests.

Drop size distributions after primary breakup during the present tests are plotted in Fig. 2. Results are shown for all liquids and relative velocities used, plotted in terms of the universal root normal distribution of Simmons [27]. The results involve a variety of distances from the jet exit, but streamwise distance did not affect the nature of the distribution and is not indicated in order to reduce cluttering of the plots. The root normal distribution has two parameters, one of which can be taken to be the SMD and the other the MMD/SMD ratio. Simmons [27] recommends MMD/SMD = 1.2, though root normal distributions in this range are also shown on the plots.

Similar to the findings of Ruff et al. [1], the root normal distribution with MMD/SMD = 1.2 yields an excellent correlation of the present measurements, except for a few outlying points. Firmly establishing drop size distributions requires sizing a large number of drops [5, 6], which is difficult for primary breakup because the drops are generally large and not very numerous. Thus, the outlying points seen at larger diameters in Fig. 2 are due primarily to insufficient numbers of drops in the distributions for some test conditions. Taking all the results as a whole, however, it was found that MMD/SMD = 1.18 with a 95% confidence interval of 1.14-1.22, so that Simmons' recommended value is within the range of the present measurements. This is very helpful because the entire drop size distribution can be related to the SMD in a simple manner. Thus, results concerning drop sizes after primary breakup will be discussed in terms of SMD in the following.

Development of Primary Break-Up

It was found that drop characteristics tended to vary with increasing distance from the jet exit and then approached a regime where the rate of variation was relatively slow.
This latter region will be termed the fully developed primary breakup regime in the following. Approach to fully developed conditions was slower for the more viscous liquids and tended to correlate as a function of the Reynolds number based on distance from the jet exit and liquid properties, Re.

Results illustrated in Fig. 3 show a progressive increase of SMD with Re. The data are relatively limited, however, fully developed primary breakup conditions are reached for Re on the order of 10^6. This corresponds to conditions where boundary layers typically undergo transition to turbulent flow [28]. However, the appropriate relative velocity and transition conditions for boundary layers along free surfaces and walls are not the same, so more study is needed to determine the relationship between the fully developed primary breakup regime and flow characteristics in the liquid. For low viscosity materials, like water and n-heptane, fully developed conditions are reached relatively close to the jet exit. However, for the most viscous glycerol solutions, virtually the entire region where observations were made (x/d ≤ 50 for this liquid) was in the development region. This behavior suggests a close relationship between the development of vorticity in the liquid and processes leading to primary breakup, which is consistent with the strong effect of the degree of initial flow development on mixing rates [1, 4]. Certainly, a uniform liquid flow region is not expected to yield conditions required to affect liquid as ligaments from a liquid surface. Instead, a region of vorticity near the surface, having a thickness controlled by boundary layer growth rates, is a better setting for ligament formation, with the thickness of this layer tending to control ligament size. Thus, increases of SMD with increasing Re, seem quite plausible.

A second feature observed in Fig. 3 is that SMD still varies somewhat in the fully developed primary breakup regime. Two effects could be responsible for this behavior: reduced relative velocities near the liquid surface and increased wavelengths of surface waves as distance from the jet exit increases. First of all, measurements of mean velocity distributions within the multiphase mixing layer show progressively increasing gas velocities along the liquid surface with increasing distance from the jet exit [2, 3]. Naturally, the resulting reduced relative velocities in the vicinity of the liquid surface would tend to increase drop sizes after primary breakup, if not eventually ending primary breakup by aerodynamic surface breakup mechanisms entirely. The second effect is related to the wavelengths of liquid surface disturbances, which were observed to increase with increasing distance (these results will be considered later). In this case,
longer wavelengths would be expected to yield larger drop sizes after primary breakup by any of the mechanisms advanced thus far [13–18].

The ellipticity of drops near the surface, after primary breakup, also was influenced by distance from the jet exit. Data showing this behavior are plotted in Fig. 4 as a function of $R_e$. In general, $e_p$ reaches a maximum for $R_e$, on the order of $10^5$, which corresponds to conditions near the onset of the fully developed primary breakup regime seen in Fig. 3 for the SMD (note that there is one outlying point having an $e_p$ of nearly 5 in this region, but most of the flows have maximum $e_p$ in the range 1.5–2.5). Farther into the fully developed primary breakup regime, $e_p = 1.2$.

These results suggest that conditions within the fully developed primary breakup regime are relatively independent of distance from the jet exit, whereas conditions nearer the jet exit may be affected by vorticity generated by boundary layers in the injector passageway. Thus, further consideration of primary breakup will be limited to the fully developed regime to avoid uncertainties about effects of the degree of boundary layer development at the jet exit, which are likely to be apparatus dependent.

**Fully Developed Primary Breakup**

A correlation of SMD after primary breakup in the fully developed regime was sought based on the existing theoretical correlations of Taylor [14], Levegh [15], Mayer [17], and Adelberg [18]. All these approaches yield $W_{e,po}$ as a function of $Ta$ after primary breakup, therefore, a correlation of present measurements was sought as a function of these variables. The present measurements, those of Ruff et al. [2, 3], and the theoretical correlations are presented in this manner in Fig. 5. The Taylor [14] and Levegh [15] correlations are identical at small Ta, yielding Eq. (11), and have been fitted to the measurement by Ruff et al. [2] in that regime for purposes of illustration. The limit of primary drop breakup proposed by Levegh [15] has been illustrated at $Ta = 1$, although only the order of magnitude was proposed. The correlations of Mayer [17] and Adelberg [18] follow Eq. (2), with appropriate values of $e_p$. The measurements illustrated in Fig. 5 are limited to the fully developed primary breakup region.

Clearly, none of the theoretical expressions illustrated in Fig. 5 provide a successful correlation of the measurements. In particular, for a given liquid in air, Ta varies primarily with variations of $u$ and the theoretical expressions do not yield the correct velocity dependence of SMD after primary breakup. For example, $SMD = u^a$ and $u^b$ for the aerodynamics and sheltered wave growth theories, whereas the measurements generally yield $SMD = u^c$. This difference has serious ramifications concerning the relative importance of secondary breakup and collision to dense spray and multiphase mixing layers. For example, Reitz and Bresler [16] estimate very small drop sizes after primary breakup by applying the aerodynamic breakup theory of Taylor [14] to the test conditions used by Hinozaki et al. [29]. The result implied that collisions within the dense spray region must be important in order to obtain drop sizes that were actually measured in the dilute portions of the spray. In contrast, the relatively low velocity dependence of the present measurements would imply significant effects of secondary breakup in the same flow. Other evidence to be discussed later suggests that this behavior is general, so the change in sensitivity of primary breakup to changes in velocity implies that dense sprays and multiphase mixing layers are more likely to be dominated by secondary breakup than collisions, the conventional view of liquid breakup [31], unless impinging liquid streams are considered.

Another difficulty with the correlations illustrated in Fig. 5 is that they do not accommodate effects of changing liquid properties. In particular, progressively increasing the liquid viscosity, by adding glycerin to water, causes nearly parallel shifts of the $W_{e,po}$ plots to higher values of $Ta$, but still with the same velocity dependence.

In an effort to diagnose the problem with existing models of primary breakup, wavelengths of disturbances of the liquid surface were measured. Present results, along with earlier measurements of Hoyt and Taylor [22, 23] for water and a polymer solution, are illustrated in Fig. 6. In view of the large uncertainties of present wavelength measurements, the present findings agree reasonably well with the results of Hoyt and Taylor [22, 23]. The wavelengths are comparable to the jet exit diameter over the region measured and increase roughly in proportion to distance from the jet exit. This behavior is representative of helical instability rather than sinusoids modes of instability considered in the primary breakup correlations (the latter generally being observed only within a few diameters of the jet exit [22, 23]). Thus, the mechanism of primary breakup considered in [14–18] clearly is not relevant for the conditions of the present experiments.
An alternative view of primary breakup yielded a more successful correlation of present measurements. The general nature of the approach is illustrated in Fig. 7, where ligament formation from a surface wave is illustrated. The reference frame in the figure is with respect to the wave, assuming that the relative velocity of the liquid and the wave velocity are roughly the same. Then the relative motion causes a boundary layer to develop on the windward side of the wave and it is implied that drop sizes after primary breakup are comparable to the thickness of the boundary layer as it reaches the tip of the wave, i.e., that liquid is stripped from the tip of the wave, controlling its growth. This is plausible because the liquid in the bulk of the slug flow has no vorticity and cannot be deflected so that it leaves the liquid phase as a ligament. For present test conditions, wavelengths of disturbances along the surface in the fully developed primary breakup regime were comparable to the initial jet diameter and were probably helical waves as noted earlier. Then assuming that the SMD after primary breakup is proportional to the thickness of the surface boundary layer, that the distance the boundary layer grows is proportional to the jet exit diameter, that the relative velocity of the layer scales as \( u_0 \), and that the surface boundary layer is laminar, there results

\[
\frac{SMD}{d} = \frac{C}{(\rho_1 \mu_d/d)^{1/3}}
\]  

(3)
where $C_1$ is an empirical constant involving the various proportionality factors. It is convenient to rearrange Eq. (4) so that $W_{c,\text{min}}$ is introduced because this simplifies comparison with the earlier theoretical correlations and the evaluation of secondary breakup effects. Completing this rearrangement yields

$$W_{c,\text{min}} = C_1^* W_c, \quad \frac{1}{Re_d^{1/2}}$$

(4)

Present measurements in the fully developed primary breakup regime are plotted in terms of the variables of Eq. (4) in Fig. 8. The correlation of the data for all liquids in the full range of velocities and jet diameters of 5.0 and 9.5 mm is seen to be remarkably good. The power of the correlation in terms of $W_{c,\text{min}}$ is not unity as suggested by Eq. (4), however, and can be represented better by the following empirical fit, which is shown on the plot:

$$W_{c,\text{min}} = 16 \left( \frac{W_c}{Re_d^{1/2}} \right)^{5/2}$$

(5)

The standard deviations of the coefficient and power in Eq. (5) are 6 and 4%, respectively, with the correlation coefficient of the fit being 0.96. The reduction of the exponent of $W_{c,\text{min}}$ from unity in Eq. (4) to 0.82 in Eq. (5) is statistically significant but is not large in view of the qualitative nature of the development of the correlation. Equation (5) implies that SMD = $u_c^{5/2}$, which is roughly the velocity dependence observed for each liquid.

The reasonably good performance of Eqs. (4) and (5) suggests that wave growth properties determine the dimensions of surface waves but that boundary layer growth along the windward side of the wave controls drop dimensions from primary breakup. This picture is consistent with present observations that drop sizes from primary breakup are significantly smaller than surface wavelengths in the fully developed regime because...
boundary layer thicknesses are generally much smaller than their length of development. This behavior is analogous to stripping type secondary breakup of drops, where liquid boundary layers developed on the windward side of the drop, and exhausting into the gas-phase at the drop periphery, have provided successful correlations of droplet breakup time \[18].

The importance of liquid vorticity in boundary layers near the surface for secondary breakup is also consistent with differences observed in primary breakup near the jet exit and the fully developed region, as well as differences in primary breakup for non-turbulent slug flow and fully developed turbulent pipe flow at the jet exit, discussed earlier.

It is also of interest to consider the potential for secondary breakup based on the results of Eq. 8 and the universal root normal size distribution of Simmons [27]. First off all, it is generally agreed that drops are unstable to secondary breakup when their Weber number, \(W_e\), exceeds a critical value, as follows [3, 9]:

\[ W_e = \frac{\rho \Delta u^2}{\sigma} \geq 6.5 \]  

Equation (6) has been written assuming that the relative velocity of large drops subject to secondary breakup is equal to the relative velocity of the mixing layer, this is reasonable based on the results of Ruff et al. [2, 1], where large drops near the liquid surface were observed to have velocities very near the mean injection velocity for conditions similar to present test conditions. Now the universal root normal distribution implies that drop sizes within a standard deviation of the MMD have the diameter range 0.098 < d < 0.14 MMD < 2.5 and contain 79% of the spray mass. This information, combined with Eq. (6), means that \(W_{e,\text{sim}} \approx 180 \) and defines limits on conditions where virtually no drop or all droplets undergo secondary breakup.

The limits of secondary breakup are shown in Fig. 8 along with the primary breakup correlation. Noting that it is difficult to remain in the atomization breakup regime for values of \(W_{e,\text{sim}}/Re_{\text{jet}}\), much lower than the present test range, it is evident that most sprays involve significant levels of secondary breakup. Additionally, as jet velocities increase, a progressively larger fraction of the drops undergo secondary breakup. Thus, at high relative velocities, approaching conditions where the locally homogeneous flow approximation is appropriate [3, 11], secondary breakup becomes a dominant mechanism within multiphase mixing layers.

Another effect of secondary breakup is that it tends to make \(W_{e,\text{sim}}\) more nearly constant as relative velocities change than is the case for primary breakup, correlated by Eq. (5). This helps explain the durability of primary breakup correlations like Eq. (1) and with their strong effect of relative velocity on the SMD, that is, any contamination of the measurements by secondary breakup helps support the trends of these relationships. Since past measurements of drop sizes were carried out after the sprays became diluted, it is probable that they involved significant levels of secondary breakup. Additionally, the results of secondary breakup do not depend on the jet diameter, which also helps explain the weak, or absent, jet diameter effects seen in earlier correlations of primary breakup [14, 18].

Finally, present measurements in the fully developed primary breakup regime were obtained at some distance from the jet exit, of greater than 6.2D, providing an opportunity to compare smaller drops from primary breakup near the jet exit, as well as drops having undergone secondary breakup, into the region of the measurements. This could explain the smaller power of \(W_{e,\text{sim}}/Re_{\text{jet}}\) seen in the empirical correlation of the data, Eq. (5), than expected from Eq. (4).

**CONCLUSIONS**

Primary breakup within the multiphase mixing layer of the near injector region of large scale pressure atomized sprays was studied, considering turbulent slug flow at the jet exit. The major conclusions of the study are as follows:

1. Drop size distributions after primary breakup in the mixing layer approximate Simons' universal root normal distribution with \(MMD/SMD = 1.2\) and can be characterized by a single parameter, e.g., the SMD.

2. Droplet properties after primary breakup tend to vary with increasing distance from the jet exit and then approach nearly constant values in a fully developed primary breakup regime for \(Re_{\text{jet}}\), greater than roughly 10^5. This transition process and droplet properties near the injector, however, are probably apparatus dependent because liquid vorticity due to nonuniform velocities and wall boundary layers at the jet exit can influence primary breakup and these characteristics are affected by injector passage design.

3. Existing correlations of SMD after primary breakup based on unstable wave growth due to Taylor [14], Levich [15], Mayer [17], and Adelberg [18] were ineffective for correlating the present measurements. The main deficiencies were substantial overestimation of the rate of reduction of drop sizes with increasing relative velocities and inability to treat correctly the effects of changes of liquid velocity.

4. A reasonably good correlation of SMD in the fully developed primary breakup regime for various liquids, injector diameters, and relative velocities was achieved using Eq. (5). This expression was based on stripping type secondary breakup due to boundary layer growth within the liquid along the windward side of surface waves, somewhat analogous to stripping type secondary breakup of drops.

5. The SMD and drop size distributions after primary breakup imply that most drops are subject to secondary breakup more so as the parameter \(W_{e,\text{sim}}/Re_{\text{jet}}\) increases. This means that secondary breakup, rather than collisions, is a major mechanism within multiphase mixing layer unless the flow involves impinging liquid jets. Additional evidence to support effects of secondary breakup in the multiphase mixing layer is reported in [2, 3].

Present results were limited to a small range of liquid/gas density ratios and particular slug flow injector designs; effects of density ratio and initial liquid vorticity conditions merit additional study as important variables affecting primary breakup properties. Furthermore, primary breakup near the end of the multiphase mixing layer should differ from present observations in the fully developed primary breakup regime because of the evolution of gas phase velocity distributions and instability (flapping) of the liquid core, therefore, primary breakup in this region deserves attention as well.
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Abstract

An experimental study of primary breakup of turbulent liquids in gas/liquid mixing layers is described. The experiments involved mixing layers along large round liquid jets (3.6, 6.4 and 9.5 mm dia.) injected at various velocities into still air and helium at atmospheric pressure with fully-developed turbulent pipe flow at the jet exit. Liquids studied included water, glycerol (42% glycerin by mass) and n-heptane. Pulsed shadowgraph photography and holography were used to find conditions where turbulent primary breakup was initiated as well as drop sizes and velocities after primary breakup. Drop sizes after primary breakup satisfied Simmons' universal root normal distribution with MMD/SMD = 1.2; therefore, they could be characterized solely by their SMD. Mass weighted mean streamwise and crossstream drop velocities after primary breakup were comparable to mean streamwise and crossstream rms fluctuating velocities in the liquid, respectively, with effects of mean velocity distributions in the jet passage reflected by somewhat lower streamwise drop velocities near the jet exit. Drop size properties after turbulent primary breakup were identical for tests in either air or helium and could be correlated reasonably well by phenomenological analyses considering effects of surface tension and liquid turbulence properties alone. However, limited data in the literature suggests that aerodynamic effects begin to influence drop sizes after primary breakup at ambient gas densities greater than those considered during the present experiments.

Introduction

Primary breakup to form drops near liquid surfaces is an important fundamental process with applications to liquid atomization, gas injection into liquids and multiphase flow in tubes, among others. Primary breakup is important because it determines the initial properties of the dispersed phase which affects mixing rates, secondary breakup, collisions and separated flow within the dispersed flow region. Motivated by these considerations, an experimental study of primary breakup of non-turbulent liquids in gas/liquid mixing layers recently was completed by Wu et al. [1]. The objective of the present investigation was to extend this work to consider primary breakup of turbulent liquids because this condition is encountered in practice as well. Similar to Ref. 1, measurements were carried out within the gas/liquid mixing layer at the periphery of round liquid jets in still gases. This region corresponds to the near-injector dense-spray region of a pressure-atomized spray for atomization breakup conditions.

Past studies of pressure-atomized sprays have established that spray properties are influenced by turbulence at the jet exit. First of all, the early studies of pressure atomization by De Juhasz et al.[2] and Lee and Spencer [3] showed that both atomization quality and mixing rates differed for laminar and turbulent flow at the jet exit. Next, Grant and Middleman [4] and Phinney [5] observed that jet stability and the onset of breakup were affected by turbulence at the jet exit as well. Finally, Hiroyasu et al.[6] and Chehroudi et al.[7] studied the length of the all-liquid core near the jet exit, which resembles the potential core region of single-phase jets. Their results suggest that the length of the liquid core is affected by turbulence at the jet exit, somewhat analogous to the effect of jet exit turbulence on the length of the potential core of single-phase jets.

The recent studies of Ruff et al.[8-10] and Tseng et al.[11,12] also have helped to quantify effects of turbulence at the jet exit on the mixing rates and structure of the
dispersed-phase region of pressure-atomized sprays. These experiments involved relatively large round water jets (9.5 and 19.1 mm dia.) in still air at ambient pressures of 1-8 atm, with both nonturbulent slug flow and fully-developed turbulent pipe flow at the jet exit. These experiments emphasized atomization breakup conditions, where drops begin to form right at the jet exit and the liquid core is completely surrounded by the dispersed flow region. This was done because the atomization breakup regime dominates most practical applications due to the small range of liquid flow rates and poor atomization qualities of the other breakup regimes. [8]

The measurements of Ruff et al.[8-10] and Tseng et al.[11,12] involved mean liquid volume fraction distributions using gamma-ray absorption and dispersed-phase properties using pulsed holography. The measurements of liquid volume fraction distributions showed much faster mixing rates for fully-developed turbulent pipe flow than for nonturbulent slug flow at the jet exit [8,11]. Observed effects of jet exit turbulence on mean liquid volume fraction distributions were predicted reasonably well (for mean liquid volume fractions greater than 0.2) using the locally homogeneous flow (LHF) approximation, where interphase transport rates are assumed to be infinitely fast, i.e., relative velocities between the phases are ignored. This suggests significant effects of liquid turbulence on primary breakup because it represents the first stage of mixing. The pulsed holography measurements of drop sizes confirmed effects of liquid turbulence on primary breakup [9,10,12]. In general, drop sizes after primary breakup were larger for turbulent than nonturbulent liquids, approaching the dimensions of spatial integral scales in the liquid for turbulent primary breakup. Additionally, relative velocities between the phases were large near the liquid surface, implying significant effects of separated flow in the dispersed-flow region. It was inferred that liquid turbulence properties dominated the outcome of turbulent primary breakup at atmospheric pressure, with aerodynamic effects becoming more important at elevated pressures and causing drop sizes after primary breakup to become smaller [9,10,12]. However, the mechanism of turbulent primary breakup was not pursued in any detail in these studies due to the relatively limited data base on drop properties near the liquid surface (water jets having only one jet exit velocity).

The previous review of the literature shows that past work has established significant differences between nonturbulent and turbulent primary breakup and has demonstrated that turbulent primary breakup enhances the mixing rates of pressure-atomized sprays. However, existing information about turbulent primary breakup is limited and the mechanism is not understood. In particular, no methods are available to estimate either the conditions for the onset or the subsequent outcome of turbulent primary breakup which impedes consideration of separated flow phenomena in the dispersed flow region.

In order to help fill this gap in the literature, the objectives of the present investigation were to observe the onset and outcome of turbulent primary breakup for a wide range of test conditions, and to use the measurements, as well as results available from Refs. 9 and 10, to develop approximate theories of these processes. Present experiments involved relatively large round liquid jets (3.6 and 6.4 mm dia.) in still gases at atmospheric pressure with fully-developed turbulent pipe flow at the jet exit. Effects of flow dynamics and liquid physical properties were studied by considering various jet exit velocities and liquids (water, 42% glycerol and n-heptane). Potential aerodynamic effects were studied by carrying out experiments in both air and helium at atmospheric pressure, providing roughly a 1:1 gas density variation while avoiding tests at low ambient pressures where problems of cavitation and enhanced drop vaporization can be encountered. Measurements included pulsed shadowgraph photography and holography to find conditions for the onset of turbulent primary breakup as well as drop sizes and velocities produced by this breakup mechanism.
The paper begins with a description of experimental methods. Results are then considered treating flow visualization, drop size distributions, drop velocities, onset of breakup and drop sizes and shapes, in turn. The paper concludes with discussion of potential aerodynamic effects on turbulent primary breakup, based on recent measurements in air at elevated ambient pressures due to Tseng et al.[12].

**Experimental Methods**

**Apparatus**

The following description of experimental methods will be brief because they are similar to the earlier study of nonturbulent primary breakup [1]. The apparatus consists of a pneumatically driven piston/cylinder arrangement containing the liquid to be injected with the liquid outlet centered on the axis of the piston. The piston has a diameter of 64 mm and a stroke of 200 mm, yielding a liquid sample size of roughly 600 ml. The outlet of the cylinder was rounded to prevent cavitation and was followed by a constant diameter passage having a length to diameter ratio \( \geq 41 \), to yield nearly fully developed turbulent pipe flow at the jet exit, similar to Ruff et al.[8]. Jet passage diameters considered during the tests were 3.6 and 6.4 mm. Injection was vertically downward with the liquid collected in a baffled tub and then discarded. Tests in air were carried out by injecting directly into room air. Tests in helium were carried out within a windowed cylindrical chamber (300 mm diameter, 1300 mm long) that could be evacuated and backfilled with helium to atmospheric pressure. Instrumentation was mounted rigidly; therefore, various positions in the flow were studied by traversing the entire injector assembly.

The piston/cylinder arrangement was filled with the test liquid while venting trapped air or helium from just below the piston face. Operation was initiated by admitting high-pressure air to the upper side of the piston through a solenoid valve which forced the liquid through the jet passage. Total times of injection were 180-1400 ms due to the finite liquid sample size. These relatively short time periods were not problematical, however, because flow development times are generally less than 1% of the flow time for the near-injector region where measurements were made while pulsed photography and holography only required times in the range 1-32 \( \mu \)s for triggering and data accumulation. Jet exit velocities at the time of the measurements were calibrated using an impact plate as described in Ref. 1.

**Instrumentation**

**Photography.** Pulsed shadowgraph photography was used to measure properties at the onset of turbulent breakup, where relatively low dispersed-phased concentrations makes this approach feasible and convenient. The holocamera was used for this purpose, operating in the single-pulse mode with the reference beam blocked to yield a shadowgraph rather than a hologram. The optics were arranged to give a primary magnification of 3-8:1 on the film. Drops were sized using an image analysis system in the same manner as the holography measurements to be discussed next. These photographs also were used to find the streamwise location of the onset of turbulent primary breakup. Experimental uncertainties (95\% confidence) of this determination were generally less than 40\%, the relatively large value being due to innate statistical variations of this event, i.e., whether drops completely detached from ligaments at the time the photograph was obtained.

**Holography.** The double-pulse holocamera and reconstruction systems were similar to the arrangements used by Ruff et al.[9,10]. Present optics provided a 5-6:1 magnification of the hologram image itself, coupled with reconstruction optics that allowed measurements of drop diameters as small as 5 \( \mu \)m. The ruby laser could be double pulsed with pulse separation times as short as 1 \( \mu \)s, to accommodate measurements of both large streamwise and small crossstream velocities of drops. The properties of the reconstructed sprays were analyzed using a Gould FD 5000 image display system with a field of view of
1.4 x 1.6 mm. Various locations in the hologram reconstructions could be observed by traversing the hologram in two directions and the video camera of the display system in the third direction.

Drops and other ellipsoidal objects were sized by measuring their maximum and minimum diameters through the centroid of the image. Assuming ellipsoidal shapes, the diameter of these objects was taken to be the diameter of a sphere having the same volume, $d_p^3 = d_{\text{min}}^2 d_{\text{max}}$. The shape of the object was described by its ellipticity, defined as $e_p = d_{\text{max}} / d_{\text{min}}$. More irregular objects were sized by finding the area and perimeter of their image, and computing the maximum and minimum diameters of an ellipsoid matching these properties: given these parameters, $d_p$ and $e_p$ were found as before. Results at each condition were summed, considering 20–400 elements, to provide drop size distributions, mass median diameter (MMD), Sauter mean diameter (SMD) and the volume averaged ellipticity, $e_p$. Experimental uncertainties generally were dominated by finite sampling limitations because there are relatively few drops after turbulent primary breakup due to relatively large drop sizes. Within the limitations of definitions of liquid element sizes and ellipticities, which are difficult to quantify, estimated experimental uncertainties (95% confidence) are estimated to be less than 38% for MMD and SMD and 39% for $e_p$.

Drop velocity measurements were based on the motion of the centroid of the image, allowing streamwise and crossflow velocities to be computed from the known intervals between laser pulses. Directional ambiguity was resolved by using different light intensities for the two laser pulses because the stronger pulse yielded a sharper image of the drops. Results at each condition were summed, considering 20–400 elements, to obtain mass-weighted (Favre) averaged drop velocities. Experimental uncertainties were dominated by finite sampling limitations, with the accuracy of finding the centroid of large irregular liquid elements also being a factor for the relatively small radial velocities that were observed. The resulting experimental uncertainties (95% confidence) are estimated to be less than 19% for $d_p$ and less than 60% for the much smaller values of $e_p$.

**Test Conditions**

Test conditions are summarized in Table 1. A series of holograms for the region along the liquid surface were available from Ruff et al. [9,10], and were used to provide results for water in still air for a jet exit diameter of 9.5 mm at atmospheric pressure. The remainder of the measurements were obtained using the present apparatus with jet exit diameters of 3.6 and 6.4 mm. All injectors involved fully-developed turbulent pipe flow at the jet exit with passage length-to-diameter ratios of 41 for injection into air and 210 for injection into helium. In particular, Ruff et al. [8] measured flow properties at the exit of the 9.5 mm passage, finding distributions of mean and rms fluctuating velocities in agreement with results in the literature for the corresponding range of Reynolds numbers [13,14], within experimental uncertainties. In view of this, streamwise and radial integral length scales of the flow at the jet exit were taken to be 0.4d and d/8, respectively, based on measurements of Laufer for fully developed turbulent pipe flow cited in Hinze [14].

The streamwise positions of present measurements involved x/d in the range 0.2–100. Earlier work [4,6,7], indicates that the length of the liquid core was in excess of x/d = 200 for present test conditions. Thus, present measurements involve breakup at the surface of the liquid core rather than breakup of the entire liquid column itself.

Test liquids included water, a glycerin/water mixture (42% glycerin, by mass) and n-heptane. All liquids were injected into still air, while water was injected into still helium as well, in order to assess potential aerodynamic effects as suggested by Tseng et al. [12]. This provided the following ranges of fluid properties: liquid/gas density ratios of 590-
6230, liquid viscosities of 3.94-34.66 \times 10^{-4} \text{ kg/m/s} and surface tensions of 2.00-7.08 \times 10^{-2} \text{ N/m}^2. The liquid properties were verified as described in Ref. 1.

Jet exit velocities were in the range 16-109 m/s, yielding jet dynamic parameters as follows: \text{Re}_d of 110,000-780,000, \text{We}_d of 12-1240, \text{Re}_d of 230,000-1,090,000 and \text{Oh}_d of 0.0011-0.0052. Most test conditions involved \text{We}_d > 8 and \text{We}_d > 40.3 which places them in the atomization breakup regime where breakup should begin right at the jet exit according to jet breakup criteria for nonturbulent liquids due to Miesse [15] and Ranz [16]. A few test conditions for water were in the wind-induced breakup regime, where breakup begins along the sides of the liquid jet at some distance from the jet exit, according to the criteria of Refs. 15 and 16. Actually, the first appearance of drops from turbulent primary breakup is only crudely described by the criteria of Refs. 15 and 16 and always occurred at some distance from the jet exit; this will be discussed later in more detail.

Results and Discussion

Flow Visualization

Consideration of the results will begin with visualization of the flow in order to provide insight concerning the general nature of the turbulent primary breakup process. Shadowgraphs of the flow near the liquid surface at various distances from the jet exit are illustrated in Fig. 1. These results are for water injection into still air and \( d = 3.6 \text{ mm} \), with the relatively small injector diameter helping to minimize obscuration problems of the shadowgraph technique. The direction of motion of the liquid in the photographs is vertically downward, which corresponds to the orientation of the experiment. Three photographs are shown: one right at the jet exit (which can be seen at the top of this photograph) in the region of initiation of breakup, and the other two centered at \( x/d = 10 \) and 50, respectively. A 0.9 mm diameter pin is visible in the latter two photographs to provide a size and distance reference. The liquid core is to the left in all three photographs.

The photographs of Fig. 1 illustrate a number of general features of the liquid surface during turbulent primary breakup. First of all, even though the test condition is well within the atomization breakup regime defined by Refs. 15 and 16 (e.g., \text{We}_d = 72), where breakup should begin right at the jet exit, the surface just becomes roughened or distorted very close to the jet exit while the first appearance of drops is deferred to \( x/d \) of roughly 0.3. A second feature of the liquid surface is that its mean position bulges outward within the first few diameters in the streamwise direction. Predictions based on the LHF approximation suggest that this is due to evolution of the mean velocity profile in the liquid from turbulent pipe flow conditions to a nearly flat profile consistent with the relatively low effects of drag on the liquid surface from the gas [8,11]. Another property of the liquid surface is that the scale of surface distortions progressively increases with increasing distance from the jet exit, in fact, small scale distortions are not even superimposed on the large wave-like structures seen at \( x/d = 50 \). Similar behavior was observed by Ruff et al. [8] for turbulent liquid jets in the first wind-induced breakup regime in the region prior to the onset of breakup; in particular, the liquid surface exhibited fine-grained roughness near the jet exit, with the surface becoming smoother and larger-scale irregularities appearing as the distance from the jet exit increased. This behavior can be attributed to two effects. First of all, small disturbances complete their growth more rapidly than large disturbances (as discussed later) so that they should appear first. The second effect involves reduced levels of turbulence production as mean velocities become more uniform in the liquid. This causes the turbulence to decay with increasing distance from the jet exit, with the small-scale high wave number range of the turbulence spectrum disappearing first, tending to reduce fine-grained distortion of the liquid surface accordingly. It seems likely that similar processes continue to act even in the presence of primary breakup yielding the properties of turbulent
distortion of the liquid surface seen in Fig. 1. Finally, the ligament-like structures protruding from the liquid surface exhibit little effect of drag from the gas phase — being randomly oriented from the liquid surface rather than predominantly deflected backward toward the jet exit due to drag from the more slowly moving gas [19]. In particular, tests in still air and helium yielded essentially the same results for comparable liquid jet conditions, in spite of a nearly order of magnitude change of We_{gb} and \rho u/\rho_g, which normally control aerodynamic effects on primary breakup [1,2]. This suggests that the primary breakup process is dominated by the properties of the liquid turbulence rather than aerodynamic stripping for present test conditions. Such behavior is not surprising in view of the relatively large size of the ligaments and their relatively short residence times protruding into the flow: consideration of velocity relaxation times for drops of comparable size [9,10] indicates that the ligaments do not appreciably accommodate to local gas velocities in the period while they are attached to the surface.

Turning to drop properties seen in Fig. 1, it is evident that drop diameters near the liquid surface progressively increase with distance from the jet exit, similar to the scale of surface distortions. Additionally, examination of the surface distortion of individual ligaments, as well as drops apparently associated with some ligaments, suggests that separation of drops from attached ligaments occurs by a process analogous to Rayleigh breakup, i.e., the ligaments act somewhat like liquid jets in the Rayleigh breakup regime. Some of the larger ligament-like drops in the flow appear to be undergoing additional division by Rayleigh breakup as well. Other features of the flow are similar to earlier observations of the dispersed flow region for turbulent primary breakup conditions [9,10,12]: the region of the liquid surface has the largest and most irregular drops with smaller round drops near the edge of the flow, suggesting significant effects of secondary breakup; drop number densities increase with increasing distance from the jet exit but liquid volume fractions remain surprisingly low, tending to minimize potential effects of collisions; and the width of the dispersed flow region progressively increases with increasing distance from the jet exit because drops have more residence time to move away from the surface due to their initial radial velocities after breakup and effects of turbulent dispersion.

Hologram reconstructions of the flow near the liquid surface for various liquid velocities at a fixed distance from the jet exit are illustrated in Fig. 2. These results are for water injection into still air at x/d = 10 with d = 6.4 mm. The direction of motion on the photographs is vertically downward and the 0.9 mm diameter reference pin is present as before, however, this time the liquid core is to the left of the photographs. Conditions at three liquid velocities are shown: 22, 40 and 81 m/s.

Significant effects of liquid velocity on the distortion of the liquid surface can be seen in the photographs of Fig. 2. First of all, while the size of the larger scale disturbances are similar for all three velocities (a property that was more evident by observing larger sections of the surface than shown in Fig. 2), the smallest scale disturbances become progressively smaller as the liquid velocity increases. This behavior also is similar to the distortion of the surface of turbulent liquid jets before primary breakup begins, where large scale features are not strongly affected by the jet Reynolds number but increasing Reynolds numbers increases the degree of fine-grained surface roughness [8]. This appears to be an effect of the power spectrum of the liquid turbulence, where the kinetic energy available to distort the surface at high wave numbers increases as the Reynolds number (which is proportional to the liquid velocity for the conditions of Fig. 2) increases. In a sense, this process is the inverse of the effect of distance from the jet exit seen in Fig. 1, where decay of the turbulence affects the high wave numbers first, tending to reduce the degree of fine-grained distortion of the surface with increasing distance from the jet exit. Finally, the direction of the ligaments protruding from the surface is not
particularly correlated with the relative velocity of the gas, even at the highest relative velocity. This suggests that the motion of the ligaments is largely the result of randomly directed liquid velocity fluctuations, with aerodynamic drag forces playing a secondary role for present test conditions (conditions where aerodynamic effects could be important will be discussed later).

Similar to Fig. 1, drop properties after primary breakup in Fig. 2 generally are related to the properties of the distortion of the liquid surface. Thus, the sm to decrease, similar to the reduction of the size of surface disturbances or attached ligaments, as the liquid velocity increases. It also is seen that the number density of drops near the liquid surface increases as the relative velocity increases. This mainly is caused by the reduction of drop sizes with increasing relative velocities because liquid volume fractions in the dispersed phase are relatively independent of flow conditions for the high jet Reynolds numbers of present tests [8,9,11,12].

Drop Size Distributions

Drop size distributions after turbulent primary breakup were measured locally for all present test conditions. It was found that the size distribution functions agreed with Simmons' [17] universal root normal distribution function with the ratio MMD/SMD = 1.17 and the 95% confidence interval for this ratio being 1.11-1.23. This behavior agrees with earlier measurements of drop size distributions in sprays which find MMD/SMD = 1.20 with similar 95% confidence intervals: Ruff et al.[10] and Tseng et al.[12] for conditions along the liquid surface and throughout the dispersed flow region for pressure atomized sprays with both nonturbulent and turbulent jet exit conditions, Wu et al.[11] after primary breakup of nonturbulent liquids, and the original recommendation of Simmons [17] based on observations of industrial sprays. Since the root normal distribution only has two moments, the best estimate of MMD/SMD = 1.2 implies that the entire drop size distribution is known if the SMD is known. Thus, drop sizes will be described in terms of SMD alone in the following.

Drop Velocities

Drop velocities after primary breakup will be considered next, in order to help define the dynamic properties of primary breakup. Available measurements of volume (mass) averaged streamwise and crossstream drop velocities, both normalized by \( \bar{u}_0 \), are plotted as a function of \( x/d \) in Fig. 3. The measurements include all the test liquids and jet diameters at various jet exit velocities for injection into still air, drawing results for \( d = 95 \) mm from Ruff et al.[9].

The normalized drop velocities for all test conditions illustrated in Fig. 3 generally correlate as functions of \( x/d \), with the larger scatter for \( \bar{U}_p/\bar{u}_0 \) being consistent with earlier estimates of the larger experimental uncertainties of the velocity component due to its relatively small magnitude. Very near the jet exit, \( \bar{U}_p/\bar{u}_0 \) has a value of roughly 0.6 which increases to reach a value near unity for \( x/d > 20 \). This behavior can be explained by assuming that streamwise drop velocities after primary breakup are roughly the same as streamwise velocities near the liquid surface. In particular, LHF computations of flow properties show that mean velocities in the liquid evolve from distributions appropriate for fully-developed pipe flow to a nearly flat profile having a velocity roughly 0.92 \( \bar{u}_0 \) in the region \( x/d < 20 \), relatively independent of specific flow conditions for the high Reynolds numbers used in these tests [9,11]. Thus, the lower streamwise drop velocities near the jet exit are due to the retarding effects of the jet passage walls on streamwise velocities near the liquid surface in this region.

In a similar manner, crossstream drop velocities appear to be comparable to crossstream velocity fluctuations in the liquid from the results illustrated in Fig. 3. In
In particular, $v_p/\bar{v}_d = 0.07$ for $x/d < 20$ with a tendency to decrease at larger values of $x/d$ although this trend is not very clear due to scatter of the data. These values of $v_p/\bar{v}_d$ are compatible with velocity fluctuations for fully developed turbulent pipe flow (for turbulent pipe flow, maximum values of $\bar{v}/\bar{u}_d$ and $\bar{u}/\bar{u}_d$ are 0.05 and 0.10 from Refs. 13 and 14) and the rapid adjustment of velocity fluctuations near the surface of the liquid to the absence of the passage wall found from LIF computations [9,11]. These same calculations indicate that turbulence levels in the liquid decay proportional to $(x/d)^{1/2}$ for $x/d > 20$ which may account for the tendency for $v_p/\bar{v}_d$ to decrease in this region. Taken together, the velocities of drops after turbulent primary breakup are typical of velocities in the liquid. This is not surprising due to the relatively large velocity relaxation times of the large drops that dominate the properties of mass averaged drop velocities [10].

**Onset of Breakup**

The properties of the onset of turbulent primary breakup will be considered next because they provide valuable clues about the turbulent primary breakup mechanism. Properties of interest include conditions for turbulent primary breakup to occur at all, the drop sizes formed at the onset of breakup and the distance from the jet exit where breakup begins. The problem will be addressed by extending the preliminary considerations of Ruff et al. [10], where the onset of breakup was associated with conditions where the momentum of turbulent fluctuations in the liquid was sufficient to overcome surface tension forces so that drops could be formed.

Some of the properties of the onset of turbulent primary breakup are illustrated in Fig. 4. These results involve measurements for water injected into still air at atmospheric pressure with $d = 6.4$ mm, showing the variation of drop sizes and the distance from the jet exit where breakup begins, SMD, and $x_i$, as a function of the mean jet exit velocity. Correlations of these properties found from Eqs. (5) and (11) for $A = d/8$ from Hinze [14], are shown along with the measurements; the development of the correlations will be discussed later.

The behavior of the onset of turbulent primary breakup illustrated in Fig. 4 is qualitatively similar to behavior in the second wind-induced breakup regime of nonturbulent liquid jets [4,5,14,15]. This involves breakup along the sides of the liquid jet, rather than the liquid column as a whole, with the point where breakup begins moving toward the jet exit as the jet exit velocity increases. The same behavior can be seen in Fig. 4 for turbulent primary breakup, with breakup beginning very close to the jet exit (approximating the atomization breakup regime) at the highest velocities. Another feature of the results is that the SMD of the drops at the onset of turbulent primary breakup becomes smaller as the point of initial breakup moves toward the jet exit. Thus, the initiation of breakup is associated with conditions where the smallest drops can be formed.

This trend also is supported by the photographs of Fig. 1, where drop sizes after primary breakup progressively increase with increasing distance from the jet exit. Finally, as noted earlier, varying the density of the gas by nearly an order of magnitude had little effect on drop sizes after turbulent primary breakup for present test conditions, suggesting negligible aerodynamic effects with breakup controlled by liquid properties alone.

Approximate analysis to find properties at the onset of turbulent primary breakup will be based on the configuration illustrated in Fig. 5. This involves the formation of a drop from a turbulent eddy having a characteristic size $\delta$, and a characteristic crossstream velocity relative to the surrounding liquid $v_\theta$. The eddy is shown with an elongated shape because length scales in the streamwise direction are larger than in the crossstream direction for fully-developed turbulent pipe flow [13,14]. The eddy is assumed to be convected in the streamwise direction by the local mean velocity, which is taken to be $u_0$ based on the
results discussed in connection with Fig. 3. The drop formed by the eddy also is assumed to have a diameter comparable to \( D \).

Based on present measurements (e.g., Figs. 1 and 4), as well as time scale considerations to be considered subsequently, the drops at the onset of turbulent primary breakup are the smallest drops that can be formed by this mechanism. The smallest drop that can be formed is either comparable to the smallest scale of the turbulence, the Kolmogorov microscale, or the smallest eddy that has sufficient kinetic energy relative to its immediate surroundings to provide the surface energy needed to form a drop — whichever is larger. For fully-developed turbulent flow, the Kolmogorov length scale can be estimated as follows [18]:

\[
L_k = 4A/(4\lambda \bar{u}_0/\nu)_{1/3}
\]

where the streamwise integral length scale has been taken to be \( 4A \), based on Laufer's measurements for fully-developed turbulent pipe flow [14]. For present test conditions, \( L_k \) is in the range 1-10 \( \mu \)m, which is much smaller than the smallest drop size estimated from energy considerations, or observed experimentally, thus, only the latter requirement is relevant for present test conditions.

The second criterion for the smallest drop that can be formed can be found by equating the kinetic energy of an eddy of characteristic size \( D_i \), relative to its surroundings, to the surface energy required to form a drop. This yields

\[
\pi \rho_l D_i^3 \bar{v}_i^2 / 12 = \pi \bar{u}_0^2 \sigma
\]

where only proportionality is implied to account for effects of ellipticity, nonuniform velocities within the eddy and the efficiency of conversion of kinetic energy into surface energy. In order for drops to be formed at all, \( D_i \) must be less than the largest eddies present, which is comparable to \( L \) [10], while \( D_k < D_i \) by definition for this primary breakup mechanism. Thus, it is reasonable to assume that \( D_i \) is within the inertial range of the turbulence spectrum where \( D_i \) and \( v_{D_i} \) are related as follows [18]:

\[
v_{D_i} = \bar{v}_0 (D_i / \Lambda)^{1/3}
\]

where variations of turbulence properties within the liquid have been ignored. Combining Eqs. (2) and (3), setting \( SMD_i = D_i \), and assuming that turbulence properties in the liquid can be approximated by jet exit turbulence properties, the following equation is obtained for the SMD at the onset of breakup:

\[
SMD_i/\Lambda = C_{ui}(\bar{u}_0/\bar{v}_0)^{0.5} W_{fA}^{-3/5}
\]

where \( C_{ui} \) is an empirical constant involving the various proportionality constants. With fully-developed turbulent pipe flow at the jet exit, \( \bar{v}_0/\bar{u}_0 \) also is essentially constant [13,14], so that \( SMD_j/\Lambda \) should only be a function of \( W_{fA} \) for present test conditions.

Present measurements of \( SMD_j \) are plotted in terms of the variables of Eq. (4) in Fig. 6. The correlation of the data for all three liquids and jet diameters generally is within the scatter anticipated based on experimental uncertainties. The power of \( W_{fA} \) for the correlation of the data is not -3/5 as suggested by Eq. (4), however, and can be represented better by the following empirical fit that is shown on the plot:

\[
SMD_i / \Lambda = 133 W_{fA}^{-0.74}
\]

The standard deviations of the coefficient and power in Eq. (5) are 10 and 7%, respectively, and correlation coefficient of the fit is 0.97. The reduction of the power of \( W_{fA} \) from -3/5 in Eq. (4) to -0.74 in Eq. (5) is statistically significant but is not large in view of the approximations used to develop the correlating expression and experimental uncertainties. The coefficient of Eq. (5) is relatively large but this can be anticipated from Eq. (4) if \( C_{ui} \) is on the order of unity because \( (\bar{u}_0/\bar{v}_0)^{0.5} \) is large for fully-developed
turbulent pipe flow \[14\]. Finally, SMD estimates from Eq. (5) are seen to be in excellent agreement with the specific measurements for water illustrated in Fig. 4.

The next step is to develop an expression for the distance from the jet exit, \(x_i\), where turbulent primary breakup is initiated. To find \(x_i\), it is assumed that the drop-forming eddy convects along the liquid surface with a streamwise velocity \(\bar{u}_o\), based on the results of Fig. 3. Then the location of the onset of turbulent primary breakup becomes:

\[
x_i = \bar{u}_o t_i
\]

(6)

where \(t_i\) is the time required for an eddy having a characteristic size, \(\xi_i\), to form a drop. There are several characteristic times that can be associated with the time to form a drop. First of all, the protrusion of ligaments and their division into drops, seen in Figs. 1 and 2, suggests use of the characteristic time for Rayleigh breakup. A second possibility is the characteristic time of the eddy, \(t_i = \xi_i/\bar{u}_o\), assuming that loss of the correlation of velocities near the surface causes the protruding ligament to become thin near its base and rapidly separate by Rayleigh breakup. A third possibility involves aerodynamic secondary breakup of the protruding ligament discussed by Tseng et al.\[12\]. Breakup times for this mechanism have not been established. However, secondary breakup times are relatively independent of the mode of breakup so that the correlation of Ranger and Nicholls \[19\] provides a reasonable estimate: this implies \(t_i \approx \xi_i [(p/\rho_g)^{1/2}/\bar{u}_o]\) if the velocity of the gas near the liquid surface is assumed to be small. Breakup times of all three mechanisms are of the same order of magnitude for present test conditions; however, similar results for injection into air and helium in spite of significant potential changes of \(t_i\) anticipated from the Ranger and Nicholls \[19\] correlation, suggests that the aerodynamic mechanism can be discarded. The remaining choice between Rayleigh breakup and eddy characteristic times is not obvious. However, the time for Rayleigh breakup clearly is shortest near the jet exit, where onset of breakup occurs, and is supported by the appearance of the flow; therefore, this breakup time will be used in the following.

Considering Rayleigh breakup, \(\xi_i\) is taken to be the diameter of a protruding ligament, having a jetting velocity of \(v_{\xi_i}\), from which the first drops are formed. Weber \[20\], found that the breakup length, \(L_i\), of liquid column for Rayleigh breakup can be expressed as follows:

\[
L_i = \left( \frac{\rho_f v_{\xi_i}^2}{\xi_i^2 \sigma} \right)^{1/2} + \frac{3 \mu v_{\xi_i}}{\xi_i^3}
\]

(7)

For present conditions, the second term in Eq. (7) is small and will be ignored in the following, although it could be a factor for very viscous liquids. Then assuming that \(t_i\) is proportional to the time required for a ligament to grow to its breakup length, \(L_i/v_{\xi_i}\), \(t_i\) becomes:

\[
t_i = \left( \frac{\rho_f \xi_i^3 \sigma}{\xi_i^2} \right)^{1/2}
\]

(8)

which is independent of \(v_{\xi_i}\). An expression for \(x_i\) is then found by substituting Eq. (8) into Eq. (6) and letting SMD \(\sim \xi_i\) as before:

\[
x_i = \xi_i^2/2 - (\text{SMD} / \xi_i)^{1/2} \left( \frac{W_e}{A} \right)^{1/2}
\]

(9)

The results of Eq. (9) indicate that drop sizes increase with increasing distance from the jet exit, supporting the idea that the onset of turbulent primary breakup involves the smallest drops that can be formed. Finally, eliminating SMD from Eq. (9), using Eq. (4), the following correlating expression for \(x_i\) is obtained:

\[
x_i = C_{st} \left( \frac{u_o}{\bar{u}_o} \right)^{1/2} We_{\text{st}}^{0.4}
\]

(10)

where \(C_{st}\) is a constant of proportionality and \(\left( u_o/\bar{u}_o \right)\) is a constant for fully-developed turbulent pipe flow at the jet exit.
Present measurements of $x_i$ are plotted in terms of the variables of Eq. (10) in Fig. 7. The correlation of the data for all three liquids and jet diameters is reasonably good in view of the relatively large experimental uncertainties of $x_i$, similar to the correlation of SMD in Fig. 6. As before, however, the power of $We_{ta}$ for the correlation of the data is not -0.4 as suggested by Eq. (10) but can be represented better by the following empirical fit which is shown on the plot:

$$x_i/A = 3980 WE_{ta}^{-0.67}$$

Equation (13) is seen to be consistent with Eq. (12): the coefficient is on the order of unity and the power on the right-hand-side of Eq. (13) is not statistically different from unity in view of the standard deviations of the powers in Eqs. (5) and (11) — both as anticipated.

**Drop Sizes and Shapes**

**Drop Sizes.** The approach used to find an expression for the variation of SMD with distance from the jet exit was similar to the method used to find $x_i$. First of all, it is reasonable to assume that drops near the liquid surface have been formed recently due to primary breakup because they have relatively large radial velocities (see Fig. 3). Additionally, the SMD is dominated by the largest drops in the drop size distribution; therefore, it also is plausible that the SMD is proportional to the largest drop that can be formed at a particular position, i.e., in the time available for the flow along the liquid surface to reach the position in question. Then, adopting the Rayleigh breakup mechanism and letting SMD = 0, as before, a procedure similar to the derivation of Eq. (9) yields the following expression for the variation of SMD with distance from the jet exit:

$$SMD/A = C_{SA} [x/(A We_{ta}^{1/2})]^{2/3}$$

where $C_{SA}$ is a constant of proportionality that should be on the order of unity.

Under present assumptions, the principles relating SMD to $x$ are the same for both the onset of breakup and at larger distances from the jet exit. Thus, comparing Eqs. (13) and (14) suggests that SMD/A should be correlated as a function of $x/(A We_{ta}^{0.34})$ for consistency. Available measurements from the present study for injection into still air and helium at atmospheric pressure, including onset of breakup conditions, as well as from Refs. 9 and 10 for injection into still air at atmospheric pressure, are plotted in this manner in Fig. 8. Two correlations of the data are shown on the plot as well: the best fit of all the
data and Eq. (13) for onset of breakup conditions alone. The best fit correlation of all the
data is:

\[ \text{SMD/A} = 0.69 \left( x \left( \text{A We}_{fd}^{0.34} \right)^{0.57} \right) \]  

(15)

The standard deviations of the coefficient and power of Eq. (15) are 14 and 3%, respectively, and the correlation coefficient of the fit is 0.98. Notably, results for injection into still air and helium at atmospheric pressure essentially are the same, suggesting negligible aerodynamic effects over the present test range, as discussed earlier.

Differences between the two correlations illustrated in Fig. 8 are small in comparison to experimental uncertainties so that drop formation both at the onset of breakup and at distances farther from the jet exit appears to be similar. The SMD of the smallest drops, formed at the onset of breakup, are in the range 10-20 \( \mu m \) which is roughly an order of magnitude larger than the Kolmogorov length scales for these test conditions.

The characteristics of turbulent primary breakup should change when breakup involves Kolmogorov-sized drops which is an interesting issue for future study. The largest SMD observed in the data base illustrated in Fig. 8 approaches the order of magnitude of the radial integral scales of the turbulence. Somewhat larger scale drops are feasible because one-dimensional turbulence spectra still have significant energy at scales somewhat larger than the radial integral scale [18]. However, much larger SMD than those shown in Fig. 8 are unlikely for round liquid jets because of the finite length of the liquid core. This is indicated in Fig. 8 using the correlation for liquid core length (or jet breakup length) from Grant and Middleman [4]:

\[ L_C/d = 8.51 \text{ We}_{fd}^{0.32} \]  

(16)

where the range of \( L_C/d \) shown in the figure results from the variation of \( \text{We}_{fd} \) over the present test range (note that \( \lambda = d/8 \) has been used to plot Eq. (16) in Fig. 8, as before). A more recent correlation of liquid core length for atomization breakup conditions, due to Chehroudi et al. [7], yields core length limitations similar to those pictured in Fig. 8 but the range of \( L_C/d \) is somewhat broader because it does not involve \( \text{We}_{fd} \) explicitly. The fact that the SMD approaches \( A \) near the end of the liquid core, and thus is comparable to the diameter of the liquid core itself, is consistent with the liquid column breaking up as a whole in this region.

**Ellipticity.** Measurements of volume averaged ellipticity are plotted as a function of \( x/d \) in Fig. 9. The data shown consists of present measurements, which includes onset of breakup conditions, as well as the measurements of Refs. 9 and 10. The measurements exhibit significant scatter, particularly at large \( x/d \), and no correlation in terms of \( x/d \) should be implied by the plot. Nevertheless, the results help to complete the physical picture of the flow.

The measurements of \( e_p \) in Fig. 9 have values near unity at low \( x/d \), which then increase toward a value of roughly 2 for \( x/d \) on the order of 100. This trend can be explained from the properties of both the turbulence spectrum and Rayleigh breakup, in connection with the observations of SMD/A illustrated in Fig. 8. For small values of \( x/d \), SMD/A is quite small so the drops are formed from eddies at the high wave number end of the turbulence spectrum, approaching Kolmogorov length scales. Eddies in this region are nearly isotropic so that the drops formed by primary breakup are expected to be nearly round as well. In addition, conditions as small \( x/d \) appear to be dominated by Rayleigh breakup of ligaments protruding from the surface as discussed in connection with Fig. 1. Rayleigh breakup generally yields round drops rather quickly after breakup is completed when the diameter of the liquid column is small, which is typical of conditions near the jet exit [20].
In contrast to the near jet exit region, several factors suggest increasing $e_p$ after primary breakup as $x/d$ increases. First of all, drop sizes after primary breakup progressively increase with $x/d$ so that the time required for a detached drop to evolve to a round drop from the elongated shape immediately upon Rayleigh breakup increases, which increases the probability of observing drops having large $e_p$. In particular, Rayleigh breakup theory implies a length-to-diameter of a drop at the instant of breakup of roughly 4:1 [20], which is comparable to the maximum values of $e_p$ seen in Fig. 9. Another factor is that SMD/A approaches unity at large $x/d$ so that drops are formed from eddies at the low wave number portion of the turbulence spectrum in this region. Integral-scale sized eddies exhibit anisotropy characteristic of the ratio of streamwise to crossstream spatial integral scales, which also is 4:1 for fully-developed pipe flow (assuming that liquid turbulence is similar to jet exit conditions) [14]. Thus, drops formed by primary breakup at large $x/d$ might be expected to have $e_p$ of similar magnitude which is consistent with the observations of Fig. 9, as well.

Discussion

The present results suggest that most features of turbulent primary breakup observed at atmospheric pressure — conditions at the onset of breakup and the variation of SMD and $e_p$ with distance after breakup begins — can be explained by interactions between liquid turbulence and Rayleigh breakup of ligaments protruding from the surface, ignoring aerodynamic effects. Observations during a companion study by Tseng et al. [12] of effects of ambient gas density on the properties of pressure-atomized sprays near the jet exit, however, show that aerodynamic effects also can be a factor in turbulent primary breakup. This involves a tendency for primary and secondary breakup to merge as the density of the ambient gas increases. It is argued in Ref. 12 that the onset of aerodynamic effects begins at ambient gas densities somewhat greater than air at atmospheric pressure conditions or $p/p_e$ somewhat less than 590. Present findings that variations of $p/p_e$ over the range 590-6230 had little effect on turbulent primary breakup properties tend to support this conclusion. Thus, in view of these considerations, present correlations for SMD, $x$, and SMD, Eqs. (5), (11) and (15), should not be used for $p/p_e < 590$. Future work should consider the properties of turbulent primary breakup in this low density ratio regime, due to its importance for high pressure spray combustion processes.

Conclusions

Primary breakup within the multiphase mixing layer of the near jet-exit region of large-scale pressure-atomized sprays was studied, considering liquid jets in still air and helium at atmospheric pressure with fully-developed turbulent pipe flow at the jet exit. The major conclusions of the study are as follows:

1. Drop size distributions after turbulent primary breakup approximate Simmons' universal root normal distribution with MMD/SMD = 1.2, similar to drops after nonturbulent primary breakup and at local conditions within the multiphase mixing layer of sprays [1,9,10,12]. Thus, given this ratio of MMD/SMD, the entire drop size distribution could be characterized by a single parameter like the SMD because this distribution function only has two moments.

2. Mass-averaged mean drop velocities after turbulent primary breakup approximate mean and rms velocity fluctuations of the liquid in the streamwise and crossstream directions, respectively (cf. Fig. 3).

3. Drop sizes at the onset of turbulent primary breakup could be explained by equating the surface tension energy required to form a drop to the kinetic energy of a corresponding liquid eddy relative to its surroundings within the inertial region of the turbulence spectrum.
yielding the correlation of Eq. (5). This indicates a close correspondence between liquid turbulence properties and turbulent primary breakup (cf. Fig. 6).

4. The onset of turbulent primary breakup always occurred at some distance from the jet exit but approaches the exit, approximating atomization breakup conditions, at large \( \text{We}_{\text{ir}} \). The distance required for the onset of breakup could be explained considering the residence time needed to initiate Rayleigh breakup of ligaments protruding from the liquid surface, yielding the correlation of Eq. (11) (cf. Fig. 7).

5. Drop sizes from turbulent primary breakup increased with distance from the jet exit, with the SMD reaching values on the order of the radial spatial integral scale of the liquid turbulence as the end of the liquid core is approached. Additionally, the effect of streamwise distance on SMD was virtually the same at the onset of breakup and thereafter. This behavior could be explained by associating the SMD with the largest drops that had sufficient residence time in the flow to be formed at the point in question by Rayleigh breakup of protruding ligaments, yielding the correlation of Eq. (15) (cf. Fig. 8).

Present results are limited to liquids having moderate viscosities at conditions where the SMD at the onset of breakup is at least an order of magnitude greater than the Kolmogorov length scale of the liquid turbulence. Consideration of the Rayleigh breakup mechanism of ligaments protruding from the surface suggests potential effects of liquid viscosities on breakup times, and limitations of the breakup mechanism as Kolmogorov length scales are approached, that should be explored. Additionally, limited data on turbulent primary breakup at various ambient gas densities from Ref. 12 suggests potential aerodynamic effects due to merging of turbulent primary breakup and secondary breakup for \( \rho_i/\rho_g < 590 \). Until these effects are resolved, it is not recommended to apply the correlations reported here beyond the present test range.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{\text{Si}} )</td>
<td>empirical constant for SMD at onset of breakup</td>
</tr>
<tr>
<td>( C_{\text{Sx}} )</td>
<td>empirical constant for SMD variation with ( x )</td>
</tr>
<tr>
<td>( C_{\text{xi}} )</td>
<td>empirical constant for ( x ) at onset of breakup</td>
</tr>
<tr>
<td>( d )</td>
<td>injector diameter</td>
</tr>
<tr>
<td>( d_{\text{max}}, d_{\text{min}} )</td>
<td>maximum and minimum image dimensions of drops</td>
</tr>
<tr>
<td>( d_p )</td>
<td>drop diameter</td>
</tr>
<tr>
<td>( e_p )</td>
<td>volume-averaged ellipticity</td>
</tr>
<tr>
<td>( \ell )</td>
<td>characteristic eddy size</td>
</tr>
<tr>
<td>( \ell_k )</td>
<td>Kolmogorov length scale</td>
</tr>
<tr>
<td>( \ell_c )</td>
<td>liquid core length</td>
</tr>
<tr>
<td>( L )</td>
<td>Rayleigh breakup length</td>
</tr>
<tr>
<td>( \text{MMD} )</td>
<td>mass median diameter</td>
</tr>
<tr>
<td>( \text{Oh}_l )</td>
<td>Ohnesorge number, ( \mu_l/(\rho_d \sigma)^{1/2} )</td>
</tr>
<tr>
<td>( \text{Re}_{\text{ld}} )</td>
<td>jet Reynolds number, ( \bar{u}_d/v_l )</td>
</tr>
<tr>
<td>( \text{SMD} )</td>
<td>Sauter mean diameter</td>
</tr>
<tr>
<td>( u )</td>
<td>streamwise velocity</td>
</tr>
<tr>
<td>( u_p )</td>
<td>streamwise drop velocity</td>
</tr>
<tr>
<td>( v )</td>
<td>radial velocity</td>
</tr>
<tr>
<td>( v_\ell )</td>
<td>radial velocity associated with eddy of size ( \ell )</td>
</tr>
<tr>
<td>( v_p )</td>
<td>radial drop velocity</td>
</tr>
<tr>
<td>( \text{We}_{\text{ij}} )</td>
<td>Weber number based on phase ( i ) and length scale ( j ), ( \rho_i \bar{u}_p^2 \ell/\sigma )</td>
</tr>
<tr>
<td>( x )</td>
<td>streamwise distance</td>
</tr>
<tr>
<td>( \Lambda )</td>
<td>radial integral length scale</td>
</tr>
<tr>
<td>( \mu )</td>
<td>molecular viscosity</td>
</tr>
<tr>
<td>( \nu )</td>
<td>kinematic viscosity</td>
</tr>
</tbody>
</table>
\( \rho \)  = density  
\( \sigma \)  = surface tension  
\( t \)  = characteristic drop formation time  

**Subscripts**  
\( f \)  = liquid phase property  
\( g \)  = gas phase property  
\( i \)  = at point of breakup initiation  
\( o \)  = jet exit condition  

**Superscripts**  
\( \langle \cdot \rangle \)  = time-averaged mean properties  
\( \langle \cdot \rangle \)  = mass-averaged mean property  
\( \langle \cdot \rangle \)  = time-averaged rms fluctuating property  
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Table 1 Summary of Test Conditions

<table>
<thead>
<tr>
<th>Liquid</th>
<th>Water&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Glycerol (42%)</th>
<th>n-Heptane</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_f ) (kg/m(^3))</td>
<td>997</td>
<td>1101</td>
<td>683</td>
</tr>
<tr>
<td>( \rho_f \rho_g )</td>
<td>870, 6230</td>
<td>960</td>
<td>590</td>
</tr>
<tr>
<td>( \mu_f \times 10^4 ) (kg/ms)</td>
<td>8.94</td>
<td>34.66</td>
<td>3.94</td>
</tr>
<tr>
<td>( \sigma \times 10^2 ) (N/m)</td>
<td>7.08</td>
<td>6.30</td>
<td>2.00</td>
</tr>
<tr>
<td>( d ) (mm)</td>
<td>3.6, 6.4, 9.5</td>
<td>6.4</td>
<td>6.4</td>
</tr>
<tr>
<td>( \bar{u}_0 ) (m/s)</td>
<td>16-109</td>
<td>32-99</td>
<td>20-45</td>
</tr>
<tr>
<td>( Re_{fd} \times 10^4 )</td>
<td>1178</td>
<td>620</td>
<td>22-50</td>
</tr>
<tr>
<td>( We_{gd} )</td>
<td>12-1240</td>
<td>120-1150</td>
<td>150-750</td>
</tr>
<tr>
<td>( We_{fd} \times 10^4 )</td>
<td>2.3-106</td>
<td>11.4-109</td>
<td>8.7-44</td>
</tr>
<tr>
<td>( Oh_d \times 10^3 )</td>
<td>1.09-1.77</td>
<td>5.23</td>
<td>1.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>Pressure-atomized injection vertically downward in still air (\( \rho_g = 1.15 \text{ kg/m}^3 \)) or helium (\( \rho_g = 0.16 \text{ kg/m}^3 \)) at 98.8 kPa and 298 \( \pm \) 3 K with fully-developed turbulent pipe flow at the jet exit (injector passage length/diameter ratio of 41 for injection into air and 210 for injection into helium).

<sup>b</sup>Data for water for \( d = 9.5 \) mm obtained from Ruff et al [9,10].
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Fig. 1 Pulsed shadowgraphs of the flow near the liquid surface at various distances from the jet exit for water injection into still air.

Fig. 2 Hologram reconstructions of flow near the liquid surface at various relative velocities for water injection into still air.

Fig. 3 Mass averaged drop velocities after primary breakup as a function of distance from the jet exit.

Fig. 4 Initial breakup position and SMD as a function of jet exit velocity: water injection into still air with \( d = 6.4 \) mm. Correlations (based on \( \Lambda = d/8 \)) as follows: \( x_i \) from Eq. (11) and SMD\(_i\) from Eq. (5).

Fig. 5 Sketch of turbulent primary breakup at the liquid surface.

Fig. 6 SMD at initiation of turbulent primary breakup as a function of \( \text{We}_{\text{fA}} \). The correlation is from Eq. (5).

Fig. 7 Length to initiate turbulent primary breakup as a function of \( \text{We}_{\text{fA}} \). The correlation is from Eq. (11).

Fig. 8 SMD after turbulent primary breakup as a function of distance from the jet exit. The correlations are as follows: initial breakup from Eq. (13) and best fit from Eq. (15).

Fig. 9 Ellipticity after turbulent primary breakup as a function of distance from the jet exit.
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Abstract

An experimental study of primary breakup of turbulent liquids is described, emphasizing liquid/gas density ratios less than 500 where aerodynamics effects are important. The experiments involved multiphase mixing layers along round water jets (3.6 and 6.2 mm dia) injected at various velocities into still helium, air and Freon 12 at pressures of 1 and 2 atm with fully-developed turbulent pipe flow at the jet exit. Pulsed shadowgraph photophotography and holography were used to find conditions at the onset of breakup as well as drop properties as a function of distance from the jet exit. Two main aerodynamic effects were observed, as follows: (1) enhanced primary breakup near the onset of breakup, and (2) merged primary and secondary breakup when the Rayleigh breakup times of ligaments formed by turbulent fluctuations were longer than the secondary breakup times of similar sized drops. The predictions of phenomenological theories based on these ideas were in good agreement with the measurements.

INTRODUCTION

An experimental study of aerodynamic effects on the primary breakup of turbulent liquids is described, extending earlier work on the primary breakup of non-turbulent liquids [1] and on the primary breakup of turbulent liquids at conditions where aerodynamic effects were small [2]. The research is motivated by the importance of primary breakup to the structure and mixing properties of sprays and other dispersed multiphase flows, in view of the potential for significant aerodynamic effects on primary breakup at high pressures of many practical applications [3]. Similar to Ref. 2, the experiments involved conditions near the surface of round liquid jets in still gases, with fully-developed turbulent pipe flow at the jet exit. The measurements included properties at the location of the onset of turbulent primary breakup as well as drop sizes and velocities resulting from primary breakup as a function of distance from the jet exit. Additionally, phenomenological theories were developed to help interpret and correlate the measurements, extending the methods of Ref. 2 to include aerodynamic phenomena.

Many investigators have observed significant effects of liquid turbulence on the structure and mixing properties of pressure atomized sprays in still gases [4-14]. In general, liquid turbulence enhances mixing rates and yields larger drops after primary breakup at the liquid surface than nonturbulent liquid jets at comparable conditions. Wu et al. [11] studied the primary breakup of turbulent liquids at liquid/gas density ratios greater than 500, finding that turbulent primary breakup largely was controlled by liquid turbulence properties with negligible aerodynamic effects at these conditions. Thus, successful phenomenological theories (non-aerodynamic turbulent primary breakup theories) for both the onset and for drop properties after turbulent primary breakup were developed by treating interactions between surface tension and liquid turbulence properties alone [2]. Subsequent measurements at liquid/gas density ratios less than 500, however, yielded drop sizes that were significantly smaller than the non-aerodynamic turbulent primary breakup predictions and evidence that the appearance of aerodynamic effects was governed by the liquid/gas density ratio alone [4]. Nevertheless, only limited information about aerodynamic turbulent primary breakup was reported in Ref. 4 prompting the present more detailed study of the phenomenon.

* Author to whom correspondence should be sent.
The paper begins with a description of experimental methods. Results are then considered treating flow visualization, drop size distributions and velocities after primary breakup, the onset of primary breakup and the variation of drop sizes after primary breakup with distance from the jet exit in turn. The paper concludes with a discussion of the regimes of non-aerodynamic and aerodynamic turbulent primary breakup. Present considerations were limited to injection of water into various gases to obtain $p_0/p_2$ in the range 0.6-2.0, because effects of liquid type had been examined earlier [1].

**EXPERIMENTAL METHODS**

**Apparatus**

The apparatus involved liquid injection into still gases within a windowed chamber. A sketch of the test arrangement appears in Fig. 1. The injector was modified somewhat from earlier work [1, 2] to accommodate operation in the windowed test chamber. It consisted of a pneumatically driven piston/cylinder arrangement containing a roughly 600 ml water sample. The outlet of the cylinder was rounded to prevent cavitation and was followed by constant diameter passages having length/diameter ratios greater than 41, to yield nearly fully developed turbulent pipe flow at the jet exit [8]. Jet passage diameters of 1.6 and 0.2 mm were considered during the tests. Injection was vertically downward with the liquid collected in the bottom of the chamber and then discarded.

The windowed test chamber was cylindrical with a diameter of 300 mm and a length of 1370 mm. The chamber could be evacuated and refilled with various gases at pressures of 1 and 2 atm to provide variations of the liquid/gas density ratio while avoiding problems of injector cavitation at low pressures. The instrumentation was mounted rigidly, therefore, various distances from the jet exit were considered by traversing the injector with respect to the chamber in the vertical direction while horizontal positions were varied by traversing the entire injector and chamber assembly.

The piston/cylinder arrangement was filled with water by venting the upper side of the cylinder and temporarily plugging the exit of the jet passage. Water was then admitted to the portion of the accumulator below the piston, forcing the piston upward and filling the sample volume. Once the chamber was full, the water flow was ended and the plunger at the passage exit removed. Test operation was then initiated by admitting high pressure air to the upper side of the piston through a solenoid valve which forced the liquid through the jet passage. Similar to earlier work [1, 2], total times of injection were short, 270–4000 ms, however, these times were sufficient due to short flow development and data acquisition times. Jet exit velocities at the time of the measurements were calibrated with an impact plate as described in Ref. 2.

**Instrumentation**

The instrumentation consisted of pulsed shadowgraph photography and pulsed holography. The following descriptions of these systems will be brief, see Refs. 1 and 2 for more details.

**Photography.** Pulsed shadowgraph photography was used to measure flow properties near the onset of breakup where dispersed phase concentrations were relatively low so that this approach is feasible. This provided better resolution than pulsed holography to improve observations in the region where the smallest drops were observed. The holography was used for these photographs, operating in the single pulse mode with the reference beam blocked to yield a shadowgraph rather than a hologram. Image analysis to find drop sizes was the same as the holography measurements to be discussed next.
Object velocities were based on the motion of the centroid of the image using holographic techniques. The experiments were performed in a water tank with a flow rate of 200 objects per second. The dynamic range was set to 20% for each measurement. Experimental uncertainties were estimated to be less than 5% for mean velocities and 10% for volume-averaged properties. The overall uncertainty in the measurements was less than 5% for the mean velocities and 10% for the volume-averaged properties.

Test Conditions

The overall uncertainty in the measurements was less than 5% for the mean velocities and 10% for the volume-averaged properties. The measurements were performed in a water tank with a flow rate of 200 objects per second. The dynamic range was set to 20% for each measurement. Experimental uncertainties were estimated to be less than 5% for mean velocities and 10% for volume-averaged properties.

The measurements were performed in a water tank with a flow rate of 200 objects per second. The dynamic range was set to 20% for each measurement. Experimental uncertainties were estimated to be less than 5% for mean velocities and 10% for volume-averaged properties.

The measurements were performed in a water tank with a flow rate of 200 objects per second. The dynamic range was set to 20% for each measurement. Experimental uncertainties were estimated to be less than 5% for mean velocities and 10% for volume-averaged properties.

The measurements were performed in a water tank with a flow rate of 200 objects per second. The dynamic range was set to 20% for each measurement. Experimental uncertainties were estimated to be less than 5% for mean velocities and 10% for volume-averaged properties.
test conditions. Thus, present experiments involve primary breakup at the liquid surface rather than conditions after breakup of the entire liquid volume itself.

Jet exit velocities were in the range 22-67 m/s, yielding the following ranges of jet and primary breakup dynamic parameters: \( \text{Re}_d \) of 90,000-500,000, \( \text{We}_d \) of 12-3790, \( \text{We}_d \) of 60,000-390,000, and \( \text{Oh}_d \) of 0.0011-0.0018. All test conditions where aerodynamic effects were observed involved air and Freon 12 as the ambient gas, with \( \text{We}_d > 8 \) and \( \text{We}_d > 40 \). This places them in the atomization breakup regime for non-turbulent liquids defined by Miese [17] and Ranz [18], where primary breakup should begin right at the jet exit. Actually, the onset of primary breakup always occurred at some distance from the jet exit as will be discussed later in more detail. The present low values of \( \text{Oh}_d \) imply that viscosity should not play a major role in the breakup of the flow as a whole [19], although it does affect the smallest scales of the turbulence [15, 16], and the properties of secondary breakup [19] that interact with primary breakup, as discussed later.

RESULTS AND DISCUSSION

Flow Visualization

Consideration of the results will begin with visualization of the flow in order to provide an overview of the nature of aerodynamic effects on the turbulent primary breakup process. Similar visualizations, showing effects of varying the distance from the jet exit, and the velocity of the liquid, are presented in Refs. 2 and 8 for conditions where aerodynamic effects are not a factor. These results show that droplet sizes after turbulent primary breakup roughly correspond to the sizes of ligaments and other protrusions from the liquid surface. Additionally, the sizes of surface protrusions, and corresponding drops, progressively increase with increasing distance from the jet exit for a given injection condition. This behavior was attributed to two effects [2]. First of all, small disturbances complete their growth faster than large disturbances and should be observed sooner. Secondly, reduced levels of turbulence production as liquid velocities become uniform, once the retarding effect of the injector passage walls is removed, cause the liquid turbulence to decay with the small scale high wave number range of the turbulence, and the corresponding distortion of the liquid surface, disappearing first. An observation supporting small aerodynamic effects for the conditions of Ref. 2 was that liquid protrusions were more or less randomly oriented with respect to the liquid surface, thus exhibiting little effect of drag forces from the gas. The main effect of velocity increases for these conditions was to reduce the size of the smallest scale disturbances while leaving the large scale disturbances relatively unchanged at a particular \( \text{a/d} \). This behavior was attributed to the properties of the power spectrum of the turbulence, where for a particular flow configuration increasing velocities (Reynolds numbers) do not modify integral scales appreciably but do increase the kinetic energy available to distort the liquid surface at high wave numbers [2, 8, 21]. These qualitative observations were supported by phenomenological theories based on these ideas that yielded reasonable agreement with measurements [2].

Some typical pulsed shadowgraph photographs for the present test conditions are illustrated in Fig. 2. These results all are for water injection with \( d = 3.6 \) mm, \( \text{u}_0 = 38 \) m/s and \( \text{a/d} = 10 \). The gas environments for these observations, however, were changed to highlight aerodynamic effects and consisted of still helium, air and Freon 12 at atmospheric pressure (from left to right), to provide \( p / p_0 = 6230, 867 \) and 213, respectively. The direction of liquid motion in the photographs is vertically downward, which corresponds to the orientation of the experiment although effects of gravitational forces were negligible due to the high liquid velocity. The liquid core of the jet is toward the left of each photograph. Finally, a 900 \( \mu \)m diameter pin is visible in all three photographs in order to provide a size reference.
The photographs of Fig. 2 illustrate some of the main features of aerodynamic phenomena on turbulent primary breakup. First of all, it is evident from the left and center photographs that varying $p_l/p_g$ from 0.230 to 0.867 has virtually no effect on properties near the liquid surface. Even though a density ratio change of this magnitude might be expected to influence aerodynamic forces on protrusions from the surface and drops near the surface. In particular, ligament properties and drop sizes and concentrations are essentially the same for these two conditions, while the orientation of ligaments protruding from the surface is random. This behavior is reasonable, however, because estimated velocity variations of ligament sized objects over the residence time of the ligaments is small at these density ratios [2]. Thus, primary breakup properties and the mass fluxes of liquid entering the dispersed phase depend on liquid turbulence properties rather than aerodynamic breakup and stripping at these conditions [2].

The lowest density ratio condition shown in Fig. 2, however, exhibits rather different behavior from the other two conditions. First of all, drop sizes are smaller and drop number densities are higher near the liquid surface for the low density ratio condition. This is a clear indication of the aerodynamic effects anticipated as $p_l/p_g$ decreases, because all other properties of the flows are the same. The smaller drop sizes provide evidence of aerodynamic stripping of drops from ligaments which has been called merged primary and secondary breakup in Refs. 2 and 4. The larger number densities of drops are then reasonable due to the breakup of larger liquid elements. Rates of aerodynamic stripping of liquid from the surface are proportional to $(p_l/p_g)^{1/2}$ which also should contribute to larger liquid volume fractions and thus more drops near the liquid surface [22-24]. In particular, decreasing liquid/gas density ratios below 500 has been observed to enhance the mixing rates of turbulent liquid jets in gases [5].

Other features of the photograph in Fig. 2 at the lowest liquid/gas density ratio support the presence of significant aerodynamic effects at this condition as well. For example, the ligaments generally are deflected toward the jet exit, as anticipated when drag forces are more significant, rather than the random orientations seen at the two higher density ratios. Furthermore, there is a tendency for the ligaments to be shorter at the lowest liquid/gas density ratio, which is consistent with effects of aerodynamic stripping of drops from their tips, i.e., merged primary and secondary breakup.

Another factor that suggested the appearance of aerodynamic effects for liquid/gas density ratios less than roughly 500, was the tendency for the onset of turbulent primary breakup to progressively move toward the jet exit as $p_l/p_g$ was decreased in this regime. In contrast, the position of the onset of turbulent primary breakup was essentially independent of $p_l/p_g$ when this ratio was greater than 500 [2]. This behavior of the onset of turbulent primary breakup will be taken up quantitatively, after the properties of drop size distributions and drop velocities after primary breakup have been considered.

**Drop Size Distributions**

Drop size distributions after turbulent primary breakup were measured for all the test conditions. It was found that the size distribution function agreed with Simmons' [25] universal root normal distribution with the ratio MMD/SMD = 1.2 within experimental uncertainties. This behavior agrees with earlier measurements of drop size distributions after non-turbulent and turbulent primary breakup [1,2] as well as with drop size distributions near the surface and across the mixing layer in regions of dense sprays where the liquid core still is present [4, 6, 7], all of which yield MMD/SMD = 1.2 within similar experimental uncertainties. The root normal distribution only has two moments; therefore, taking the best estimate of MMD/SMD = 1.2 implies that the entire drop size distribution is
known if the SMD is known. Thus, drop sizes will be described in terms of the SMD alone in the following, similar to past work [1, 2, 4, 6, 7].

Drop Velocities

In order to help contrast the properties of non-aerodynamic and aerodynamic turbulent primary breakup, drop velocities after primary breakup will be considered next. Available measurements of volume (mass) averaged streamwise and crossstream drop velocities, both normalized by \( \bar{u}_d \), are plotted as a function of \( x/d \) in Fig. 3. The measurements include all the test conditions summarized in Table 1. Results for \( \rho_d/\rho_g < 500 \) are shown as darkened and half-darkened symbols, while results for \( \rho_d/\rho_g > 500 \) are shown as open symbols, in order to highlight the properties of the low liquid/gas density ratio regime where aerodynamic effects are thought to be important.

The normalized drop velocities illustrated in Fig. 3 provide crude correlations in terms of \( x/d \) but other factors probably are involved, as well. Near the jet exit, \( \bar{u}_d/\bar{u}_0 \) has a value of near 0.6 which increases to roughly 0.9 for \( x/d > 20 \). This behavior is consistent with drop velocities after turbulent primary breakup being roughly the same as streamwise liquid velocities near the liquid surface. The lower streamwise velocities are expected near the jet exit due to the retarding effect of the passage wall, evolving to higher values farther downstream where liquid velocities become more uniform [2]. Superimposed on this behavior, however, is a clear trend that measurements for \( \rho_d/\rho_g < 500 \) have significantly lower mean streamwise velocities than the higher density ratio conditions — on the average roughly 20-40% lower. This can be attributed to aerodynamic drag if it is recalled that gas velocities near the liquid surface tend to be relatively low because the dispersed-phase region is very dilute (liquid volume fractions are less than 0.1%) so that momentum transfer to the gas phase is not very effective and separated flow effects are large [4, 6, 7].

Then recent measurements of mass averaged drop velocity changes during secondary breakup of 20-40% [20] are consistent with similar reductions of streamwise drop velocities during present observations for conditions where aerodynamic effects are significant.

Similar trends with respect to density variations are much less clear for the crossstream velocity component, \( \bar{v}_d/\bar{u}_0 \) in Fig. 3. In general, crossstream drop velocities are comparable to crossstream velocity fluctuations in the liquid similar to past observations [2]. In particular maximum values of \( \bar{v}_d/\bar{u}_0 = 0.058 \) for fully-developed turbulent pipe flow [15, 16] even in the region near the wall, which is comparable to the results seen in Fig. 3 in view of the large experimental uncertainties and scatter of this velocity component. An explanation of why the crossstream velocity component does not exhibit a reduction due to drag at low values of \( \rho_d/\rho_g \) similar to the streamwise velocity component, is provided by an aerodynamic effect other than drag. In particular, the classical aerodynamic theories of primary drop breakup are based on the idea that flow velocities in the radial direction are increased for protuberances from the liquid surface due to acceleration of the gas over the tip of the protuberance [22, 24] see the sketch appearing in Fig. 4. This yields a radial pressure drop across the protuberance which should increase the radial velocities of drops near the surface when aerodynamic effects are significant. This mechanism would tend to compensate for drag effects in the radial direction during merged primary and secondary breakup. Thus, it is plausible that radial drop velocities are not significantly changed in the presence of aerodynamic effects within the rather large scatter of the measurements. Thus, the observations of Figs. 2 and 3 appear to be consistent with estimates of observable variations of the velocities of ligaments and large drops due to aerodynamic effects over the time period of primary breakup for \( \rho_d/\rho_g \) less than 500 [4].
Onset of Breakup

The properties of the onset of turbulent primary breakup will be considered next. The properties of interest include drop sizes formed at the onset of breakup and the distance from the jet exit where breakup begins. Conditions for turbulent primary breakup to occur at all can be inferred from these results, based on distances from the jet exit required for the onset of turbulent primary breakup that exceed estimates of the length of the liquid core itself. Estimates of liquid core lengths needed for this purpose can be found from past work in the literature [3, 11-14] and will not be considered here. The onset problem will be addressed by extending the approach of Ref. 2, where the onset of breakup was associated with conditions where the momentum of turbulent fluctuations in the liquid was sufficient to overcome surface tension forces so that drops could form, to include aerodynamic contributions. Both the drop sizes at the onset of breakup, and the location where breakup begins, will be considered in the following.

Drop Sizes at Onset: Phenomenological analysis to find drop properties at the onset of breakup will be based on the configuration illustrated in Fig. 4. This implies that the onset of breakup for present test conditions did not involve merged primary and secondary breakup, which is plausible due to relatively long secondary breakup times at onset conditions [19], as discussed later. Thus, the onset mechanism is assumed to involve the formation of a drop from a turbulent eddy having a characteristic size, \( \hat{D} \), and a characteristic crossstream velocity relative to the surrounding liquid, \( v_E \). The eddy is shown with an elongated shape because length scales in the streamwise direction are larger than in the crossstream direction for turbulent pipe flow [15, 16]. The eddy is assumed to be convected in the streamwise direction at the local mean velocity, which is taken to be \( u_0 \) based on the results discussed in connection with Fig. 3. The drop formed by the eddy also is assumed to have a diameter comparable to \( \hat{D} \).

Drops formed at the onset of turbulent primary breakup are the smallest drops that can be formed by this mechanism [2]. The smallest drops that can be formed are either comparable to the smallest or Kolmogorov scales of turbulence, \( \hat{a}_k \), or the smallest eddy that has sufficient mechanical energy to provide the surface energy needed to form a drop — whichever is larger. For present test conditions, \( \hat{a}_k \) was in the range 1-10 \( \mu \text{m} \), which is much smaller than the smallest observed drop sizes; therefore, only the second criterion will be considered here, even though the first criterion may be relevant for some applications.

The second criterion for the smallest drop that can be formed can be found from energy considerations. The mechanical energy available to form a drop includes the kinetic energy of an eddy of characteristic size, \( \hat{D} \), relative to its surroundings, plus the added mechanical energy due to the pressure drop caused by acceleration of the surrounding gas over the tip of the protuberance, as illustrated in Fig. 4. Equating these sources of mechanical energy to the surface energy required to form a drop then yields:

\[
(\rho v_{\hat{D}e}^2 + C_{sL} \rho u_0^2) \hat{D}^3 = C_{sL} \sigma \hat{D}^2
\]

where various factors associated with surfaces, volumes, etc., have been absorbed in the empirical coefficients \( C_{sL} \) and \( C_{sU} \). These coefficients also include effects of ellipticity, nonuniform velocities within the eddy, nonuniform pressure variations over surfaces of the protuberance, and the efficiency of conversion of mechanical energy into surface energy.

Equation (1) is similar to the expression used in Ref. 2, except for the addition of the second term on the left-hand side of the equation which represents the aerodynamic enhancement of the mechanical energy available for the primary breakup process. In order for drops to be formed at all, \( \hat{D} \) must be less than the largest eddies present, which are comparable to \( A \) [16], while \( \hat{a}_k \) < \( \hat{D} \), by definition for this primary breakup mechanism.
Then it is reasonable to assume that $\bar{R}$ is in the inertial range of the turbulence spectrum, which implies [21]

$$v \bar{R} = \bar{v}_0 \left( \frac{R}{A} \right)^{1/3}$$

(2)

where variations of turbulence properties in the liquid have been ignored, similar to Ref. 2. Combining Eqs. (1) and (2), setting $SMD_i = \bar{R}_i$, and assuming that turbulence properties in the liquid can be approximated by jet exit turbulence properties, yields the following implicit equation for $SMD_i$:

$$\frac{SMD_i}{A} \left( 1 + C_{Dm} \left( \frac{D_e}{\bar{v}_0} \right) \left( \frac{\bar{u}_0}{\bar{v}_0} \right)^2 \left( \frac{A}{SMD_i} \right)^{2/3} \right)^{3/5} = C_{Dm} \left( \frac{\bar{u}_0}{\bar{v}_0} \right)^{3/5} \frac{W_{eA}}{\bar{v}_0}$$

(3)

where the new proportionality constants have been absorbed into $C_{Dm}$ and $C_{Dm}$ as before.

With fully developed turbulent pipe flow at the jet exit, $\bar{v}_0/\bar{u}_0$ is essentially a constant [15,16]. Thus, the effect of the aerodynamic enhancement term in Eq. (3) is largely controlled by the liquid/gas density ratio, yielding a non-aerodynamic regime at large $\rho_l/\rho_g$ that was explored in Ref. 2, and an aerodynamic regime at small $\rho_l/\rho_g$ where $SMD_i$ depends on the liquid/gas density ratio. This helps support past observations that the onset of aerodynamic effects depend on the liquid/gas density ratio rather than dynamic properties related to the liquid velocity [2,4].

Present measurements of $SMD_i$ are plotted in terms of the variables of Eq. (3) in Fig. 5. In doing this, $C_{Dm}$ was optimized to a value of 0.04, based on taking $\tilde{\bar{v}}_0/\bar{u}_0 = 0.058$ for fully developed turbulent pipe flow [16]. In addition to present results, measurements from Ref. 2 also are shown on the plot, which involve a variety of liquids for conditions where aerodynamic effects are not important. As before, test conditions for $\rho_l/\rho_g < 500$, where aerodynamic effects are observed, are denoted by darkened and half-darkened symbols, while tests at $\rho_l/\rho_g > 500$, where aerodynamic effects could not be identified, are shown as open symbols. The correlation of the data for all conditions generally is within the scatter anticipated from experimental uncertainties. The power of $W_{eA}$ from the correlation of the data is not -3/5 as suggested by Eq. (3), however, and can be represented better by the following empirical fit that is shown on the plot:

$$\frac{SMD_i}{A} \left( 1 + 0.04 \left( \frac{D_e}{\bar{v}_0} \right) \left( \frac{\bar{u}_0}{\bar{v}_0} \right)^2 \left( \frac{A}{SMD_i} \right)^{2/3} \right)^{3/5} = 76 W_{eA}^{0.69}$$

(4)

The standard deviations of the coefficient and power in Eq. (4) are 9 and 6%, respectively, and the correlation coefficient of the fit is 0.97. Thus, the reduction of the power of $W_{eA}$ from -3/5 in Eq. (3) to 0.69 in Eq. (4) is not statistically significant within the uncertainties of the fit, and certainly in view of the approximations used to develop the correlation. Additionally, Eq. (4) agrees within 10% with the expression developed in Ref. 2 for the regime where $\rho_l/\rho_g > 500$. The coefficient of Eq. (4) is relatively large but this is anticipated from Eq. (3) because $\bar{u}_0^2/\bar{u}_0$ is large for fully developed pipe flow, e.g., $C_{Dm} = 2.5$ based on the $\bar{v}_0/\bar{u}_0$ ratio used before, which is order unity as expected for a parameter of this type.

**Location of Onset.** Given $SMD_i$, the approach to find the location of the onset of turbulent primary breakup, $x_o$, is similar to Ref. 2. To find $x_o$, it is assumed that the drop-forming eddy convects along the liquid surface with a streamwise velocity, $u_o$, based on the results of Fig. 3. Then

$$x_o = u_o \tau_i$$

(5)

where $\tau_i$ is the time required for an eddy of characteristic size, $\bar{R}_i$, to form a drop. The aerodynamic enhancement effect will be ignored when finding $\tau_i$, assuming that the aerodynamic pressure drop mainly allows primary breakup to occur for smaller characteristic eddy sizes, rather than modifying the breakup mechanism of protrusions or
lignments. In addition, it is assumed that the onset of breakup is not due to merged primary and secondary breakup for present conditions, similar to considerations used to find SMD. Then, the time for growth of lignments until their breakup into drops is taken to be the Rayleigh breakup time, which is the shortest characteristic breakup time for onset of primary breakup conditions, following Ref. 2.

Considering Rayleigh breakup for a protruding lignment of diameter \( \bar{d} \), and jetting velocity \( \bar{v} \), the breakup length, \( L_b \), of the liquid column, or lignment, is [26]:

\[
L_b = \frac{(\pi \bar{d} \bar{v})^2 \sigma}{(\sqrt{\pi} \bar{d} \bar{v}^2 \sigma) + 3 \mu \bar{v}^2}^{1/2}
\]  

(6)

For present conditions, the second term on the right hand side of Eq. (6) is small and will be neglected, although it could be a factor for very viscous liquids, i.e., for conditions where the Ohnesorge number based on \( \bar{d} \) is not small. Then assuming that \( t_b \) is proportional to the time required for a lignment to grow to its breakup length, \( L_b \), \( t_b \) becomes:

\[
t_b = \frac{(\pi \bar{d} \bar{v})^3 \sigma^2}{(\sqrt{\pi} \bar{d} \bar{v}^2 \sigma) + 3 \mu \bar{v}^2}^{1/2}
\]  

(7)

Substituting Eq. (7) into Eq. (6), and letting SMD \( \sim \bar{d} \), as before, then yields:

\[
x_f = \frac{4}{A} \left( \frac{SMD}{\lambda} \right)^{1/2} \frac{W_{e_{ij}}}{1/2}
\]  

(8)

The results of Eq. (8) show that drop sizes increase with increasing distance from the jet exit for onset conditions, supporting the idea that onset involves the smallest drops that can be formed. Finally, substituting Eq. (3) for SMD into Eq. (8) and rearranging yields the following expression for \( x_f \):

\[
x_f = \frac{4}{A} \left( \frac{L_{ij}}{\lambda} \right)^{1/2} \left( \frac{\rho_f}{\rho_L} \right)^{1/2} \left( \frac{\mu}{SMD_i} \right)^{1/2} \left( \frac{\bar{v}}{u_0} \right)^{1/2} = C_{s4} \left( \frac{\bar{v}}{u_0} \right)^{1/2} \left( \frac{\lambda}{SMD_i} \right)^{1/2} \left( \frac{\rho_f}{\rho_L} \right)^{1/2} \left( \frac{\mu}{SMD_i} \right)^{1/2} \left( \frac{\bar{v}}{u_0} \right)^{1/2} = C_{s4} \left( \frac{\bar{v}}{u_0} \right)^{1/2} \left( \frac{\lambda}{SMD_i} \right)^{1/2} \left( \frac{\rho_f}{\rho_L} \right)^{1/2} \left( \frac{\mu}{SMD_i} \right)^{1/2} \left( \frac{\bar{v}}{u_0} \right)^{1/2}
\]  

(9)

where \( C_{s4} \) is a constant of proportionality. Similar to Eq. (3), aerodynamic effects on \( x_f \) from Eq. (9) are controlled by the liquid/gas density ratio alone, in agreement with present and earlier [2,4] observations.

Both the present measurements of \( x_f \), and those of Ref. 2, are plotted in terms of the variables of Eq. (9) in Fig. 6, adopting \( C_{s4} = 0.04 \) as before. Conditions where aerodynamic effects are significant are denoted by darkened and half-darkened symbols, similar to Figs. 3 and 5. The correlation of the data over the full range of aerodynamic effects is reasonably good in view of the relatively large experimental uncertainties of \( x_f \). As before, however, the power of \( W_{e_{ij}} \) for the correlation of the data is not 0.4 as suggested by the Eq. (9), but can be represented better by the following empirical expression which is shown on the plot:

\[
\frac{x_f}{A} \left( \frac{1 + 0.04 (\frac{SMD_i}{\lambda})^2 (\frac{\rho_f}{\rho_L})^{1/2} (\frac{\mu}{SMD_i})^{1/2}}{1 + \left( \frac{\bar{v}}{u_0} \right)^{1/2}} \right)^{1/2} \approx 2570 W_{e_{ij}}^{0.81}
\]  

(10)

The standard deviation of the coefficient and power on the right hand side of Eq. (10) are 8 and 10%, respectively, while the correlation coefficient of the fit is 0.89. Thus, the difference between the powers of \( W_{e_{ij}} \) in Eqs. (9) and (10) is statistically significant but is not large in view of the approximations used to develop the correlating expression. The large value of the coefficient of Eq. (10) can be anticipated from Eq. (9) because \( (\bar{v}/u_0)^{1/2} \) is a large number for fully-developed turbulent pipe flow, e.g., taking \( \bar{v}/u_0 = 0.058 \) as before, yields \( C_{s4} = 1.2 \).

A useful expression relating \( x_f \) and SMD\(_i\) can be obtained by combining the phenomenological results of Eqs. (3) and (9) to yield:

\[
x_f = \left( C_{s4} \right)^{1/2} \left( \frac{SMD_i}{\lambda} \right)^{1/2} \left( \frac{\rho_f}{\rho_L} \right)^{1/2} \left( \frac{\mu}{SMD_i} \right)^{1/2} \left( \bar{v} \right)^{1/2} \left( u_0 \right)^{1/2}
\]  

(11)
Equation (11) is the same as the analogous result when aerodynamic effects are not important [2], because breakup times and distances were assumed to be uninfluenced by aerodynamic phenomena through Eqs. (5) and (7), i.e., aerodynamic effects only were assumed to allow smaller drops to form at the onset of turbulent primary breakup. Carrying out the same exercise for the best fit correlations of Eqs. (4) and (10) yields:

$$\frac{\tau}{\Lambda} = 3.88 \left( \frac{\text{SMD}/\Lambda}{\text{We}_{\text{IA}}} \right)^{0.41}$$  \hspace{1cm} (12)

Equation (12) is seen to be consistent with Eq. (11), namely, the coefficient is of order unity while the power of $\text{We}_{\text{IA}}$ is not statistically different than $1/2$ based on the standard deviations of the powers of the empirical fits.

**Drop Sizes**

Aerodynamic secondary breakup times scale as $\tau_s = \frac{\tau}{\text{L}} \left( \frac{\rho_p \rho_g}{\rho_g \rho} \right)^{1/2} \mu_0$ for an object of size $\text{L}$, if the velocity of the gas near the liquid surface is assumed to be small [19,27]. Thus, for conditions where aerodynamic effects are important, Rayleigh breakup times from Eq. (7) increase more rapidly than secondary breakup times as $\text{L}$ increases. This implies a tendency for secondary and primary breakup to merge as distance from the jet exit increases — a mechanism that dominated drop sizes near the liquid surface for present test conditions, except near the onset of turbulent primary breakup. The configuration considered during the present analysis is illustrated in Fig. 7, namely, that a drop of characteristic size $\text{L}$ forms by the turbulent primary breakup mechanism and immediately undergoes secondary breakup to yield a number of smaller drops.

Within the merged primary and secondary breakup regions, turbulent primary breakup properties will be found using the results of Ref. 2 while aerodynamic secondary breakup properties will be found using the results of Ref. 19. The variation of SMD with distance from the jet exit for turbulent primary breakup was found assuming that the SMD was proportional to the largest drop that could be formed at a particular position with the time of breakup determined from the Rayleigh breakup time [2]. Thus, this approach was similar to the approach just described in connection with the onset of breakup. This yields the following expression for the variation of SMD with distance from the jet exit [2], analogous to Eq. (11):

$$\text{SMD}_{\text{IA}} = C_{\text{IA}} \left[ \text{L} \text{We}_{\text{IA}} \right]^{1/2}$$  

The secondary breakup correlation of Ref. 19 was developed assuming that relative velocities at the time of breakup can be represented by the initial relative velocity and that drop sizes after breakup are proportional to the thickness of liquid boundary layers that form within the drop due to gas motion over its secondary surface. This yields the following expression for the SMD after aerodynamic secondary breakup of a drop of diameter $d_p$ having a relative velocity $u_0$ [19], assuming that the jet exit velocity is the appropriate relative velocity for merged primary and secondary breakup:

$$\text{SMD}_{d_p} = C_s \left( \frac{\rho_p \rho_g}{\rho_g \rho} \right)^{1/2} \left( \frac{\mu \text{L}}{\rho_p \text{dp}_0} \right)^{1/2}$$  \hspace{1cm} (14)

Then assuming that $d_p = \text{SMD}_{d_p}$, Eqs. (13) and (14) can be combined to yield the following expression for the SMD after merged primary and secondary breakup:

$$\rho_p \text{SMD} \frac{u^2}{\sigma} = C_s \left( \frac{\rho_p \rho_g}{\rho_g \rho} \right)^{1/2} \left( \frac{\mu \text{L}}{\rho_p \text{dp}_0} \right)^{1/2} \text{SMD}_{d_p}^{5/6} \text{Re}_{\text{IA}}^{1/2}$$  \hspace{1cm} (15)

where $C_s$ in Eq. (13) is modified from Eq. (14) to account for a range of initial drop sizes rather than a single drop.

Present measurements of aerodynamic turbulent primary breakup, along with some results from Ref. 4, are plotted according to the variables of Eq. (15) in Fig. 8. The following best fit correlation of present measurements also is shown on the plot.
\[ \frac{\rho_g SMD}{U/\sigma} = 12.0 \left( \frac{1}{\omega/\sigma} \right)^{1/3} \left( \frac{p_g/p_d}{\rho_d} \right)^{1/2} \frac{W_{c/\sigma}}{U/\sigma} \right]^{1/2} \]  

(16)

where the standard deviation of the coefficient and power on the right-hand side of Eq (16) are 2 and 8%, respectively, with a correlation coefficient of 0.92 of the fit. Additionally, adopting the best fit values of \( C_p \) and \( C_{sa} \) in Eq. (15), the following theoretical prediction for SMD as a function of distance is obtained:

\[ \frac{\rho_g SMD}{U/\sigma} = 12.9 \left( \frac{x/A}{1/\sigma} \right)^{1/3} \left( \frac{p_g/p_d}{\rho_d} \right)^{1/2} \frac{W_{c/\sigma}}{U/\sigma} \]  

(17)

with the standard deviation of the constant of 21%. Thus, the differences between Eqs (16a and 17) are not statistically significant, within experimental uncertainties. Present measurements also are in good agreement with the predictions. However, the measurements of Tseng et al. [4] definitely yield smaller drop sizes after merged primary and secondary breakup. An explanation of this behavior is that these flows involved the highest concentrations of drops after turbulent primary breakup of the database, so that drop properties near the liquid surface could be influenced by small drops migrating from other parts of the multiphase mixing layer by turbulent dispersion.

The consistency of the merged primary and secondary breakup process also can be examined by inverting the process; namely, by computing the drop sizes that should have been observed after primary breakup in the absence of aerodynamic effects and comparing these results with other measurements at similar conditions. To do this, the non-aerodynamic turbulent primary breakup correlation was refit to find \( C_{sa} \) in Eq. (13), based on present measurements in helium and air, along with initial breakup results for Freon 12. This yielded

\[ \text{SMD/A} = 0.65 \left[ \frac{x/A}{W_{c/\sigma}} \right]^{1/3} \]  

(18)

with the standard deviation of the coefficient of 34% and a 95% confidence interval of (0.60, 0.71). This implies reasonably consistent measurements of turbulent primary breakup with respect to Ref. 2 where the constant of Eq. (18) was 0.64. Then from the fit of the measurements illustrated in Fig. 8, the relationship between SMD and SMDp is given by:

\[ \text{SMDp/A} = 3.91 \times 10^{-3} \left( \frac{p_g/p_d}{\rho_d} \right)^{1/2} \frac{W_{c/\sigma}}{U/\sigma} \]  

(19)

The results illustrated in Fig. 8, where primary and secondary breakup occurred, were inverted to get SMDp using Eq (19). These results are plotted in Fig. 9, along with previous results for turbulent primary breakup where aerodynamic effects are not important from Ref. 2. Aside from the few results of Ref. 4, mentioned earlier in connection with Fig. 8, the inverted aerodynamic turbulent primary breakup measurements are seen to be in good agreement with the other results, supporting the idea of merging of primary and secondary breakup. Other features of this figure, including the liquid core length of Grant and Middleman [11] shown on the plot, are discussed in Ref. 2.

**Breakup Regimes**

Present measurements suggested three regimes of turbulent primary breakup: (1) non-aerodynamic turbulent primary breakup, (2) aerodynamically-enhanced turbulent primary breakup, observed at onset conditions; and (3) aerodynamic turbulent primary breakup, which involves merging of turbulent primary and secondary breakup. The results also indicated that the liquid/gas density ratio, and the relative magnitudes of characteristic Rayleigh breakup times of ligaments and secondary breakup times of liquid objects, fixed the boundaries of these regimes. The breakup times used to define these regimes were based on the SMD after primary breakup, or after the primary breakup stage of merged primary and secondary breakup, for conditions beyond the onset of breakup for present data. Then by analogy to Eq (7), the characteristic Rayleigh breakup time was taken to be.
\( \tau_R = (\rho \text{ SMD} \rho_d) \) Similarly, by analogy to the results of Ref. 19 and 27, the characteristic secondary breakup time was taken to be, \( \tau_R = (\rho / \rho_d) \text{ SMD} / \rho_d \). Then using Eq. (18) to eliminate SMD from the ratio, the characteristic time ratio was taken to be:

\[ \frac{\tau_R}{\tau_b} = \left( \frac{\rho / \rho_d}{(x \text{ We}_{\text{L}}/A)^{1/3}} \right) \]

(20)

The resulting turbulent primary breakup regimes based on present measurements, as well as those from Refs. 2, 4 and 7, are illustrated in terms of \( \rho / \rho_d \) and \( \tau_R / \tau_b \) in Fig. 10. The results yield the following criteria for transitions between regimes:

\[ \rho / \rho_d = 500, \text{ non-aerodynamic/aerodynamic transition} \]

(21)

\[ \tau_R / \tau_b = 4, \text{ merged/enhanced aerodynamic transition} \]

(22)

In the non-aerodynamic breakup regime, the results of Ref. 2 can be used to find properties at the onset of turbulent primary breakup, and the subsequent variation of SMD with distance from the jet exit, or with similar accuracy, within experimental uncertainties, Eqs. (4) and (9) can be used to find onset properties and Eq. (18) to find the subsequent variation of SMD with \( x \). Otherwise, onset conditions that fall in the enhanced-aerodynamic breakup regime are provided by Eqs. (4) and (9), while the subsequent variation of SMD with \( x \) in the merged aerodynamic breakup regime is given by Eq. (17).

DISCUSSION

The present results suggest that most of the features of turbulent primary breakup conditions at the onset of breakup and the variation of SMD with distance after breakup begins can be explained by interactions among liquid turbulence, Rayleigh breakup of ligaments and fast (merged) secondary breakup. Additionally, the classical aerodynamic effect that causes a reduced pressure over protuberances from the surface [21,23], appears to play a role in reducing drop sizes near onset conditions of turbulent primary breakup when liquid/gas density ratios are less than 500. Furthermore, the rather close correspondence between effects of secondary breakup on the primary breakup process observed here, and secondary breakup of drops exposed to shock wave disturbances observed in Refs. 19 and 21, helps support the relevance of the latter measurements to practical spray processes. However, it still remains to be seen whether slower subsequent variations of drop properties, causing drops to again cross secondary breakup limits within a developing spray flow field, can also be handled successfully in the same manner.

It also should be noted that several features of turbulent primary breakup have not been addressed due to limitations of the available data base. This includes onset in the merged aerodynamic breakup regime, SMD variations with distance in the enhanced aerodynamic breakup regime, turbulent primary breakup limited by the Kolmogorov scales of the turbulence, liquid turbulence properties other than fully-developed turbulent pipe flow, and turbulent primary breakup involving significant effects of liquid viscosity (large (Othnesorge number effects), among others. Additionally, more work is needed to provide better definition of the breakup regime boundaries illustrated in Fig. 10, aside from potential effects due to the phenomena that just were enumerated. Finally, primary breakup near the tip of the liquid core still must be addressed along with the potential for merged primary and secondary breakup in this region. In view of the importance of primary breakup to the subsequent properties of sprays, these issues clearly merit additional study.

CONCLUSIONS

Aerodynamic effects on primary breakup within the multiphase mixing layer of the near jet-exit region of large-scale pressure-atomized sprays were studied, considering liquid jets in still gases with fully-developed turbulent pipe flow at the jet exit. The major conclusions of the study are as follows:
The presence of aerodynamic phenomena for turbulent primary breakup largely is controlled by the liquid/gas density ratio, and affect both conditions at the onset of breakup, and drop sizes and velocities (to a lesser extent) after breakup, when this ratio is less than 500. Within this region, regimes of enhanced aerodynamic breakup and merged primary and secondary breakup also were observed (cf. Fig. 10).

Aerodynamic enhancement of the onset of turbulent primary breakup was due to the aerodynamic pressure reduction over the tips of protruding liquid elements. This effect assists the kinetic energy of a corresponding liquid eddy relative to its surrounding to provide the surface tension energy needed to form a drop, thus allowing smaller drops to form. Phenomenological analysis based on these ideas yielded reasonable correlations of onset properties, Eqs. (4) and (9), for the enhanced aerodynamic breakup regime (cf. Figs. 5 and 6).

For conditions where secondary breakup times become small in comparison to Rayleigh breakup of turbulence-induced ligaments protruding from the surface, processes of turbulent primary and secondary breakup merge yielding smaller drops than when aerodynamic effects are absent. The reduction of drop sizes at these conditions correlated reasonably well with results for the secondary breakup of drops due to shock disturbances from Ref. 19, yielding the correlation of Eq. (17) (cf. Fig. 8).

Drop size distributions after aerodynamic turbulent primary breakup approximated Simmons' [25] universal root normal distribution with MMD/SMMD = 1.2, similar to observations of other drop breakup processes as well as drops in the multiphase mixing layers of pressure atomized sprays [1-8,19,20]. Additionally, mass-
averaged drop velocities after aerodynamic turbulent primary breakup approximate mean and rms velocity fluctuations of the liquid in the streamwise and crossstream directions, respectively, although there was a tendency for streamwise velocities to be somewhat reduced by aerodynamic effects (cf. Fig. 3).

Present results are limited to liquids having moderate viscosities at conditions where the SMD at the onset of breakup is at least an order of magnitude greater than Kolmogorov length scales with fully-developed turbulent pipe flow at the jet exit. Effects of changes of these conditions, as well as other issues mentioned in the Discussion, merit further study due to the importance of primary breakup to the structure and dynamics of practical sprays.

NOMENCLATURE

- $C_s$ = empirical constant for SMD after secondary breakup
- $C_{sa}$ = empirical constant for enhanced breakup
- $C_{sm}$ = empirical constant for SMD at onset of breakup
- $C_{sa}$ = empirical constant for SMD variation with $x$
- $C_{tx}$ = empirical constant for $x$ at onset of breakup
- $d$ = injector diameter
- $d_{max}.d_{min}$ = maximum and minimum image dimensions of drops
- $d_p$ = drop diameter
- $e_p$ = volume-averaged ellipticity
- $Q$ = characteristic eddy size
- $D_K$ = Kolmogorov length scale
- $L_c$ = liquid core length
- $L$ = Rayleigh breakup length
- $MMD$ = mass median drop diameter
- $Oh$ = Ohnesorge number, $\mu/(\rho d_e)^{1/2}$
p = pressure
r = radial distance
Re_{ij} = Reynolds number base on phase i and length scale j, \( \omega_d / v_i \)
SMD = Sauter mean diameter
SMD_p = SMD after primary breakup for a merged primary and secondary breakup
u = streamwise velocity
u_p = streamwise drop velocity
v = radial velocity
v_g = radial velocity associated with eddy of size \( R \)
\( v_p \) = radial drop velocity
We_{i,j} = Weber number based on phase i and length scale j, \( \rho_i \omega_d^2 \gamma / \sigma \)
\( \lambda \) = streamwise distance
\( \lambda \) = radial integral length scale
\( \mu \) = molecular viscosity
\( \nu \) = kinematic viscosity
\( \rho \) = density
\( \sigma \) = surface tension
\( \tau_B \) = characteristic secondary breakup time
\( \tau_R \) = characteristic Rayleigh breakup time

Subscripts
f = liquid phase property
g = gas phase property
i = at point of breakup initiation
o = jet exit condition

Superscripts
( ) = time averaged mean property
( )' = mass averaged mean property

\( ( )' \) = time-averaged r.m.s. fluctuating property
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### Table 1 Summary of Test Conditions

<table>
<thead>
<tr>
<th>Gas</th>
<th>Helium</th>
<th>Air</th>
<th>Air&lt;sub&gt;B&lt;/sub&gt;</th>
<th>Air&lt;sub&gt;C&lt;/sub&gt;</th>
<th>Freon 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_g ) (kg/m(^3))</td>
<td>0.16</td>
<td>1.15</td>
<td>1.15</td>
<td>2.34, 4.68</td>
<td>4.68, 9.63</td>
</tr>
<tr>
<td>( \rho_d/\rho_g )</td>
<td>6230</td>
<td>867</td>
<td>867</td>
<td>213, 426</td>
<td>104, 213</td>
</tr>
<tr>
<td>( d ) (mm)</td>
<td>3.662</td>
<td>3.662</td>
<td>9.5</td>
<td>9.5</td>
<td>3.662</td>
</tr>
<tr>
<td>( \bar{u}_g ) (m/s)</td>
<td>30.67</td>
<td>30.47</td>
<td>21.47</td>
<td>40</td>
<td>22.67</td>
</tr>
<tr>
<td>( Re_d \times 10^{-4} )</td>
<td>15.46</td>
<td>15.46</td>
<td>22.50</td>
<td>42</td>
<td>9.46</td>
</tr>
<tr>
<td>( We_{el} )</td>
<td>12.63</td>
<td>84.452</td>
<td>70.350</td>
<td>502, 1005</td>
<td>115, 3790</td>
</tr>
<tr>
<td>( \text{SMD} \times 10^{-4} )</td>
<td>7.39</td>
<td>7.39</td>
<td>6.30</td>
<td>21</td>
<td>7.39</td>
</tr>
<tr>
<td>( Oh_d \times 10^1 )</td>
<td>1.418</td>
<td>1.418</td>
<td>1.1</td>
<td>1.1</td>
<td>1.418</td>
</tr>
</tbody>
</table>

*Pressure-atomized injection of water vertically downward in still gases at 298 ± 3 K with fully-developed turbulent pipe flow at the jet exit. Passage length-to-diameter ratios of 210, 121 and 41 for \( d = 3.6, 6.2 \) and 9.3 mm, respectively.
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- **Fig. 4** Sketch of aerodynamically-enhanced turbulent primary breakup at the liquid surface.
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- **Fig. 7** Sketch of merged turbulent primary- and secondary-breakup at the liquid surface.
- **Fig. 8** SMD after aerodynamically-enhanced turbulent primary breakup as a function of distance from the jet exit. Theoretical prediction from Eq. (17), correlation from Eq. (16).
- **Fig. 9** SMD after turbulent primary breakup as a function of distance from the jet exit after inverting merged secondary breakup effects. Theoretical prediction from Eq. (18).
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Diameter of reference pin: 0.9mm

WATER: \( u_0 = 30 \) m/s; \( d = 3.6 \) mm; \( x_d = 10 \)

\[ p/p_0 = 6230 \]

\[ \text{Fig. 3} \]

\[ \text{Fig. 1} \]
### Table 1

<table>
<thead>
<tr>
<th>$\rho_1/\rho_g$</th>
<th>$d$(mm)</th>
<th>$\bar{u}_o$(m/s)</th>
<th>$\rho_1/\rho_g$</th>
<th>$d$(mm)</th>
<th>$\bar{u}_o$(m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6230</td>
<td>6.2</td>
<td>$\Diamond$ 30 $\Diamond$ 47 $\Diamond$ 67</td>
<td>213</td>
<td>9.5</td>
<td>$\circ$ 40</td>
</tr>
<tr>
<td>3.6</td>
<td>0.38</td>
<td></td>
<td>6.2</td>
<td>0.30</td>
<td>$\Diamond$ 47 $\Diamond$ 67</td>
</tr>
<tr>
<td>957</td>
<td>6.4</td>
<td>$\Diamond$ 32 $\Delta$ 43 $\Delta$ 57 $\Delta$ 79 $\Delta$ 99</td>
<td>3.6</td>
<td>0.22</td>
<td>$\circ$ 38</td>
</tr>
<tr>
<td>867</td>
<td>9.5$^b,c$</td>
<td>$\bullet$ 21 $\Diamond$ 40 $\Diamond$ 47</td>
<td>104</td>
<td>6.2</td>
<td>$\Diamond$ 22 $\Diamond$ 47 $\Diamond$ 67</td>
</tr>
<tr>
<td>6.4</td>
<td>0.16</td>
<td>$\Box$ 19 $\Diamond$ 22 $\Diamond$ 28 $\Diamond$ 40</td>
<td>3.6</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>0.08</td>
<td>$\Diamond$ 10.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.2</td>
<td>0.30</td>
<td>$\Diamond$ 47 $\Diamond$ 67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6</td>
<td>0.35</td>
<td>$\Diamond$ 38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>0.20</td>
<td>$\nabla$ 20 $\nabla$ 45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4263</td>
<td>9.5</td>
<td>$\circ$ 40</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*From Wu et al. (1992)*

*From Ruff et al. (1991)*

*From Tseng et al. (1992)*
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**Figure 3**

- $\bar{u}_p/\bar{u}_o = 1$
- $\bar{v}_p/\bar{u}_o = 0.06$

**Figure 4**

- DROP (TYP.)
- STREAMLINES (TYP.)
- TURBULENT EDDY (TYP.)

$$\sim \rho_g \bar{u}_o^2 / 2$$