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During this period, we have made substantial progress in understanding how objects are
discriminated by the visual system. A number of papers describing our results are enclosed.
Major goals of the project have been accomplished in several areas:

\) Completion of the beta release version of a novel neural network simulator, NEXUS$

3‘) Development of a parallel version of the NEXUS simulator which allows anatomically
" interconnected networks to be simultaneously simulated on different workstations linked
by ethernet connections')

3) Continuing research using our model of how the visual system extracts depth-from-occlusion.
“" Considerable progress with regard to how surfaces may be represented. Numerous simula-
tions of respu..ses to both real and illusory object.s)’ A Ny

u) Development of related cortically-based models of color visual processing and texture dis-
crimination. Color and texture are used to detect contours in images, and these contours
can then be used by our depth-from-occlusion model to determine the relative depth of the
colored or textured surfaces.

The l\gXUS Neural Simulator

We have now completed the beta release version of the NEXUS simulator. NEXUS is an in-
teractive simulator which allows the user to construct large-scale (10° neurons, 10° connections)
neural networks. The simulator supports both biologically-based and artificial network architec-
tures. In addition, NEXUS allows the user to create hybrid neural systems in which different
types of networks are interconnected. Thus, for example, one can create a biologically-based
early vision system which feeds into a PDP object recognition network.

NEXUS is currently being tested in several research laboratories at Penn. We are also testing
it as a tool in a graduate course in Computational Neuroscience (enrollment of 38 students). The
students use NEXUS to carry out eight simulations. The simulations include, for example, a
PDP model of classifying tree leaves as to their species (oak, maple, beech, etc.), a model for the
formation of ocular dominance columns, and analysis of the Adelson-Bergen Energy models of
motion detection and texture discrimination. This summer, we will use NEXUS to run a short-
course on neural simulation at the McDonnell Summer Institute for Cognitive Neuroscience at
Dartmouth.

After these tests of the simulator are complete we plan to make NEXUS available to all
interested users.

We have also completed a preliminary version of pNEXUS-a parallel version of NEXUS which
allows interconnected networks to be simulated on different machines linked by ethernet connec-
tions. The program allows NEXUS to be simultaneously run on a number of workstations, with
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different networks defined on each machine. Information is shared between networks by means
of common access to stored files. In this way, very large multi-network models can be simulated.
For example, a model of visual cortical function might include several interconnected models
of shape, color, motion, and depth processing, each of which runs on a separate workstation.
pNEXUS allows communication and integration between these modules.

Model of Depth-from-Occlusion

Our model of depth-from-occlusion addresses the problem of how the visual system can
discriminate objects in a complex scene. There are two fundamental problems at the core
of object discrimination: binding and segmentation. The binding problem addresses how the
attributes of an object-shape, color, motion, depth~are linked to create an individnal object. It
can also be applied to how the parts of an object are linked or bound together (e.g. why the
horse’s tail is perceived as part of the horse). Segmentation deals with the converse problem of
how attributes of separate objects are distinguished. The process of determining depth-from-
occlusion is a paradigmatic example of how the visual cortex may carry out the binding and
segmentation processes. Namely, when two surfaces overlap, there is an ambiguity as to which of
the surfaces "owns” the common border. Consider, for example, a tree branch crossing in front of
our view of the moon. Since the tree branch is, in fact, in front of the moon, the common border
belongs to the branch. However, if the “half-moons” were actually two separate objects, then
the common border would belong to them as well. The determination of which surface “owns”
the border determines the occlusion relationship. The extraction of depth-from-occlusion thus
provides a simple but powerful paradigm for studying how objects are defined, discriminated,
stratified, and linked.

Our present simulations consist of 10 interconnected networks, each of which contains one
or more topographically organized arrays of 64x64 units (the system contains a total of 1.7x10°
units). This total includes both conventional neuronal units, and a new type of network unit
called PGN (programmable generalized neural) units which execute arbitrary functions or algo-
rithms. A single PGN unit can emulate the function of a small circuit or assembly of standard
units. PGN units are particularly useful in situations in which an intensive computation is being
performed but the anatomical and physiological details of the how the operation is performed
in vivo are unknown. Alternatively, PGN units can be used to carry out functions in a compu-
tationally efficient manner; for example, to implement a one-step winner-take-all algorithm.

Figure 1 shows the major processes carried out by the network system. Early visual process-
ing involves networks specialized for detecting edges, orientation, endstopping, curvature, and
junctions. All of these processes, and all of the processes discussed below, are carried out using
either known or plausible neural architectures. After contour extraction, more global properties
are determined, including the determination of closure and the discrimination of the inside-vs.-
outside of a contour. For example, figure 2 illustrates the neural mechanism used to determine
the inside-vs.-outside of a contour. Orientation-tuned cells determine the local orientation of a
contour. These orientation cells inhibit their nearest neighbors, except for cells located roughly
perpendicular to the local orientation of the contour (see figure 2). Units extend dendrites in a
stellate pattern, i.e., in all directions, and these dendrites are activated when they intersect the
contour. An important aspect of the mechanism is that each unit responding to the contour is
bound with other such units by means of a local tag. This tag could be implemented in vive by
phase-locked firing of units[3], but the mechanism does not depend upon the biophysical imple-
mentation of the tag. The tag serves the following function: if the stellate dendrites intersect
other contours in the scene (i.e., those with tags which differ from the tag detected by the neigh-
boring orientation-tuned unit), these inputs do not activate the unit. The function of the circuit
can then be intuitively understood as follows. If a unit is inside the contour, all of its dendrites
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Figure 1: Major processing stages in the depth-from-occlusion model. Each process is carried out
by one or more networks. Following early visual stages, information flows through two largely
parallel pathways—one concerned with identifying and linking occlusion boundaries (left side)
and another concerned with stratifying objects in depth (right side). Networks are multiply
interconnected and there are two major feedback pathways.




direction of figure

Figure 2: Neural circuit for determining direction of figure (inside vs. outside). Hypothetical
input stimulus consists of two closed contours (bold curves). The central unit of 3x3 array
(shown below) determines the local orientation of the contour. Surrounding units represent
possible directions (indicated by arrows) of the inside of the figure relative to the contour. All
surrounding units are inhibited (black circles) except for the two units located perpendicular to
local orientation of the contour. Units receive inputs from the contour binding map via dendrites
that spread out in a stellate configuration, as indicated by clustered arrows (dendrites extend over
long distances in map). Units inside the figure will receive more inputs than those located outside
the figure. The two uninhibited units compete using a winner-take-all architecture. Note that
inputs from separate objects are not confused due to the tags generated in the contour binding
map.

will intersect the contour; if the unit is outside, then only some of its dendrites will intersect
the contour. A simple "winner-take-all” circuit can then pick the unit which is on the inside.
Using this mechanism, we can determine which side of the contour is the inside in one cycle of
iteration (we use PGN cells to implement a one-step winner-take-all). Note that the problem of
inside/outside has traditionally been considered a difficult computational process, one requiring
global information about the curve; yet using neural architectures, we have found a mechanism
for determining the solution in one cycle of network operation.

We have similarly used a number of other simple mechanisms, based on known or plausible
neural architectures to carry out all of the visual processes required by the model. The neural
mechanisms include;

o feedback connections from higher to lower cortical areas which serve to integrate visual
perception

e a distributed representation of relative depth
e a new role for phase-locked cortical firing

¢ a neural mechanism for detecting T-junctions and for shuffling objects in relative depth




e neural mechanism for linking objects across occlusion barriers

Details of network construction and extensive results are presented in the enclosed papers.
We briefly summarize some of the major results below.

Figure 3 shows a typical visual scene presented to the system. The early networks discriminate
the edges, lines, terminations, and junctions present. Figure 3A displays how contours are bound
in a visual scene. On the first cycle of activity, discontinuous segments of contours are bound
separately. These contours are later bound together as a result of feedback from the linking
processes.

Figure 3B shows the determination of inside-vs.-outside (we call this the “direction of figure”)
for a portion of the scene. The direction of the arrows indicates the direction of the “inside” as
determined by the network.

The presence of T-junctions (e.g., between the horse and the fence) are used by the system
to force various objects into different depth planes. Results of this process are displayed in figure
3C which plots the firing rate of units in the foreground network-this indicates the relative depth
of the objects. The system has successfully stratified the fence, horse, house and sun.

Figure 4 shows a stimulus, adapted from Kanizsa [4], in which there are two possible percep-
tual interpretations (middle panels)-on the left, the two figures respect local continuity (this is
the dominant human perception); on the right, the figures respect global symmetry. Figure 4A
shows the contour binding tags, and figure 4B shows the direction of figure determined by the
system. Both results indicate that the network makes the same perceptual interpretation as a
human observer.

As this example illustrates, the model obeys several of the classical Gestalt laws of perceptual
organization. The results of figure 4 correspond to the law of “good continuation” [6], but other
simulations have demonstrated effects consistent with the general notion of Pragnanz. It is thus
possible that the Gestalt laws arise from intrinsic neural constraints, for example, the anatomic
connection patterns in striate and extrastriate cortex. In our simulations, we used implicit
connectivity patterns based on the anatomical data of Rockland and Lund [9]. These connection
schemes were directly responsible for generating proximity and good continuation effects.

The final simulation is, again, adapted from Kanizsa [4], and shows a perceptually vivid,
illusory white square in a field of black discs. The illusory square appears closer than the
background, and the four black discs inside its borders appear even closer than the square. This
is an example of what we call “occlusion capture”, an effect related to Ramachandran’s capture
phenomenon. In this case, the illusory square has “captured” the discs within its borders and
pulled them into the foreground.

Figure 5A shows the contour binding tags after one (left) and three (right) cycles of activity.
Initially, each disc is bound separately. After several cycles, responses to the illusory square are
generated and the square is given a common tag. Note that the edges of the discs occluded by the
illusory square are now bound with the square, not with the discs. This change in “ownership”
of the edges is the critical step in discriminating the illusory square as an object. For example,
Figure 5B shows determination of the direction of figure after one and three cycles of activity.
The change in which surface “owns” the edge is reflected by a change in the direction of “inside”.

Figure 5C displays the firing rate of units in the foreground network (as in 3C), thus showing
the relative depths discriminated by the system. The discs are placed in the background, the
illusory square at an intermediate depth, and the discs located within the borders of the illusory
square are located closest to the viewer. In this case, the depth cue which forces the internal
discs to the foreground is not due to T-junctions, but rather to another network mechanism we
call “surround occlusion”. Thus the system demonstrates occlusion capture corresponding to
human perceptions of this stimulus.
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Figure 3: Object discrimination and stratification in depth. Top panel shows a 64 x 64 input
stimulus presented to the system. A Spatial histogram of the contour binding tags (each box
shows units with common tag, diffferent boxes represent different tags, and the order of the
boxes is arbitrary). Initial tags shown on left; tags after five iterations shown on right. Note
that objects have been linked across occlusions. B Magnified view of a local section of the
direction of figure network corresponding to portion of the image near horse’s nose and crossing
fence posts. Arrows indicate direction of inside of figure as determined by network. C Relative
depth of objects in scene as determined by the system. Plot of activity (% of maximum) of units
in the foreground network after 5 iterations. Points with higher activity are “perceived” as being
relatively closer to the viewer.
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Figure 4: Segmentation of ambiguous figures. Upper panel shows an ambiguous stimulus,
adapted from Kanizsa [4], two possible perceptual interpretations of which are shown below.
The interpretation on the left is dominant for humans, despite the figural symmetry of the
segmentation on the right. Stimulus was presented to the system, results shown after three
iterations. A Spatial histogram showing the contour binding patterns (as in fig. 3A). The
network segments the figures in the same manner as human perception. B Determination of
direction of figure confirms network interpretation (note at junction points, direction of figure is
indeterminate).
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Figure 5: Occlusion capture. Upper panel shows stimulus (adapted from Kanizsa [4]) in which we
perceive a white illusory square. Note that the four black discs inside the illusory square appear
closer than the background. A 64 x 64 discrete version of stimulus wa- presented to the network.
A Spatial histogram (as in fig. 2A) of the initial and final (after 3 iterations) contour binding
tags. Note that the illusory square is bound as an object. B Direction of figure determined by
the system. Insets show a magnified view of the initial (left) and final (right) direction of figure
(region of magnification is indicated). Note that the direction of figure of the “mouth” of the
pac-man flips once the illusory contour is generated. C Activity in the foreground network (% of
maximum) demonstrates network stratification of objects in relative depth. The illusory square
has “captured” the background texture.




There are a number of points of agreement between our model of depth-from-occlusion and
recent theories of visual perception by Nakayama [8] and Kellman and Shipley [5]. In fact, we
provide neural mechanisms which, when simulated, display many of the psychophysical effects
described by these authors. Qur model differs from previous neural models in that it discrimi-
nates objects—not just contours. The difference is critical: a network which generates responses
to the three sides of the Kanizsa triangle, for example, is not representing a triangle (the ob-
ject) per se. To represent the triangle it is necessary to link these three contours into a single
object boundary, to represent the surface of the triangle (including surface properties such as
depth, color, texture, etc.), and finally to bind all these attributes into a whole. The proposed
model demonstrates that one can build a self-contained system for discriminating objects based
on occlusion relationships. The model is successful at stratifying simple visual scenes, for link-
ing the representations of occluded objects, and at generating responses to illusory objects in a
manner consistent with human perceptual responses. The model uses neural circuits that are
biologically-based, and conforms to general neural principles, such as the use of a distributed
representation for depth. The system can be tested in psychophysical paradigms and the re-
sults compared to human and animal results. In this manner, a computational model which
is designed based on physiological data and tested with psychophysical data offers a powerful
paradigm for bridging the gap between neuroscience and perception.

Extraction of Texture and Color Boundaries

In real images, there are multiple cues to object boundaries beyond the simple luminance
gradients considered above. Two of the most useful such cues are discontinuities in color and
texture. Color and texture also serve as prime examples of “surface” properties which must
be bound to an object. Proceeding towards our goal of discriminating complex objects in real
images, we have begun to develop neural models of both color and texture discrimination. The
color model is based on the anatomy and physiology of the color pathway from the retina to
area V4. It primarily addresses the problem of color constancy and color contrast.! Recent
results of Desimone and Schein [10] recording in macaque visual cortex have implicated the large
“silent” surrounds of V4 neurons in this process. We have shown that such a mechanism can
qualitatively account for a number of psychophysical resports in the literature (2] [11]. However,
we have found it necessary to propose that V4 uses both positive anc negative contrast signals
in each color channel in addition to opponent-channel responses (provided by type II cells in
area V1). The contrast signals reflect the difference between the center and (large) surround as
calculated by V4 cells. (Negative contrast includes those cases when surround activity exceeds
activity in the center of the receptive field). We use a simple neural circuit in which the two
“contrast” signals modulate the response of the direct feedfoward “opponent” signal. We can
then account for a wide range of both color and luminance contrast and constancy effects. We
are currently refining and testing the ability of the model to quantitatively account for human
psychophysical results.

We have also recently begun to test several models of texture discrimination. We have
used NEXUS to reproduce recent models proposed by Adelson and Bergen [1] and by Malik
and Peronna [7]. We have successfully used the outputs of these models (i.e., the locations of
discriminated texture boundaries) as inputs to our depth-from-occlusion model. In this case, the
textured regions are discriminated, the surfaces are linked to the boundaries, and the textured

1Color constancy refers to the fact that the perceived color of an object remains relatively invariant as the
wavelength of the incident light is changed, i.e., an orange looks “orange” under sunlight, fluorescent light,
incandescent light, etc. despite the fact that the amount of low and middle wavelength light reflected from the
orange differs greatly in the different cases. Color contrast is the related effect in which the perceptual appearance
of a colored object changes when it is viewed against differently colored backgrounds, i.e., an orange looks more
red on a yellow background than on a grey background.
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surfaces are ordered in depth depending upon cues to occlusion. In the same manner, boundaries
discriminated by other early vision systems could by fed into the occlusion model and used to
bind surfaces and order them in depth. It is important to note, however, that color and texture
are probably processed by separate systems from those concerned with occlusion. This implicit
difference (which may be relegated to the magnocellular and parvoceliular divisions of the visual
projection) is reflected in the parallel pathways of the depth-from-occlusion model (see figure 1).

Conclusions

We have made substantial progress in a number of areas—the NEXUS simulator, development
of a theoretical model of occlusion that integrates anatomical, physiological and psychophysical
data, testing of the model through extensive computer simulations on 1eal and illusory stimuli,
and the development of related models in color and texture discrimination.

We plan to vigorously pursue these findings and to consider a number of additional topics.
For example, we are currently testing the ability of the model to account for the perceptual
vividness of different illusory contour configurations, the ability to account for the perception of
transparency, and extending the model to handie motion-related occlusion information as occurs
in the accretion and deletion of texture near a moving occlusion boundary. We are beginning
to run preliminary tests of the pNEXUS program in which several different cortical areas are
simultaneously simulated, and interconnections between the areas mediate integration of function
in parallel. Finally, we are attempting to set up a facility for analyzing real video images so as
to test the model on a more complex set of stimuli.
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