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This thesis effort was an analysis of four software
effort estimation models. I performed a calibration and
validation of the models in one development environment and
then & comparison using another development environment. I
hoped to show that several of the models we currently use at
the program office level are faiily good estimators of
software development prcjects. I found this not to he the
case. I found the models to be highly inaccurate and wvery
much dependent upon the interpretation of the input
parameters.

I originally started this effort to educate myself on
the various models and their application te a Air For:e
System Program Office. I nn longer have faith in the
estimates the "experts" have been giving me for the last 1v
years.

I am deeply indebted to my thesis advisor, Kr. Dan
Ferens, ror his help, guidance, and enconuragement. I also

owe a big "thanks" to Capt. Robbie Martin (SSD/ACC) for

providing me a credible database to work with. And even
though it arrived too late to use in this effort, a kig
thanks to Ms. Gayla Walden (Aerospace Corp.) for getting the
Aercspace software histories database to me.

And last but definitely not least, to my wife, thanks
SWELTHEART for the support over the last 18 months. 1T
couldn't have done it without you.

Gerald L. Ouradsa

11




Table of contentg

Preface ....cccuuce. Creccucioeenserieerecsess o un vena
List Of TableS (.vevevecconensnossnsncss ceessesenans
AbStract ..ccecertecenssscnsscscccoscncasemconenvonasnsas

I. Introduction ......c.ceeeeecsovecocasconannans

OvVerview ...csocieseeesoccuvcnoscsonsasssascs
General ISSUE ..icieesrreesescscssoscasnenns
Specific ISSUE tcvieconar . s0enscsacaccacnss
Research Objectives ......cccceanevencscncs
Scope Of ReSearCh ..icoesvecsvesccsncenses
Definition of Terms .....ceeveencceonconas

II. Literature Review .....cccececececcconsccacasa

Introduction .....cecoee. chsececcseetnanes
COMPAYiSONS «iviernenscnceosonsrsnssososnsa
The Need .. .¢.cccieicvensnccosacscaccancan .
Technique Parameters ...ccaceeccscarsvvcescs
COCOMO Description ....eceicecevevecesscocs
Analysis Model #1 REVIC ....covsecencensos
Analysis Model #2 SASET ....ccecnconnasens
Analysis Model #3 SEER ...ceveeanes cresaos
Analysis Model #4 COSTMODL c:eenseencecocs
SUMMEXY ceevenoncccan ctsrcueesecteuseseceon

III - Methodology @ ® 9 B O 3 ¢ 8 @ ¢ " NV 8 O SO S U S S S B S s e s 00 v LT
INtroduction ....oveccoeecvecovsvens ceseen
Data L T T B RN IR BN Y B RN AN BN BN BN BN RN B Y IR AN K B I I N R ) * & = 9 & ¢ v
Methodology ...vveeenaccncacacecsas bev e
SUMMATY +ecevesvescssossameny e caesv o
Terminology c.ceeee. st s ecesicaa e ane o
IV. Results and Analysis ...... heeesse o aaa e .

IntroducCtion ..ot eeioenseonsseesannmennens
DatA & ittt it e e s et e bt s e e

COSTMODL .ttt niii sttt s st sosnsennoseanvesnns
0 1] 11

iid

R 0O WN s 2

MNNNNNNBRODNON

DL




V.

Conclusions and Recommendations ..c..ccecevecces

TRErodAUCtion . evceevrescnsvoosvsosonnosseanoses

c0n01u510n5 ® 6 8 5 60 8 8 88 B VWS L e eBEOE S OO e

Recommendatiors ....c.coeeveccccocccunencesa
Summary ® 0 % @ % 8 U B & B D O P V¥ & 2SO 0" P S A o e O Vv * ® + @

Appendix A: Other Related Important Documentation ..

Appendix B: Input Datad ....ceveeecnviacavnccen

Appendix C: Model Estimates after Calibration

Bibliography ® 6 8 0 ¥ 2 W © e FO G e OSSN S S eI O ST S S S e

Vita

€ 9 9 9 3 0 0 P 8 AU DG S GO NN S LR BN S SO eI PE e e

iv

TR A 2R

c.1

BIB.1

VITA.1




Software Cost and Effort Comparisons ..........

REVIC Calibration Accuracy Results .....
REVIC Validation Accuracy Results ......
REVIC Comparison Accuracy Results ......
SASET 2ccuracy ResultsE .....cceeoeocsscsne
SEER Accuracy ResultsS .cevoececesanccsas
COSTMODL Calibration Accuracy Results

COSTMODL Validation Accuracy Results ...

COSTMODL Compariscn Accuracy Results ...




AFIT/GSS/LSY/91D-11
Abstract

/ Tais study was a calibration, validation and comparison

of four software effort estimation models. The four models
aevaluated were REVIC, SASEY, SEER, and COSTMODL. A
histerical database was obtained from Space Systems
Division, in Los Angeles, and used as the input data. Two
software environments were selected, one used to calibrate
and validate the models, and the other toc show the
perfermance of the models cutside their environment of
calibration.

REVIC and COSTMODL are COCOMO derivatives and were
calibrated using Dr. Boehm's procedure. SASET and SEER were
found to be uncalibratable for this effort. Accuracy of all
the models was significantly low: non2 of the models
performed as expected. REVIC and COSTMODL .actually
performed better against the comparison data than the data
from the calibraztion. SASET and SEER .exre very inconsistent

acsoss both environments.




SOFTWARE COST ESTIMATING
MODELS: A CALIBRATION, VALIDATION,
AND COMPARISON

I. Intreductjon

Querview

With the tremendous growth of computers and computer
software over the last 20 years, the ability to predict the
cost of a software project is very critical to management
both within the Department of Defense (DoD) and the
civilian industry. 1In 1980, approximately $40 billion, or
2 percent of the Gross National Product, was spent on
software products (3:1462). “With estimates of 12% per
year growth, the 1990 expenditures on software will be $125
billion nationwide" (3:1462). The DoD expected to purchase
as much as $230 billion of software products in 1990 (9:15).
Managers with this amount of money tied up in software
procurement must be able to predict how much a particular
software project will cost. In the military, "Whether
potential enemies are deterred or battles are won or lost
will depend increasingly in the future on complex computer
software" (9:15). This was clearly evident in the recent

Desert Shield/Storm war. In tha Aviation Week apd Space




Technclogy summary articles of the war, four keys to the
success of the air power were identified:

1. Highly accurate navigation and weapon delivery

systens;

2. Stealth technology, embodied in the F-117;

3. Night attack systems to maintain pressure around-

the-clock;

4. Surveillance and intelligence-gathering systems,

such as AWACS, Joint-STARS, space systems and
tactical reconnaissance aircraft (20:42).
All of the above mentioned systems are highly dependent
upon scoftware for their functionality. What better reason
do we, as military leaders and procurement specialists,
need to understand the issues of software procurement?

This chapter presents the research to be completed in
this thesis. First, the general issue of software effort
estimation will be covered; second, the specific issue and
research questions will be covered; and third, a discussion

on the limiting scope of the research will be addressed.

General Issue

One of the biggest issues in software procurement is
accurate estimation of the cost of a particular software
project. Cost estimates must be used in two key areas.

The first area covers costs ¢ imated during project

conception. These estimates are usoed tor budgetary
purposes, l.e. submissions to Congress, and Lo compare
1 Y




against proposal submissions. Second, are those estimates
used throughout the project life-cycle that must be
continually reevaluated to accurately track on-going
contracts for cost accounting purposes and to estimate
completion costs. The key is to be able to accurately
estimate the cost of completion of projects at any point in
the life-cycle. This thesis addresses whether DoD has the
necessary tools to accurately estimate analysis, design and

coding, and modification of software projects.

Specific Issue

Specifically, this research effort analyzes existing
software effort estimation models. Many models are used
throughout the DoD, but their accuracy and usability are
still questiocnable. These models have yet to receive a
rigorous calibration and testing from a solid historical
database (8:559). They also have not been used throughout
a program acquisition witu the necessary data collection
and model analysis to show model accuracy. This research
ascertains whether these models can be calibrated and
validated to establish their relative accuracy.

Most models will also perform a schedule estimation
along with the effort estimation. This research effort
does not address the schedule estimation. (For an example
of schedule estimation research see the thesls eftort ot
Capt. Bryan Dualy, "A Comparison of Software Schedule

Estimators, "™ AFTT/GCA/LSQ,/905-1, published In September [990.)




Research Objectives

This

questions:

research addresses the following set of

1. Given a credible set of actual DoD data, can
the chosen models be calibrated?

2. Given a calibrated model, with another set of
actual data from the same environment, can the
models be validated?

3. Given a validated model, if another
independent. data set from another software
environment is used, are the estimates still
accurate?

4. Is a calibration and validation of a model

accurate for only specific areas cf application?

Scope of Research

Since effort estimation models can be expensive, this

research was limited to models existing at AFIT or

available

are eight

from other government sources. Currently there

such models

1. REVIC (REVised version of Intermediate
COCOMO) ;

2. COCOMO (COnstructive COst MOdel);

3., DPRICE~S (Programmed Review of Information
for Costing and Evaluation Software);

4. SEER {(Systenm Evaluation and Estimation of
Resources) ;

. SASET (Software frchitecture, Sizing and
Zstimating Tool):

6. System—-4;

7. Checkpolint/SpPQR-20;

8. COSTMODL (COST MODeL) .




Time constraints restricted this research to four
models. The following are the four selection craiteria used
to guide the selection of models to study:

1. Use within DoD or NASA;

2. Ease of understanding and analyzing the
input and the output;

3. Availability of model documentation:

4. Cost to use the models for this research
effort.

The above criteria were derived from personal
experience in project management within DoD and the
potential for cost to impact the research effort. Only
those models that are relatively easy to use and understand
will be used by any project team. Also if the model
already belongs to the government, then there exists a
greater chance of the model being used due to less cost to
the potential user.

The four models selected were, REVIC, SASET, SEER, and
COSTMODL.. For each of these models, either DoD or NASA has
a license to use or is the cwner of the model. (SEER is to

ve site~licensed to the A1r Force in October 19%1.)




Definition of Terms

1. Calibration - The adjustment of selected parameters of
a given model to get an expected output with known inputs.
In the world of statistics this effort is known as model
building. For this research effort, the models already

exist and will only be modified.

2. Validation ~ Testing a specific model using known
inputs and establishing the output to within some error
range. This is independent and non-iterative with
calibration. In the world of statistics, this is often
called cross-validation since it will use a portion of an
original data set kept out of the model

building/calibration effort.




ITI. Literature Review

Intreduction

This chapter examines recent publications in the area
of software effort estimation and provides a summary cf the

specific models to be used during this research effort.

Several key areas are highlighted: A comparison of

different software procurements, the need for software
effort modeling, and the parameters of good modeling
techniques. A description of the COCOMO (COnstructive COst
MOdel) is alsu given since it is a frequently used model
and all others are often compared to it. Appendix A lists
sources that this author found important to this effort.
These documents were not used as quoted sources for thié
effort, but were found very useful for knowledge in this

area. Any further research in this area should include

them as part of the review and investigation effort.

Comparisons

Te illustrate the effort involved in software
procurement, Brenton Schlender in Fortune (22:100-101+),
compared four very different software packages to show the
amount of code, labor, and cost which are involved in a
software project (see Table 2.1). Schlender guotes Frank

King who said, "The labor content in large systems like

[
[




those in the space shuttle is equivalent to what it tock to

build the Great Pyramid"

(22:101).

Table 2.1 Software Cost and Effort Comparisons

Project Lines«of- Labor (man- Cost
code years) ($ millions)
Lotus 1-2-3 400,000 263 22
v.3
Space 25,600,000 22,096 1200
Shuttle
CcitiBank 78G,000 150 13.2
AutoTeller
1989 Lincoln 83,517 38 1.8
Continental
' (22:100-101+)
The Need

Because of effort necessary to complete a software

project, management must understand all the paotential

costs.

Software effort estimation techniques are necessary

to give managers the information to make cost-benefit

analyses, breakeven analyses,

(2:30).

the estimates of hardware cost for any project.

for computer based systems,

or make-or-buy decisions

Estimates of software effort are as necessary as

In fact,

the cost of the software is

much more important than the cost of the hardware.

According to Dr.

Boehm, "“The computer system,

both hardware and scoftware,

consisting of

bought today as purely

hardware, generally costs the purchaser three times as muuch
for the software portion as for the hardwacre" (2:17). HNo

firm sublic or private, non-profit or profit oriented) can
‘ P




gtay profitable unless it can estimate costs accurately
before it begins a new project. One of the primary numbers
studied at every DoD Defense Advisory Board (DAB) review is

the cost estimate to complete the next phase of a system

procurement. These reviews come at every major milestone
and any other point that the DAB deems necessary (See AFR
57-1 for a more detailed review of the DoD Milestone Review
process). The federal government now requires the use of
cost estimating toels on all new military projects (17:11).
Software effort estimates are also necessary for real-
time software management. Wit out a reasonably accurate
estimate, a project manager has no firm basis from which to
compare budgets and schedules; nor can he make accurate
reports to management, the customer, or sales personnel
(2:30). The ever increasing size and complexity of
software projects makes accurate projections and
understanding of the costs and schedules a management

necessity (7:195).

Technigque Parameters

Studies of software effort estimating have yielded a
set of cost influence facters and relationships necessary
to support practical effort estimation:

1. The number of source instructions or some other
measure of program size;

2. The selection, motivation, and management of the
pecple involved in the software process;

2.3




Product complexity, required reliability,
database size, and other features which are not

management controllable;

4. Preocductivity ranges;
5. The volatility of requirements (3:1465%).

All software effort estimating techniques must take
these factors and relationships into consideration,
although each must receive a varying degree of emphasis.
One key ingredient left cut of the above listing is
experience. All techniques in use today are based in some
way upon experience, i.e. the use of a nistorical data base
for calibration/validation (18:696). A historical database
is mandatory if any organization is to use any of the
current models effectively. Most organizations do not
currently know what they have spent in the past to develop
their software products (21:282). This is a problem
throughout the software development industry and within DoD
in particular. The necessary data to collect this
information is usually some of the first to be cut from the
contract in the interest of cost reduction. Because of an
absence of credible data, current models have a severe
deficiency in proven accuracy. Model users are lucky if
they can estimate cost to within 20% of the actuals, 70% of
the time (2:32; 1:1). This accuracy must increase if
management is to place any confidence in the model

estimates. If sotftware can be "engineered" then any effort




estimation model should be able to predict the potential
cost of a software project with a high degree of accuracy.
Chapter III presents the discussion on accuracy

requirements.

co Q Description
COCOMO, the model to which, according to Miyazaki,

"all others are compared," is considered a milestone in
software engineering (19:292). The input and cutput are

- much more precise and clear than many other models and
techniques, and it allows for easy tailoring to the
specific purpose and historical databases (19:292).
COCOMO*'s developer, Dr. Barry Boehm, describes the mocdel in
his book Software Engineering Economics (2). He presents a
hierarchy of versions: Basic COCCMO, Intermediate COCOMO,
and Detailed COCOMO. Each version has three modes:
organic, semi-detached, or embedded. Which mode to use is
determined by the type of software being developed. The
level of sophistication, flexibility, and accuracy increase
as the hierarchy is climbed; but sc also does the level of
complexity. The Basic COCOMO model in the organic mode
will be summarized here since he other versions and modes
are similar to it (For further reading on any cof the COCOMO

models, see Dr. Boehm's book).




The Basic organic COCOMO consists of twe simple effort

and schedule equations.

MM=2 . 4x (kDSI) 05 Eq. 2.1

TDEV=2 .5x (MM) ¢-2® Eq. 2.2

Equation 2.1 is the basic effort eguation, where KDSI is
the number of thousanax of delivered source instructions in
the software product. MM !s the number of man-months
estimated for the development phase of the software life-
cycle, subject to the definitions and assumptions which are
described below. Equation 2.2 is the basic schedule
egquation, where TDEV is the number of months estimated for
the software product developmenf:, subject to the same
definitions and assumptions (2:61-62).

Any of the COCOMO models will provide intormation for
any particular software project with the approp.iate
tailoring. The accuracy of the estimate depends vpon the
accuracy of the inputs, specifically the lines of cude (a
major point of contention for all models and languages is
the exact definition of a line-of-code). One study,
conducted by Miyazaki and Mori of Fujitsu Limited, has
shown that with proper tailoring and use of historical
databases, COCOMO can be accurate, but still does not
suffice. This study showed COCCMO to predict 68% of the

2.6




database to within 20% of the actual effort value (19:299).
This magnitude of error leaves a lot of room for subsequent
miscalculation of the necessary resources to complete a
software project. It also leaves a lot of room for

improvements in software effort estimation techniques.

An sis Mode REVIC
REVIC (REVised version of Intermediate CQCOMO) is a
direct descendent of COCOMO. There are several key
differences bhetween REVIC and the 1981 version of COCOMO,
however:
1. REVIC adds an Ada development mcde to the three
criginal COCOMC modes; Organic, Semi-~detached, and
Embedded.
2. REVIC includes Systens Engineering as a starting
phase as opposed to Preliminary Design for COCOMO.
3. REVIC includes Development, Test, ard Evaluation
as the ending phase, as opposed tc COCOMO ending with
Integration and Test.
4. The REVIC basic coefficients and exponents were
derived from the analysis of a datakase of completed
DoD projects. On the average, the estimates obtained
with REVIC will be greater than the comparable
estimates obtained with COCOMO.
5. REVIC uses PERT (Program Evaluation and Review
Technique) statistical techniques to determine the
lines-of~code input value. Low, high, and most

2.7




probable estimates for each program component are used
to calculate the effective lines-of-code and the
standar& deviation. The effective lines-of-ccde and
standard deviation are then used in the estimation
equations rather than the linear sum of the line-of-
code estimates.

6. REVIC includes more zost multipliers than COCOMO.
Requirements volatility, security, management reserve,

and an Ada mode are added (16:1-5).

Analysis Model #2, SASET

SASET {Software Architecture, Sizing and Estimating
Tool) is a forward chaining, rule-based expert system using
a hierarchically structured knowledge database of
normalized parameters to provide derived software sizing
values (24:1-2). These vaiues can be presented in many
formats to include functionality, optimal development
schedule, and manloading charts. SASET was developed by
Martin Marietta Denver Aerospace Corp. on contract to the
Naval Center for Cost Analysis. To use SASET, the user
must first perform a software decomposition of the system
and define the functionalities associated with the given
software system.

SASET uses a tiered approach for system decomposition.
Tier ¥ alildresses software developmental and envireonmental
lssues. These issues include che class of the software to
be developued, programming language, developmental schedule,

2.8




security, etc. Tier I output values represent preliminary
budget and schedule multipliers (24:1-2 to 3-24).

Tier II specifies the functional aspects of the
software system, specifically the tctal lines—-of-code
(LOC). The total LOC estimate is then translated into a
preliminary budget estimate and preliminary schedule
estimate. The preliminary budget and schedule estimates
are derived by applying the multipliers from Tier I to the
total LOC estimate (24:1-2 to 3-24).

Tier IXI develops the software complexity issues of
the system under study. These issues include: level of
system definition, system timing and criticality,
documentation, etc. A complexity multiplier is then
derived and used to alter the preliminary budget and
schedule estimates.from Tier II. The software system
effort estimation is then calculated (24:1-2 to 3-24).

Tier IV and V are not necessary for an effort
estimation. Tier IV addresses the in-scope maintenance
associated with the project. The output of Tier IV is the
monthly ménloading for the maintenance life-cycle. Tier V
provides the user with a capability to perform risk
analysis on the sizing, schedule and budget data (24:1-2 to
3-24).

The actual mathematical expressions used in SASET are

published in the User's Guide, but the Guide is very




unclear as to what they mean and how to use them (24:1-2 to

3-24).

Analysis Model #3, SEER

SEER (System Evaluation and Estimatior of Resources)
is a proprietary model owned by Galorath Associates, Inc.
This model is based upon the initial work of Dr. Randall
Jensen. The mathematical equations used in SEER are not
available to the public, but the writings of Dr. Jensen
make the basic equations available for review (see the two
Jensen articles referenced in the bibliography).

The basic eguation, Dr. Jensen calls it the "software

equation" is:

S,=C. vkt 2.3

where s, is the effective lines of code, c,, is the
effective developer technoclogy constant, k is the total
life cycle cost (man-years), and t, is the development time
(years) (14:1-4). This equation relates the effective size
‘of the system and the technology being applied by the
developer to the implementation of the system (13:2-3).

The technology factor is used to calibrate the model to a
particular environment. This factcer considers two aspects
of the production technology -- technical and
environmental. The technical aspects include those dealing

with the basic development capability: organization

2.10




capabilities, experience of the developers, development
practices and tool: <etc. The envirqnmental aspects
address the specific software target environment: CPU time
constraints, system reliability, real-time operation, etc.

(13:1-7; 23:5-1 to 5-14).

Analysis Model #4, COSTMODL
COSTMODL (COST MODel,) is a COCOMO based estimation

model develcped by the NASA Johnson Space Center. The
program delivered on computer disk for COSTMODL includes
several versions of the original COCOMO and a NASA
developed estimation model KISS (Keep It Simple, Stupid)
(6:2). The KISS model will not be evaluated here, but it
is very simple to understand and easy to use; however, the
calibratiocn environment is unknown.

The COSTMODL model includes the basic COCOMO oguations
and modes, along with some modifications to include an Ada
mode and other cost multipliers. The COSTMODL as delivered
includes several calibrations based upon different data
sets. The user can choose one of these calibrations or
enter user specified values. The model also includes a
capability to perform a self-calibration. The user enters
the necessary information and the model will "reverse"
calculate and derive the coefticient and exponent or a
coefficient only for the input environment data. The model
uses the COCOMO cost multipliers and does not include more

as does REVIC (6:1-11).



The model includes all the phases of a software life
cycle. PERT technigues are used to estimate the input
lines~of-code in both the development and maintenance

calculations (6:1~11).

Summary

This chapter reviawed current literature in software
cost estimation. It compared different software purchases
showing large differences in size and effort, reviewed the
need for software cost estiwmation technigues, reviewed the
basic parameters of all software cost estimating
techniques, and summarized the models to be used in this
research effort. Accurate estimates of scoftware projects
will remain a very important issue for all involved in the

software engineering disciplines.




ITI. Methedeolgay

Introdugtion

This chapter addresses the data and methodclogy used
for the calibration, validation, and comparison of the
models reviewed in Chapter 2, and the statistical tests

uaed for acruracy analysis.

Data

The first block of historical data planned for use
with this project is from Electronic Systems Division (ESD)
at Hanscom AFB. This da%a is considered proprietary and
cannot be released to non-government personnel. (For
further information on this data base contact Peggy Wells,
ESD/ACCT, Hanscom AFB, MA G2176.) This data base is
referred to as the ESD data base throughout this thesis.

The ESD data base consists of 24 different projects,
all of which were software acgquisition contracted etforts
managed at ESD. For each project the data vase contairs
the Source Lines of Zode (SLOC), effort in man-months, the
amount of time to complete the proiect, and cther data
necessary for analysis/use of the models. This data was
considerasd for use for the moedel calibration ang
validation, but was eventually found tvo be utnusable (see

Cha=nter 1V for & counplete discussion on the problems wiin

the databasae) .




The second set ol historical data was received from
Space Systems Division (S8D). This data base is referred
to as the SSD data bise throughout this thesis. This data
was ti. be used for comparing output of the models outside
of their environuent of ¢alibration, but was eventually
used for the entire effort.

Both of these datnbases lack some of the information
for several of the modcl variables. Values of "nominal®
were used irnr every nmudel where there was no data available

to make a better choice.

Methodolouy

This research was conducted in three parts: model
calibration, validation, and comparison. During
calibrotion the model parameters were adjusted to give an
aceurate output with known inputs. One-half of the
database, selected at random, was wused as input data. The
model parameters were then adjusted mathematically to give

possible to the actual output

0n

an outpuat ag ¢icxe a
contained in tire data base. The particular calibration
technigue is dependent upon the particular model under
evaluation; the technioue suggested in the model users
guide was used. Orce the model was calibrated, the model
was analysed wicth the calibration data set o examine the

model for accuravy against the calibration data.
During validation, the second half of the database was

vuged.  In this phase the input data is used, but the mudel




parameters were not changed. The objective is to examine
the statistical consistency when comparing the known output
to the estimated output (5:175-176). The validation data
set entered in the models, and the results analyzed for
accuracy. This validation should show that the mndel is an
accurate predictor of effort in the environment of the
calibration.

The third part of the research was a run of the
independent data set through the models to examine the
validity of the model outside its calibrated environment.
The effort estimations were then analyzed for accuracy
against the actual effort. The accuracy analysis should
show that outside the environment ¢f calibration, the
models de not predict well, i.e. a model calibrated to a
manrned space environment should not give accurate estimates
when used to estimate the effort necessary to develcp a
word processing application projram.

To test the accuracy of the models, several
statistical tests are used. The first tests are the
coefficient of multiple determination (COMD or R?*) and the
magnitude and mean magnitude of relative error. For the
coefficient of multiple determination, Eguation 3.1, E,. is
the actual value from the database, E,, is the estimate

from the model, and E,,,, Equation 3.2, is the mean of the

estimated values. The CCMD indicates the extent to which
E,. and E,,, are linearly related. The clogser the value of
3.3




COMD is to 1.0, the better. (It is possible to get
negative values for COMD if the error is large enough. The
negative values appear when the difference between the
actual effort and the estimate is extremely large.) A high
value for COMD suggests that either a large percentage of
variance is accounted for, or that the inclusion of
additional independent variables in the model is not likely
to inprove the model estimating ability significantly. For
the model to be considered calibrated, values above 0.90

are expected (5:148-176).
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The equation for magnitude of relative error (MRE) is
Equation 3.3, and for mean magnitude of relative error
(MMRE) , Egquation 3.4. A small value of MRE indicates that
the model is preaicting accurately. The key parameter
however, is MMRE. For the model to be acceptable, MMRE
should be less than or equal to 0.2%. The use of MRE and

MMRE relieve the concerns of positive and negative errors
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canceling each other and giving a false indication of model

accuracy (5:148-176).
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Errors using the MRE and MMRE tests can be of two
types: underestimates, where E,,, < E.,.; and overestimates,
where E,,, > E,.. Both errors can have serious impacts on
estimate interpretation. Large underestimates can cause
projects to be understaffed and, as deadlines approach,
project managers will be tempted to add new staff members,
resulting in a phenomenon known as Brooks's law: "Adding
manpower to a late software project makes it later" (4:25).
Large overestimates can also be costly, staff members
become less-producfive (Parkinson's law: "Work expands to
fill the time available for its completion") or add "gold-
plating" that is not required by the user (15:420).

The second set of statistical tests are the root mean
square error (RMS), Equation 3.5, and the relative root
mean sguare error (RRMS), Equation 3.6. The smaller the
value of RMS the better is the estimation model. For RRMS,
an acceptable mwodel will give a value of RRMS < 0.25

(5:175) .
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The third statistical test used is the prediction
level test, Equation 3.7, where k is the number cof projects
in a set of n projects whose MRE is less than or equal to a

percentage 1.

PRED(1)=% Eq. 3.7

For example, if PRED (0.25) = 0.83, then 83% of the
pfedicted values fall within 25% of their actual values.
To establish the model accuracy, 75% of the predictions
must fall within 25% or the actual values, or

PRED (0.25) >= 0.75 (5:173).

sunmary

This chapter reviewed the data that was used for this

research effort and the techniques to perform the




calibration, validation, and comparison of the models. The
statistical techniques used were alsc presented.
Texrminoloay

Source Lines of Code (SLOC) - all program instructions
created by the project personnel and processed into machine
code. It includes job control, format statements, etc.,
but does not include comment statements and unmecdified

utility software.

Man-month (MM) - generally consists of 152 man hours




IV. Analysis and Findings

Introduction

This chapter will present the analysis and finding of
the research effort. First, an analysis of the databases
will be presented, then the individual calibration,
validation, and comparison analysis for each of the

selected models.

Data

The data collection and analysis for this effort
proved to be very frustrating. The original plan was to
use a database from ESD (Electronic Systems Division of AF
Systems Command). As the actual database was being
analyzed for content, several key pieces of information
were found to be missing or questionable. Several
telephone conversations to ESD finally connected this
researcher with Mr. Paul Funch of the Mitre Corporation.
He pointed to a document he wrote which reviewed the
database. His analysis of the database found it to be a
very unreliable sourrce of accurate software effort
estimation model data. Several of the data points are
incomplete; these points lack important pieces of
multiplier information. Furthermore, several of the data
points are for projects never coapleted. The data for
these points, although either incomplete or estimated for

completion, are included as actual data. For many of the



data ponints, the Yactual" values entered are really not
actuals. These values are "compromise" values agreed to by
the company that collected the data, the Mitre people
involved, and the ESD project cffice that oversaw the
database collection effort (12:1-1 to 8-5; 11}.

Because of the above problems with the ESD database,
this researcher considers the accuracy of this database to
be very suspect. This database can be used for exanmple
calibration and validation of estimation models, but for
actual model development this database is not the best
available.

For this research effort, this author had to turn to
other sources for accurate data. One set of data was found
at the Aerospace Corporation in Los Angeles (associated
with Space Systems Division of the AF Systems Command);
This database was found to be quite good; however, it
arrived too late to be of use for this research project.

The data base that was used was the Novenmber 1990
version of a database ccllected by SSD/ACC. This updated
database will eventually contain over 512 data points with
a large amount of information for each point. The November
1990 version had enough data points, 150, that the
methodology discussed in Chapter 1III could still be used.
The actual data in this database or the Aerospace database
cannct be published due to the proprietary nature of the

data.




The SSD database was searched for at least 20 data
points which could be used for the calibration and
validation attempts. Twenty-eight data points were found
that; had the same development environment (Military Ground
Systens), had data for the actual development. effort, had
no reused code, and were similar sized projects. Having no
reused code was a necessary requirement since the database
does not include any information about the distribution of
reused code, i.e. the amount of redesign, recode, etc., to
determine the estimated source lines-of-code (SLOC)
necessary for the model inputs. The selected project size
ranged from 4.1K SLOC to 252K SLOCC. Fourteen of the data
points were used for the calibration effort and the other
14 for the validation effort. The selection of which 14
went to which effort was made by alternating the selection
of the projects; the first went to the calibration effort,
the second went to the validation effort, the third to
calibration, etc.

For the comparison part of this research, 10 projects
were found in the SSD database which fit all of the akove
criteria except for the development environment. The
development environment selected was Unmanned Space Systems
since data was available and this environment is different

than Military Ground Systems.




CVIC
Since REVIC is a COCOMO derived estimation model, the

technique described by Dr. Boehm (2:524~530) was used to
perform the calibration. Dr. Boehm recommends at least 10
data points should be available for a coefficient and
exponent calibration. Since 14 data points were available,
the coefficient and exponent calibration was performed
initially. However, since the number c¢f data points was
not large, this researcher decided to perform a coefficient
only calibration alsc and compare the two calibrations.
The seni-detached mode (Equation 4.1) of REVIC was used for
the calibration and validation since the description of the
projects selected from the SSD database for calibration and
validation fit the description of Dr. Boehm's semi-~detached
mode, where MM is the output in man-months, kDSI is the
source lines of code in thousands, and [[ is the product of

the costing parameters (2:74~80, 116-117).

MM=3.0x{kDsI)* 2]l Eq. 4.1

The embedded mode (Equation 4.2) was used in the
comparison analysis for the coefficient only calibration
since these data points match the description of Dr.

Boehm's embedded mode description (2:74-80, 116~117).

MM=2 8x (kDyry vl Egq. 4.2




Calibration. The input data for the calibration

effort is shown in Appendix B, Table B.1l. The adjustment
of these input values will give the calibrated coefficient
and exponent or coefficient only values for this particular
data set. For the coefficient and exponent calibration,
the calibrated output values were 2.4531 and 1.2457
respectively. For the coefficient only calibration, the
REVIC calibrated exponent of 1.20 was used. The calibrated
coefficient was found to be 3.724.

These new coefficients and exponents were then put
back into the estimation equations to look at prediction
accuracies of the model for the data used for calibration
(Appendix C, Table C.1 lists the estimates with the new
calibration and percent of the actual effort.) Table 4.1

shows the results of the accuracy analysis.

Table 4.1 REVIC Calibration Accuracy Results
Coefficient and Coefficient
Exponent only
R? 0.776 0.892
MMRE 0.3733 0.334
RMS 119.1416 82.641 e
_ RRMS 0.3192 0.221
PRED (0.25) 42% 57%
The interesting item of note here 1s that, for all tne

parameters,

more accurate

the coefficient only calibration appears to be

than that

ot the coefticient

and exponent.




This may be explained by the fact that the exponent
calibration is very sensitive to small variations in
project data (2:524-529). With a larger calibration data
set the accuracy of the coefficient and exponent
calibration may be better.

The cther interesting item of note is the general
accuracy of the calibrated model. Even against the
calibration data, the model is not inherently accurate. R?
should be greater than 0.90, MMRE and RRMS should be less
than 0.25, RMS should be small (approaching 0), and
PRED(0.25) should be greater than 75%. The coefficient
only results approach acceptability as defined by Conte
(5:150~-176), but are nowhere near what should be expected
of a model when tested against its calibration data.

Valijdation. The validation input data is shown in
Appendix B, Table B.2. This data was used to try to
validate the model as calibrated above. The results of the
accuracy aralysis are shown in Table 4.2.

Again, analysis of this table shows the coefficient
calibration to be more accurate than the coefficient and
exponent calibraticn. However, in this case both
calibrations were able to predict four of the 14 validation
projects to within 25% of their actuals. The differences
in RY, MMRE and RRMS show that the coefficient only
calibration was more accurate, but none of the values are
near what would be expected to say this wmodel 1s validated

to this environment (%:1%0-176).




Table 4.2 REVIC Validation Accuracy Results
! Coefficient and Coefficient
Exponent Only
R? 0.1713 0.6583
MMRE 0.7811 0.6491
| RMS 375.190 211.020
RRMS 0.8560 0.4815
PRED (0.25) 28.5% 28.5%

Comparison. The comparison input data is shown in

Appendix B, Table B.3. This data was used to show how a

model calibrated to one environment would predict in a

completely different environment.

The embedded mode was

used for the coefficient only analysis with the new

calibrated coefficient used.

.The results are shown in

Table 4 3.
Table 4.3 REVIC Comparison Accuracy Results
Coetficient and Coefficient
Exponent Crily
R? 0.9081 0.8381
MMRE ¢.2201 0.1767
- RMS 66.161 87.844
RRMS 0.2069 0.2748
PRED (0.25) 30% 70% |

These results almost show this research

futile, at

erfort to be

least for the REVIC estimation model. The

results show that both calibration efforts are fairly

accurate with this

set of data. Even though the PRED was




low, the other parameters are all very <close to, if not,
acceptable values. The RY, MMRE, and RRMS show better
results for the coefficient and exponent calivbration, but
the PRED and MMRE are much better for the cccofficient only
calibration. These results make this researchar question
this model, using either the coefficient only or the
coefficient and exponent calibration, as a v lid effort
estimation tool for any software manager. The model is too
good at estimating outside the enviro ient of calibration

and not good at all inside the environment.

SASET

The research effort using the SASET estimation model
was very frustrating. As this author reviewed the SASET
model and User's Guide, the ability to calibrate the model
was found to be virtually impossible. Since the
mathematical equations published with the users guide are
virtually impossible to understand, for the "average" user,
and a calibration mode is not available as part of the
computerized version of the model, this author could not
figure ocut how to calibrate the model to a particular data
set. The only way to perform & calibration was to go into
the calibration file of the computerized wodel and change
the actual values of several hundred different parameters.
Without the knowledge of what each of these parameters
esctually does within the wodel, any changes would be pure

quesswork. Again, the Ussris Gulde was of no help.  This

4.8
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model has an unpublished saying that accompanies it, "There

‘are no casual users of SASET." This saying seems very

true, becauss an informal ~urvey of normal users of effort

estimation models revealed that they do not have the time,

and sometimes not the mathematical abilities, to figure out
the intricacies of this model.

Because of the above factors, a calibration of SASET
was not accomplished. However, this research effort used
SASET with its delivered calibration file and the 28
calibration and validation and 10 comparison data points
were input to the model to test the model with its
delivered calibration.

Calibration/Validation. Because of the proprietary
nature, the complete data for each data point are not
publishable with this effort, Appendix B includes the
basics of the input parameters for the model. Table 4.4
shows the accuracy results for the calibration, validation,
and comparison data sets. Appendix C, Table C.2 lists the
estimation values and a comparison to the actual eftort.

Az can be seen from the data, the existing calibration of
SASET is very poor for this data set. The estimates were

all greater than the actuals, with estimates from 2 to 16

times the actual values given as outputs from the model.




Table 4.4 SASET Accuracy Results

Ccalibration/ Comparison
validation

R* ~0.7333 -0.3272

MMRE 5.8492 1.0985

RMS 1836.4 527.6

RRMS 4.5097 1.6503

PRED (0.25) 3.5% 0%

An expected value of R? greater than 0.30, MMRE and
RRMS less than 0.25, RMS small (approaching 0) and
PREDkO.ZS) greater than 75%, are considered acceptable to
say a model is a good estimator (5:150-176). The negative
values of R? are a result of the large differences between
the actual effort and the estimate from the model (see
Appendix C, Table C.1 for the data and Chapter 3 for the R?
equation).

Comparison. The comparison data was analyzed with the
SASET model *to see if another environment was any better
with the delivered calibration. As can be seen by the data
in Table 4.4, the compariscon data set also shows a very
poor calibration for the data set. All of the estimates
were greater than the actual efforts, nine of the ten data
points were estimated between two and three times the
actuals, This does at Least show some consistently high
estimation.

For the SASET model the computerized version is

delivered with one specific calibration. For the layman
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scftware effort estimator, this wodel has very questionable

useability in its current form.

S.ER

SEER was also found to be a problem for this research
effort; huwever, this issue was not because of the
usability (or unusability) of the model. The SEER model is
calibratable, but only if the data set is properly
annotated. The model has a parameter called "effective
technology rating" which is used to calibrate the model to
a particular environmeut or data set. To perform the
evaluation of the effective technology parameter with a
historical data set, the actual effort for the Full Scale
Implementation phase (a SEER term) must be known. This
phase does not include requirements analysis,.or system
integrat n and testing. The database that was used for
this effort includes the necessary data, but not to the
detail necessary to perform the calibration; i.e. the
actual effort is known, but the effort during Full Scale
Implementation is not. Again, the full database cannot be
published with this effort dus to its proprietary nature.
(See Appendix B for the basic input data.)

Calibration/Validation. The 28 data points of the
calibration and validation data set were ran through the
model to test for model accuracy with this particular

environment. Table 4.5 shows the results of this accuracy




analysis. Appendix ¢, Table C.3 lists the output results

and the estimate as a percent of the actual effort values.

Table 4.5 SEER Accuracy Results

Calibration/ Comparison
Validation
R? ~1.0047 -0.2529
MMRE 3.5556 0.5586
RMS 1504.9 380.6
RRMS 3.6955 1.1908
PRED (0.25) 10.7% 20%

The estimates from the model ranged from 25% cf the

actual to 11 times the actual effort.

Most of the

estimates were in the range of 2-5 times the actual. The

rasults shown in Table 4.5 again show the need to calibrate

a model to a particular environment.

R? is expected to be

greater than 0.96, MMRE and RRMS are expected to be less

than 0.25, RMS is expected to be small (approaching 0), and
PRED(0.25) is expected to be greater than 75% for the model

to be considered acceptable (5:150-176).

R? is negative

due to the large differences between the actual effort and

the estimated effort (see Chapter 3 for the

Appendix C, Table C.3 for the data).

Comparison.

" equatien and

The comparison data was also ran through

the model. The results cf the accuracy analysig are shown

in Table 4.5. These results

those for the calibration and validation,

are some what better than

but again this




model, as calibrated, should not be used in these
environments. The estimates for this data set were all
greater than the actual, ranging from very near the actual
to three times the actual value.

The results of the accuracy analysis, especially the
comparison data, lead this researcher to conclude that the
SEER model may have some use if a proper calibration can be
accomplished; but this will require a historical database
that has the necessary effort information in each phase of

the development life-cycle.

COSTHODL

The first review of COSTMODL revealed several
differences between it, COCOMO, and REVIC. For this reason
it was selected as a model to be evaluated. However, once
the database issue was finally resclved, the only
implementation of the model that was still valid (i.e. a
non-Ada version) was that of the original COCOMC, adjusted
to account for the Requirements Analysis and Operational
Test and Evaluation phases. The procedure explained by Dr.
Boehm (2:524~530) was used to perform the calibration.

Calibration. The input data for the calibraticn
effort is listed in Appendix B, Table B.1l. Since REVIC was
analyzed for both the ccefficiént only and coefficient and
exponent, COSTMUDL was also. The derived coefficient only
coefficient value was 4.25%5. The values for the

coefficient and exponent analysis were 3.35 and 1.22 for

4.13




the coefficient and exponent respectively. These values
were then used to replace the original coefficients and
exponents in the model, and the model was analyzed for
accuracy against the calibration data set. Table 4.6 shows
these results. Appendix C, Table C.4 lists the estimates
from the model and the estimate as a percent of the actual

effort.

Table 4.6 COSTMODI Calibration Accuracy Results

Coefficient and Coefficient
Exponent only
R? 0.5251 0.760C
MMRE 0.4603 0.396
RMS 17%.57 124,27
RRMS 0.470G3 0.333
PRED (0.25) 29% 35.7%

Values of R® greater than 0.90, MMRE and RRMS less
than 0.25, RMS small (approaching 0), and PRED(0.25)
greater than 75% are expected for the mocdel to be
considered to be acceptable (5:150-176). These values are
vecy similar to the accuracies shown with REVIC. This
model is calibratable, but it still leaves a lot to be
desired in the accuracy area. The coefficient only
calibration appears to perform somewhat better against the
calibration data set, but the performance increase is very

smali.




Validation.

The validation data set (Appendix B,

Table B.2) was ran and again analyzed for accuracy. The

results avre shown in Table 4.7.

Table 4.7 COSTMODL Validation Accuracy Results
Cocefficient and Coefficient

Exponent Only

R* 0.1120 0.6353

MMRE 0.7863 0.5765

MS 411.516 220.667

RRMS 0.2389 0.5035

PRED (0.25) 21.4% 21.4%

Again, the ccefficient only calibration appears to be

a better estimator of the actual effort.

The results of

this accuracy analysis show a questionable estimation model
for the COSTMODL effort estimation, and the COCOMO haseline
equations. These results are nowhere near what are

necessary for a useable model within DoD.

Comparison.

Appendix B, Table B.3.

The comparison input data is listed in

As with the other models, this data

was used to see the effect of using a estimation model

outside its calibrated envircnment.

is shown in Table 4.8&.

Analysis of this data shows that.

The accuracy analysis

according to the

criteria of Chapter 3, this is a good calibration for this

data set. This is not supposed to happen; a model should

not work this well outside its calibrated environment.

4.1%




This researcher does not uinderstand why this model predicts

well outside its environment of calibration.

Table 4.8 COSTMODL Comparison Accuracy Results

Coefficient and Coefficient
Exponent Only
R? 0.8661 0.8369
MMRE 0.2003 0.1751
RMS 79.454 87.94
RRMS 0.2485 0.2751
PRED (0.25) 70% 60%

The coefficient only analysis uses the embedded mode
of Intermediate COCOMO, the same as with the REVIC

comparison analysis.

Summary

This chapter presentéd the results and analysis of
this research effort. The credibility of the database was
reviewed and an attempt was made to calibrate, validate and
compare each of the selected models. The results of this
effort, for every model, show that the accuracies are not

up to the level expected of an acceptable model.




V. GConclusions and Recommendations

Intyoduction
This chapter will summarize the research effort and

offer some recommendations on where more research could and

should be accomplished in this area.

Conclusions

This research proved to be very enlightening to this
researcher. Based upon the background readings, this
researcher wvelieved that the existing marketed software
effort estimation models were highly credible; however,
this researcher found this not to be so based upon the
research performed.

The two models that could be calibrated, REVIC and
COSTMODL, could not predict the actuals against either the
calibration data or validation data to any level of
accuracy or consistency. Surprisingly, both of these
models were relatively good at predicting the comparison
data, data which was completely cutside the environment of
calibration. For the two models which were not calibrated,
SASET and SEER, it was shown that calibration is necessary,
but may not be sufficient to make either of these wodels
usable. One interesting item that was found: Ppuring the
initial attempts at calibrating REVIC and COSTMODL, one

data point was used which had a significantly larger amount




of code than any of the others (over 700 KSLOC). This one
data point was found to drive any attempt at calibration.
The amount of code is one of the key terms used in the
calibration technique for COCOMO and derivatives (2:524-
530). This number is sgquared in several places as part of
the calibration, and when one of the data points is much
larger than the others, this squaring creates an extremely
large number that can be magnitudes larger than those for
the other data points. When these squared values are then
summed, this one data point can drive the value of the sum.
Therefore, this data point was removed from the calibration
database.

REVIC proved to be a fairly easy model to learn and
use. The calibration was not difficult and did produce an
increased ability to estimate effort compared to the
original calibration. However, the accuracy of this model
is questionable based upon the results found in this
research effort. This researcher found it interesting that
the ccefficient only calibration was actually more accurate
than the coefficient and exponent calibration. This can
probably be explained by the sensitivity nf the exponent,
but no way to test this is known by this researcher.

SASET proved to be the most difficult model to learn
and use. The User's Guide is very unclear, and the model
is not easy to learn and use just by running the
computerized program. The calibration for this model will
probably prove to be virtually impossible for any user

I




other than one of the model developers. This alone makes
this model very difficult to use for any DoD acquisition
program office since calibration is apparently needed. The
model has many nice features and is very flexible in
allowing risk analysis and trade-off analysis; but, if the
model cannot be calibrated to the working environment, it
probably cannot be used as an accurate predictor in a
program office.

SEER was a fairly easy model to learn and use. The
User's Guide is very well written and is easy to follow,
once the template structure is learned. This model is
relatively easy to calibrate if the historical data can ke
put into the necessary fecrmat. The inaccuracies found with
the estimation analysis proved that SEER also needs to be
calibrated to the operating environment. This should be
done soon, since the AF will have a site license for this
model beginning fiscal year 1992.

COSTMODIL: turned out to be very similar to REVIC. The
model was very easy to learn, understand and use. Here the
coefficient only calibration also seemed to work better
than the coefficient and exponent calibration. This model
proved to be calibratable, but again the poor accuracy
results make it a gquestionable resource for any program

manager.




Recommendations

One of the comments this researcher has heard
throughout the graduate program was that software can now
be "engineered;" hence, the term "software engineering."
This researcher is not convinced this is true. 1In all the
models evaluated, the two key factors that influenced the
estimate were project size (SLOC) and the capabilities of
the develcpmnent team personnel. This researcher is not
convinced that any effort estimation model that is so
sensitive to the abilities of the development team can be
applied across the board te any software development
effort. These kinds of models might be useful to the
actual development team for their own analysis and
estimation, but for the user at the DoD system prog:i-am
office (SPO) level these models have little worth. The
abilities ot individual contractors are usually not known
to any significant level, let alone the data for individual
project teams. The user at the SPO level must make
(sometimes educated) quesses about the information
necessary to get an estimate from the model; this makes the
estimates inherently inaccurate to use for any level of
analysis. This brings up two important questions; 1) can
the personnel data collected and used for a calibration
really be validated as to the actual values, and ) once
the model 1s validatad, what values 1s a user to use when

estimating the eftort for a project when the capabilities

of the project team are quite open for intarpreotation, and




whatever values are used will cause major differences in
the estimates calculated?

Several areas of research still need to be done in the
area of software effort estimation. First is the area of
estimating the SLOC (size of the development effort) and
determining what exactly is a "line-of-code" in the various
languages. Since the effort estimations are based upon a
size estimate; this can incorporate inaccuracies into the
results. Some effort is already underway in this area,
Ikatura and Takayanagi equations, SPANS model by Tecolote
Inc., Checkpoint estimating model, Bozoki Software Sizing
Model, etc., but more is necessary (10).

Second s the area of cost drivers. Is there some way
to tie the effort estimation to the capabilities of the
needed system without including all the development team
capability drivers? 1Is there some way to use other
information to replace the personnel drivers, maybe by
using the Scftware Engineering Institute (SEf) Process
Model Maturity Level?® For a particular SPO, the data being
collected on contractor performance may be of use.

The third signi cant effort needs to be placed on the
development of engineering practices to bring the software
aevelopment into the realm of an engineering discipline.
Once this 1s accomplished, there may be some new factors
found which are drivers in the effort estimation

techniques.




A fourth area is with the REVIC and COSTMODL mecdels.
Some effort should be undertaken to understand why these
twe models predicted the comparison data so well when the
data was outside the environment of calibration.

A fifth area of research is in the area of the
historical databases. More effort must be made to collect
the necessary data to perform the calibration, validation
and comparisons of the many effort estimation models. The
effort must be placed in the collection of the data,
understanding what needs to be collected, and the
normalization of the data so it is usable in tre various

nodels.

Sunmary

This caapter summarized the research effort, made some
conclusions based upon the effort, and made some

recommendation on areas where further effort is necessary

in the area of software effort estimation.
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Appendix B: Ipput Data

Table B.1l Calibration Data

Project Linas of Actual Ef- REVIC Prod- COSTMODL
Number Code (thou- | fort (man- uct Factor Product
sands) months) Factor
18 70.143 658 1.299 0.855
24 18 238 1.442 0.95
28 112.917 887 1.119 0.811
37 11.829 136 0.933 0.55
41 9.5 13 0.617 0.474
48 45.068 405 1.183 1.1&3
51 37.836 193 1.432 1.203 l
53 100.505 540 0.985 0.827 |
55 | 296.059 589 0.951 0.951
57 137.804 697 0.827 0.827
59 12.862 229 0.993 0.835
61 36.138 134 0.856 0.719
63 61.752 337 0.856 €.719
71 13 170 2.491 1.24




Table B.2 Validation Data

Project Lines of Actual Ef- REVIC Prod- COSTMODL
Number Code (thou- | fort (man- uct Factor pProduct
sands) months) Factor
09 128.2 545 0.908 0.909
23 5.2 42 1.586 1.045
26 4.17 227 1.586 1.045
30 41 160 2.061 1.358
39 17 19 0.891 0.587
46 20 103 0.646 0.588
50 71.676 473 1.047 1.407
52 177.06 840 1.030 0.866
54 148.29 $88 1.132 0.951
56 252.87 1194 0.721 0.606
58 88.679 687 1.112 0.934
60 5.846 172 0.855 0.719
62 56.333 535 1.178 0.99
65 144 656 0.791 0.869




Table B.3 Comparison Data
R A S ==
Project Lines of Actual Ef~ | REVIC Prod- COSTMODL
Number Code (thou- | fort (man- uct Factor Product
sands) nonths) Factor
288 1.7 80 0.972 0.972
289 116.8 912 0.993 0.720
230 i4 115 0.829 0.601
291 56.2 523 1.220 0.884
292 48.3 478 1.130 1.130
293 50.3 432 0.972 0.972
294 69,54 296 0.884 0.884
295 22.9 164 0.884 0.884
296 16.3 140 1.494 1.494
267 6.8 57 0.884 0.884
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Appendix C:

Table C.1 REVIC Estimates

Model Estimates after Calibration

Project Coefficient % of Coefficient % of
Number & Exponent actual only actual
09 959.65 176.1 776.1 142.4
18 635.15 96.5 565.2 85.9
23 30.51 72.5 37.43 89.1
24 129.53 54.4 136.75 57.5
26 23.16 105.2 29.23 132.9
28 990.1 111.62 829.81 23.6
30 523.87 327.4 491.37 307.1
37 49.68 36.5 55.29 40G.7
39 75.35 396.6 79.25 417.1
41 25.0 192.3 28.60 220.0
46 66.94 65.0 68.93 65.9
48 333.38 82.3 313.6 77 .4
5C 534.97 113.1 466.63 98.7
51 324.54 168.2 312.07 161.7
52 1629.87 194.0 1263.99 150.5
53 753.86 139.6 641.13 118.7
54 1435.20 208.6 1138.97 165.5
__m25 687.95 116.8 588.41 99.¢
56 1781.23 149.2 1318.82 110.5
57 937.81 134.06 766.54 110
58 741.39 107.9 629.073 91.6
59 58.69 25.6 64.63 28.2
60 19.04 11.1 23.01 13.4
61 183.21 136.7 177.2 132.2
62 445.42 83.3 400.88 74.9
6} 357.12 106.C 322.89 95.8




Table C.1 REVIC Estimates {(continued)

Project | Coefficient $ of Coefficient % of
Number & Exponent actual only actual
65 266.71 147.4 770,12 117.4
71 149.19 87.8 1i64.08 96.5
288 51.53 64.4 69.26 86.6
289 934.16 102.4 1119.16 r22.7
29¢0 55.0 47.8 52.76 63.7
291 459.94 87.9 571.55 109.3
292 352.52 73.7 441.39 92.3
293 3i¢9.0 73.8 398.62 92.3
294 434.92 145.9 534.74 18¢C.7
295 108.5 66.2 141.02 86.0
296 119.88 85.6 158.48 113.2
297 23.78 £1.7 32.85 57.6




Table C.2 SASET Estimates

)
{J Project Model Estimate | ¥ of actual
x Number
w 09 2490 456.9
18 1358 206.4
23 112 266.7
24 383 106.9
& 26 90 409.1
| 28 2167 246.6
ﬂﬁ 30 920 575.0
y 37 229 168. 4
| 39 305 1695.3
' 41 169 1300.0
46 328 318. 4
48 906 223.7
50 1424 301.1
51 752 405.2
| 52 3268 389.0
"; 53 2030 375.9
rﬁ 54 2995 435.3
: 55 1887 320.4
|56 4667 390.9
57 2707 388. 4
58 1791 260.7
59 2al 105.2
60 116 67.4
61 721 538.1
62 1137 212.5
- 1
63 1233 327.1




Table C.2 SASET Estimates (continued)
e
Project Model Estimate | % of actual
Number
65 2909 443 .4
71 282 165.9
288 232 290.0
289 2313 253.6
290 271 235.7
291 1113 212.8
292 949 198.5
293 988 228.7
294 1249 422.0
29% 412 . 251.2
296 324 231.4
297 122 214.0
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Table C.3 SEER Estimates

Projecu Model Estimate | ¥ of actual
Number

09 1768 324.4

18 1032 156.8

23 73 173.8

24 215 90.3

26 40 181.8

28 2582 302.4

30 663 414.4

37 100 73.5

33 209 1100.0

41 54 415.4

46 126 122.3

48 724 178.8

50 6§91 188.4

51 662 343.0

52 3343 398.0

53 1632 302.2

54 688 505.4
| 55 1231 2£03%.0

56 3644 305.2

57 1798 258.0
8 58 1746 254.1 ]

59 198 86.5

60 44 2.6

61 412 307.5

62 914 170.8 ]
o 63 B 770 m204.2 i

@]
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Table C.3 SEER Estimates (continued)

Project IModel Estimate | ¥ of actual
Number I
| 65 1950 297.3 |
ﬁ 71 239 140.6 !
; 288 119 148.8
j 289 1991 __218.3
;ﬁ 290 115 115.7
| 291 523 195.0
| 292 773 161.7
| 293 714 165.3 |
294 944 318.9
295 251 153.0
296 285 203.6
297 58 101.8




Table C.4 COSTMODI Estimates

=

Froject Coefficient % of Coefficient % of
Numbex & Exponent actual only actual
09 1135.7 208.4 887.8 162.9
18 518.6 78.8 424.9 64.6
23 26,2 62.3 28.2 67.1
24 109.1 45.9 102.9 43.2
26 20.0 90.8 22.0 106.0
28 880.7 99.3 687.0 77.5
30 422.2 253.9 260.8 231.2
37 37.8 27.8 37.2 27 .4
39 62.4 228.2 59.7 314.0
41 24.9 191.6 25.1 193.1
46 76.2 73.9 71.7 63.6
B 48 417.7 103.1 358.2 88.5
50 864.8 182.83 716.5 151.5
51 342.9 177.7 299.5 155.2
52 1604.2 191.¢ 1214.3 144.6
B3 778.8 144.2 614.9 113.9
54 A 14319.0 206.3 1093.3 158.9
NWMES 847.4 143.9 672.2 114.1
56 1734.0 145.2 1266.5 106.1
57 1145.9 164.4 875.7 125.6
58 744.3 108.3 603.7 87.9
59 63.9 27.8 62.1 27.1
60 20.8 12.1 22.1 12.9
61 193.8 144 .6 17Q.O }27~9
0l 453.6 34.8 384.9 72.0
63 373.2 1106.7 309.8 91.9

FTRRIET

I




Table C.4 COSTMODL Estimates (continued)

Project | Coefficient % of Coefficient % of
Number & Exponent actual only actual
65 1251.0 190.7 966.7 147.4
71 95.7 56.3 93.3 54.9
288 685.5 81.8 79.1 98.9
289 802.9 88.0 827.2 101.7
290 50.4 43.8 60.7 52.8
291 403.8 77.2 473.2 90.5
292 429.1 89.8 504.3 105.5
293 387.8 89.8 455.5 105.4
294 523.6 176.9 611.0 206.4
295 135.1 82.3 161.1 - 98.2
296 150.8 107.7 181.1 129.3
297 29.3 51.4 35.8 62.9
C.8
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