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Mesh and Torus Chaotic Routing

Kevin Bolding and Lawrence Snyder
Department of Computer Science and Engineering
University of WVashington. Seattle

Abstract

The chaos router is an adaptive nonminimal message router for muiticomputers that is
simple enough to compete with the fast. oblivious routers now 1n use in commerciai machines.
[t improves on previous adaptive routers by using randomization. which eliminates the need for
complex livelock protection and speeds the router.

The two-dimensional chaos router is shown to be theoreticaily sound and physically realiz-
able. Extensive simuiation studies compare chaos routing with oblivious and deflection routing
m mesh and torus networks. Chaos routing 1s shown to be competitive for mesh networks and

superior for torus networks. This high pertormance 1s. perhaps. unexpectea for the mesi since
there 1s no finite hound on the delivery time of any message.

1 Introduction

(‘haotic routing is a randomizing. adaptive. message routing technique that has previously been
shown (in simulations) to be effective for the binary n-cube thypercube) topoiogy {KS91]. The
technique is nonminimal. i.e. messages do not necessarily take minimai paths to their destinations.
and randomization plavs a critical role in preventing livelock. i.e. in preventing messages from
continually circulating in the network without being delivered {IXS90). Though the principles apply
as well to batched message communication. chaotic routing assumes a continuous workload where
messages are presented at the nodes for injection into the network at random reai (or fine-grain
discrete) times. Routing decisions are made locally in the routing nodes based on the destination
address stored in the headers of the messages and the avaiiability of outeoing cnanneis. Messaces
can “rut-through™ nodes ii an outgoing channel is immediateiv avaiiable. but thev may also ne
-tored in the node if all outeoine channeis are blocked. motvating short. e.o. 20 flit. :nessages.

(‘haotic routing’s success on the hypercube suggests that it might be etfective for other topoio-
gies. Networks of low dimension are important because the trend in paraile! computer design i-
towards mesh and torus based communication structures such as in the Intei Paragon. the Tera
computer. and the Caitech Mosaic. But applying “chaos” in two dimensions poses several prob-
lems. First. chaotic routing relies on theoretical foundations. the theorems of wiich have oniy been
proved for hypercubes. This is easily remedied by the results in \ppendix B. The second problem
is subtle and applies to any nonminimal adaptive rourer.

In a mesh with uniform random traffic. there is a “hot spot”™ in the ~enter or the mesh. That
is. the shortest message paths between two points tend to cross the center of the mesh. causing the
resources in the center of the network (wires. buffers. etc.) to be more heaviiy nused (see Figure
1). All adaptive routers wiil try to use these paths. but nonminimai adaprive routers. when they
encounter congestion. wiil try to “deroute™ a message away from the congestion. In such cases the
hot spot can act as a barrier off of which messages can “bounce™: That is. the forward paths are all
congested. the message is derouted “backwards”. and starts forward again. not having moved for
been able to move) away from the congestion. Though ail nonminimai adaprive ronzers are subject
to this tvpe of behavior. the atfect on performance varies depending ou rhe 1vpe ot router.
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Figure 1: Average injection delay for a 256-node mesh.

‘Priority adaptive routers time stamp each message and routing is governed by rhe ruje: oldest
iiessage first. Thus. messages bouncing off the hot spot will eventually age enougi to be routed

gl hrough it. .\Ia.ttexs are not so certain for the chaos router. however. The primary advancement of

«¢haotic routers II\SQOI is that theéyv eliminate the time stamping and the time consuming prioritiza-

" tion. replacing it with a reliance on randomization. But there is no mechanism that can assure the

-"dehverv of & messagé in a fixed finite time. A message can continue bouncing off the hot spot for an
'arbntranlv long period Sf-time. Because of the probabilistic livelock freedom proved in Appendix
‘B we'know that the probability that the message has not been delivered in ¢ steps goes to zero as ¢
iiicréases. So we can be confident that the message will be delivered eventually. But it could take
awvery very long time. leavinig us with the question: Does chaotic routing work for the mesh?

In this paper. besides proving the “necessary theorems™ for two-dimensionai chaotic routine.
we present simulation results comparing chaotic routers with oblivious iouters and deflection. v
*hat potato.” routers on the mesh and torus topologies of sizes ti4. 236 and 1024 nodes for both

_amniform random and hot spot loads. Three highlights are worth noting:

o On the mesh. chaotic routing performs as weil as oblivious and deflection routing in throush-

Lo put and latency for uniform traffic.

Thus. chaotic routing does work on a mesh. and in fact works about as well as other routers hen
the traffic is uniform.

¢ On the mesh chaotic routing performs better than oblivious and deflection routing in through-
put and latency for nonuniform hot spot traffic.

Since it is likely that programs exhibit nonuniform traffic patterns the performance in such cases
is perhaps more significant.

¢ On the torus chaotic routing is decidely superior to oblivious and deflection ronung in througi-
put and latency.

The torus has better bisection bandwidth and better worst case path length than a mesh of similar
size at the cost of & few extra wires. [ts vcriex transutive property aids the chaos router in giving
it significantly bhetter performance. The chaotic torus router is the best two dimensioual packet
router to our knowledge and thus a candidate for the next generation parallei computers.
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2 Relationship to Previous Research

".Bérodin and Hopcroft [BH85] use the term oblivious to refer to routers for which the path of any

‘message is completely determined by its (source. destination] pair. They proved that oblivious

routers in an N node. d degree topology require /N /d3/2 steps to route some permutations. The

poor worst case performance and their fault intolerance would doom oblivious routers for use in
- multicomputers were it not for the fact that they are extremely simple. and thus fast. Accordingly.
. ‘oblivious routers are the state-of-the-art for MIMD multicomputers such as those built by Intel.
Ametech and NCUBE. Dally, Seitz and Flaig introduce oblivious routers of the type considered
~“here for the mesh [F1a87] and torus [DS86) topologies.

Randomization was first applied in the context of message routing by Valiant and Brebner
{VBS1). though in a way quite different from the chaotic approach. Their technique — select a
random intermediate destination for every message, route the message to that destination and then
on-t6 the true destination — was applied to batched routing in a hypercube. It could obviously be
applied continuously {CS86] and in two-dimensional topologies. The main difficulty with this rype
ol randomization is that it doubles the expected path length of any message.

An adaptive mesh router was proposed by Ngai and Seitz [NS89]. but it differs irom the chaotic
approach by using timestamps and prioritization to prevent against livelock. Comparisons between
.prioritized and chaotic routers have been performed {KS91].
virtual channels has been studied by Duato [Dua91).

“Hot potato” or deflection routing is another scheme capable of adaptive routing [Smi81. Max39.
FS91. Smi89]. The approach is synchronous and the time step is long enough to transmit an entire
packet. At each step the incoming messages are paired with outgoing channels and are transmitted
in the next step. The pairing is done in a variety of ways: Certain determiristic algorithms
attempt to maximize the number of messages sent out productive channels. while others use a
gteedy algorithm with random selection. Those messages not receiving a productive channel are
“deflected.” i.e. derouted. out any available channel. Deflection routing differs from chaotic routing
in -several ways: Chaotic routing is not batched. i.e. does not require all headers 1o be present ai
once. thus permitting fast seif-timed or high clock rate impiementations. and berter utilization
of channels since messages can cut through. i.e. messages can be “in" multiple ronters at once.
(haotic routing permits messages to wait for forward traffic to clear. thus reducing time consuming
deroutes which necessarily delay the packet at least two “message times”. Pausing for traffic to clear
cushions the affects of bursts. Finally. chaotic routing resorts to derouting only nnder condjs
of high load. when slower performance is inevitable.

Adaptive wormiole routing using

3 Chaos Router Design 2

The chaotic router studied here is a two dimensional variant of the hvpercube chaotic router E
{KS91]. The basic design of the chaos router is similar to a tvpical oblivious virtual cut-through
router. with input and output frames connected by a crossbar switch. and hardware 1o increment or
decrement the Leaders of messages as they pass through (see Figure 2). Two primary distinctions ——
exist. though. The first is that the routing relation no longer specifies a single channel to traverse
next. but instead a set of equally profitable channels. The first available profitable channei wiil
he chosen for routing. The second distinction is the addition of a small (5 message) buffer. the ,q4y
MultiQueue. which holds messages for which o profitable channels are immediately avaiiable. Since P
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the buffer space is off of the critical resource path. messages in the queue do not block messages
behind them. Messages enter the queue along a separate crossbar whenever they have been denied
access to any profitable channel long enough for the entire message body to have arrived in the
input frame. Also. in order to prevent deadlock. when a message is read from the queue into the
output frame for channel / and the input frame for channei i is full. the message in the input fran.e

Figure 2: Two-dimensional chaos router diagram.

is immediately read into the queue. Messages cannot enter the queue from the injection frame ana
messages wnich are awaiting the avaiiability of the ejection buffer do not enter the aueue. as they
wiil be consumed bv rhe processor. \Whenever an output cnannei that is profitable for a message
“he queue becomes avaiiabie. the first message in the queue which can use that cnannet is sent trom
the queue through auother crossbar to the output frame for that channei. When several messages
can profitably use a channei at the same time. priority is given to messages w tiie queue tin FIFQ

order): among competing input {rames messages are chosen randomiy.
A critical situation occurs wiien a message is specified to be sent to the queue. but the queue is

completely full. In such a situation. a message is randomly selected from the queue to be derouted
along the first available channel so that room will be created in the queue for the newiy arriving
message. Derouting provides an additional factor of adaptivity to the chaos router and allows ihe

use of a packet-exciiange protocol for deadlock prevention {NS89).

4 The Network Model

The performance of different routing schemes varies much according to rhe model of rie network
heing studied. For the studies of chaos routing, we use the following network moael:
The network is a regular rwo-dimensionai network of bi-connected nodes. Between eacit pair oi
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"adjacént nodés in the network there is a channei consisting of control wires and a single data bus.
The data bus is shared between the two directions. with arbitration occurring between message
‘boundaries. The messages are fixed-size packets consisting of a header and severai data words.
The width of the data bus determines the size of a flit which is the amount of data which can be
‘itansmitted over the.data bus in one cycle. We parameterize the packet size in our studies in terms
of the number of flits per packet. L. Thus. for a 16 bit wide bus. a 20-flit message would contain
a. 16-bit header and 304 bits of data. We constrain our experiments to messages of size 20 flits.
which is consistent with existing multicomputer designs.

We study the two-dimensional mesh and the two-dimensional torus in this investigation. To
judge changes in performance with network size. we compare networks of 64. 236. and 1024 nodes.

5 Routers Studied

" "We study threé routers in this paper: an oblivious router. the chaos router. and a deflection

router. Most current multicomputers use some variant of obiivious routing. WWe cnose a virtual cut-
‘through oblivious router with input and output queueing to provide a baseline for current routing
rechniques. \We provide resuits from a deflection router based on [FS91] to provide another baseline
for comparison. Finally. we study the chaos router as presented in Section 3.

5.1 Oblivious Router

K

The oblivious router studiéd here is based upon the Kermani and Kleinrock [KK79] virtual cut-
‘through router. Specifically. the router consists of a set of input and output frames and a crossbar
switch which connects each input frame to every output frame. Each channel has one input frame
and one output frame. each capable of holding exactly one fixed-size message!. The injection and
delivery channels also have an input frame and an output frame. respectively. which are connected
ro the crossbar as well. Operation of the router proceeds in virtual cut-through fashion: whenever
4 message arrives in an input {rame. it is immediatelv routed to the output {rame for the next
channel on its path te its destination.® if rhat output frame is available. It is not necessary to
receive the entire message in an input frame before the header is sent to the output {rame. If the
output frame is not immediateiy available. the message wiil wait in the input frame until it becomes

available. :locking any messages behind it if necessary. Operation of the channets proceeds in
similar demand-driven fashion.

5.2 Deflection Router

Deflection routing is an adaptive routing scheme in which messages arriving at a node are guaranteed
to leave the node in the next routing cycle. An attempt to assign each message to a channel which
reduces it distance to its destination is made. giving preference to messages with only a single
profitable direction. lollowed by randomly assigning any remaining messages to the remaining free
ontgoing channels. The scheme does not quite fit the network model presented in Section 1.

'For the oblivious torus router. virtual channels are implemented by giving each physical channel two input and
output frames.

*Since this is an oblivious router. there will be only one possible output channei at each ronting step. n crder to
prevent deadlock. the channels must be traversed in order of dimension.
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as channels must always be available and. thus. cannot be shared. \We compensate for this by
dividing each defleétion routing channel into two uni-directional channels of one half the width
ofthe chaos and oblivious routers. Also. the deflection protocol requires that all the headers ot
incoming messages arrive at the same moment. which is generally accomplished in their network
models by using very high bandwidth channels capable of transmitting an entire message in each
flit. Since our model includes multiple-flit messages. a routing decision may occur only once an
entire message arrives at a node. resulting in a store-and-forward technique without virtual cut-

~through: Finally, in the analytical moc: .- presented in [FS91]. all messages which arrive at a single

destination node are removed from the network at once. In our simulations. we limit the delivery
capability to the bandwidth of a standard network channel (one flit per cycle). as wouid be required
in a realistic implementation.

6 Traffic Models

In-order to compare the reiative performance of the different routing scitemes. a svathetic workloaa
is applied to the simulated network and performance measurements are taken. The cioice of the
workload is critical when trying to compare the schemes. We provide simulation results for two

“workloads: uniform random and hot spot traffic.

6.1 Uniform Random Traffic

For uniform random traffic. each node presents a message to the network with a destination chosen
uniforinly randomly from each of the nodes in the network. The time between the presentation of
messages is chosen randomiy with a mean time based on the simulated applied load. The load is
presented as a fraction of the maximum load the network could handle if there were no resource
conflicts. This is computed as the point at which the utilization of channels cut by a bisection of
the network reaches 100% assuming each message crosses this bisection with probability 0.5. If all
channels of the network were utilized 100% of the time and all messages traveied on the shortest
paths avaiiable. this maximum throughput wouid be obtained under uniform random traffic. The
maximum applied load is then computed as the minimum inter-injection period for each network.

For the network model presented in Section 4. where one flit can be transmitted across a channet
in one cycle. the minimum inter-injection period per node is %VC\?L cvcies for .V-uode meshes and
1|\/TL for .V-node tori with messages of length L flits.

6.2 Hot Spot Traffic

Although uniform random traffic is a natural model of network traffic. many applications used on
multicomputers create message traffic which has several hot spot nodes that receive considerably
more traffic than the rest of the network. We attempt to model an abstract system by a synthetic
load consisting of the same injection load as uniform random traffic. but with the destination
distribution skewed in the following manner: ten “hot” nodes are chosen at the beginning of the
simulation. each being four times as iikely as the other .V-10 nodes to he the destination of a
message. Thus. these nodes become hot spots which could represent nodes that are used for
svnchronization or locking in a multicompvuter application. The total oading of the network is the
same as for uniform random traffic.

6
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7 Simulations

Simulations for the networks and routers studied were conducted using a flit-based simuiator written
in-C. The simulations were based on the cycle time unit. One cycle is the time necessary to transmit
a-single flit across a channel. Routing decisions can be made in a single cycle. Thus. if a message
héader enters a router at cycle ¢, it may enter the next router as early as cvcle t + 15,

Simulations were run by applying the simulated load to the network in a continuous manner.

- Statistics were computed in intervals in which each node of the network has injected at least 50

messages. Average throughput and average latency were computed for each statistics interval and
-convérgence was determined when the standard deviation of both of the measures over the most
recebt five intervals were less than 3%. The results presented here represent the averages and
stafidard deviations of 3 to 5 runs.

The statistics reported here are the average throughput of the network normalized to the max-
simum throey wput under uniform random load and the average latency of messages in cycles. We
definé latency as the time from presentation of a message to the network until the message has been
compleiely removed from the network at its destination (notice that this does not inciude source

© queueing time).

-8 Simulation Results

- As.déscribed earlier. simulations were performed on mesh- and torus-connected networks of 64. 256.

and 1024 nodes using random traffic and “hot spot” traffic for each of the three routing schemes
studied. The average throughputs and average latencies are reported here.

To gauge performance. we concentrate on the high-load throughput and medium-load latencies.
For low loads. all routing schemes are able to deliver the entire applied load without difficulty. The
point at which the network saturates and the network is not able to keep up with the applied load
is the interesting point in this case. Also. the shape of the throughput curve above saturation is
important - i.e. does throughput ever decrease with increasing appiied load? Latency is a more
«critical issue during fower foad periods. At loads above saturation. since the network cannot keep
np with the load applied. the latency of messages which do get through becomes of oniy peripherai
interest. However. when the network is operating below saturation. it is latency that is the criticai
figure of merit. Thus. we will consider throughput saturation points and below-saturation latencies
as the figures of merit for the networks studied.

We present full throughput and latency curves for 256-node networks with chaos and oblivious
routing. We graph only throughput data for deflection routing because the store-and-forward nature
of the router results in especially high latency figures. Since the shapes of the curves do not differ
appreciably over different network sizes. we present only the 100% load throughput and 50% load
latency points for other size networks. The raw data is given for all networks in Appendix A.

8.1 Mesh networks

For mesh networks under uniform random traffic. ail three routing schemes givesimilar througi-
put results ( Figures 3 and 4). The throughput reaches 30-90% of the maximum throughput in each

*For the deflection router. since the entire message must be received before transmission can begin. a messaze
entering a router at cycle 1 will not leave until cycle t + [,
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Figure 3: 256G-node mesh resuits

case and there is no decline in throughput as the load approaches 100%. The latencies for the obliv-
P jous and chaos routers remain very close throughout all load ranges. with the chaos router giving
; slightlv better values. The performance of the adaptive schemes is actuaily lower than would be
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pxpected: the additionai hardware gives iittle or no benerit itnder random ioads. This is the re-
sult of the large hot spot inherentiy present in the center of mesh-connected networks (Figure i
which creates a substantial barrier to cross-network traffic. While the oblivious router sends mes-
sages straight through the hot spot. even if slowly. the adaptive routers attempt to route messages
around the congested center. However. since the area is so iarge. messages tend to bounce around
the periphery for long periods of time. resulting in very long paths from source to destination.
When hot spots are added to the mesh. chaos routing becomes distinctly better than oblivious
and deflection routing for smali networks. with the benefit deciining as network size decreases
(Figures 3 and 4)*. This can be seen as the oblivious throughput increases with network size while
the chaos throughput remains relatively stable. For smail networks the oblivions throughput is
especially low. resulting in high latencies Irom the additionai congestion. This behavior is due
to the fact that the central hot spot presents a more formidable varrier in larger networks - ior
small networks the ten hot spots influence the traffic greatly and the chaos router periorms better.
but as the network grows. the central hot spot dominates the traific flow and the oblivious router

‘Data is not currentdy available for the td-node deflection ronter
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periormance improves, Thus. for smaller network sizes. the adaptivity of the chans :outer proves
useful in the mesh. but this advantage diminishes with increasing network size.
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8.2 Torus networks

R For torus-con:ectea networks. the chao. router | erforms significantly better thon both the
; oblivious and deflection routers in all respects (Figures 5 and 6). Since a torus is vertez-transitive.
i;e. the network appears the same to every node. traffic is uniformly distributed throughout the
network. unlike the mesh. This translates into a performance advantage for the chaos router.
e ) which allows messages to use the entire net »ork without the constraints of oblivious Jimension-
o order routing. The chaos router achieves nvar-maximum throughput under random t:.ffic for all
network sizes considered. while the oblivious and d :flection routers top out at 55-70%% pertormance.
Again. the latencies remain low for low .o medin:. Jcads. indicating very superior performance.

A disturbing property of the torus oblivic .s router is v... -iae maximum throughput i achieved

it less than the maximum load. This is \‘'ue .0 a2 Vsturbance of the vertex-transitivicv of the
o tietwork introduced by the addition of deadlous p.ev.u ion. Since the virtuai-ciiannei ueadlock
prevention scheme applied [DS87] distinguishes certain nodes as “special” in order to nreak cycles.
the uniformity of the netv ok is broken and hot spors are introduced at high loads. This results in
the degradation of throne’ : wt as load is 12 . nsed. The chaos and deflection routers preserve the
uniformity of :he network nd de. not exh.usv .21 behavior.
- ’ For hot spot traffic. the » laptive routers perform well and *he oblivious router suffers an earlier
leveling of throughp.t thar. with rancors traii.’. The advanta se of chaos routing is clearly apparent
3 ‘here. as througliput ~nd litens a.eonly nu* imaiy »ffected vy the non-uniform traffic load. Overall.
the chaos router is cle>rsv . -110r to the ..uiivion. ay 4 «leflection routers for the torus network.

T e AP RS

AU 9 Conclusions

. We have presented a ri-o-dimensional viriant of the hypercube chaos router and shown it to be a
viable router. The theoteticai foundations of the two-dimensional router have been presented. .\
working design of the “i.20s router nas been given which is capable of competing with oblivious
routers for critical-path complexity. Th- performance of the chaos router is ceinparable to oblivious
routers for meshes wiih random traff~ and better with hot spot traffic. For torus networks. the
; chaos router performs much better thau the oblivious and deflection routers.
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' Appendix A: Numerical Results
Eo " Datafor 64. 256. and 1024-node mesh and torus networks with uniform random and hot spo tratfic. Statistics
: presénted are the means and standard deviations for normalized throughput and latency over three runs using
oo L differént random number seeds. :
64-NoDE MESH (UNIFORM RANDOM TRAFFIC) ;
- Chaos Routing . :
~ % load 10 75 307 50 50170 S0 {35 w0195 30 .
. mean xpt | 10.0J | 21.98 | 39.94 | 4984 | »0.12 | <016 | 80.02 | 35.36 | 8862 | 2044 | 486 . ]
d 5td xpt 0.00 | 004 | 008 | 005 | 013 | 0.14 | 021 0,44 1.56 3611 sol
¢ mean 1at [ 28.10 | 33.46 | 41,21 | 49.17 | 61,29 | 8.87 | 11052 | 142.07 | 1:¢ 9% | 213,52 | <2628 | .
P __std lat 013 | 03l | 027 | 042 | 099 | 3.04 | 5.1% 5 02 CXiky 334 1 401 X
Y Oblivious Routing -
: 7% load 10 25 301 50 50 70 30 %5 1 90 1 & 1 .00 |
: ’ mean xpt | 10.00 | 25.00 | 3994 | 1982 | 650.08 | .0.14 | :9.66 | 84,02 | 8624 | 358 | 3520
: "std Xpt 0.00 | 000 | 008 | 007 | 0.16 | 015 | 046 0.60 145 1 150 | 9.70 1
mean Iat | 29.00 | 34 58 | 33.08 | 50.97 | 54.85 | 84.53 | 140.30 | 228.21 | 281 70 | 297 65 | 324 07 | :
i std lat 0.06 | 935 1 036 | 055 | .52 | 503 | 1504 | .837 | 2115 t .id4¢ I 1295 i ]
Deflection Routing .
¢ %% loaa. 1. 10 73 30_ 1 30 1 50 0 30 3510 5 00 |
v mean xpt | 10.00 | 24.79 | 40.00 1| 19,94 1 50.96 | =986 | :5.52 | s+ 14 | 6.3 | ++i8 | -+ 20 .
“std xpt 9.00 .05 3 09 D.15 7,30 .22 1.09 {16 1 09l Te8 . a7 )
: Tnean lat | 2:5.85 | 282.89 | 20798 | 313.65 | 39496 | 381.67 | 443.72 | 459 15 | 465 28 | 456 82 | 455 58
i std 1at . 139 )45 1 1i2 231 3:6 1 840 5 32 Ti4 ! 255 | =235 . v .
foe 256-NoDE MESH (UNIFORM RaANDOM Trarmic) ,
s BN ‘ Chaos Routing , :
: [ Saload : 10 1 %5. 1 40 150 .50 U730 1 S5 3 SIS k
“mean xot | 10.00 | 25.00 | 99.92 ] 495 | 5970 1 59.90 | 50.00 1| B4.02 | 3554 | sSt12 | 042 |
S Tstd xpt__1.0.00 | 0,00 | A04 | ¢ . . I3 1 0.6 013|050 742 732 1 T3¢
L mean Iat 1. 35.01 | 3351 1 o, 10 | 5o - 3311 | 121,41 | 204.12 | 287.84 | 338,42 | J0201 i 450.16 | \
i . ...std1at 0.02 1 982 | 327 1 B.s 1 J89 | 2.96 i1.81 v 41 12.59 1542 | 1187V | b
. ‘ _Oblivious. Routing . i ;
N S [Hload 10 35 1. 20 30 50 701 a0 35 20 251100 |
b mean xpt .| 10.00 | 25.00 | 39.94 | 4990 | 5972 [ 59.74 | +996 | 85.04 | 83.00 | 38.62 | 3950 |
L ~std xpt {000 | 0.00 | 9,05 | 0.00. | 0.04 | 0.2 0.14 0.16 766 120 067 )
¥ mean lat | 36.54 | 4392 | 5516 | 66.08 | 81,98 { 107 29 | 158.84 | 235,17 | 336 44 | 537 33 | 571 40 )
i std lat 5.09 | 0130 1 921 | 951 | V.2 175 347 350 1| 4799 | 1590 1 .216 ‘
z o . .Deflection Routing . )
¥ : [~ % load 10 75 1 10 50 50 70 30 85 w0 1 95 100
: “mean xpt | _10.00 (. 480 1 4006 | 5002 | 58,92 | 59,70 | +816 | 31.38 | 3102 | 8222 ' <214
: std xpt | .0.00 700 .1 .05 D07 7 04 0.14 .39 Y37 1 030 1 035 . 30
< Mean 1at | 489.65 | 398556 | 51562 1 333 11 | 558.28 | 53584 | 4573 | 31793 1 88550 | +06 00 | <i4.07 |
. statat . 109 1T me o 70 4 232 1 T3 4650 1 989 1 130 & 24 1 5Ji <85 |
B 1024-NobE MESH (UNtForM RANDOM TRAFFIC)
H Chaos Routing .
. . /0 load i0 1 25 1 40 ) 50 59 1 W0 30 EFE 0 5, 80 |
‘ mean xbt | 10.00 | 2500 1 40.00 | 4990 | 5993 | 6980 | 230 | 82.:3 | <557 ¢ 3¢50 ' s+2; |
std xot | 9.00 1 .00 | v.00 | 000 3.05 014 7 08 509 1 343 7 uis . 20
mean 1at | 38.39 | 2 44 | 83.68 | 106,55 | 143.91 | 21104 | 42591 | 59396 | 4656 | 818.04 | 20.15
3td 1at 0,04 | 004 1 v2l | D89 1.03 2,05 15.06_| U3 | o827 1 .48 1 1589 3
Oblivious Routing
“%% load 10 35 1 40 1 50 50 70 30 35 120 5 . .00 |
; mean xpt | 10.00 | 2500 | 4000 | 49.90 | 5990 | %980 | 79.50 | 95.00 | $8.97 | 7220 1 3 1s |
] std xot 0.00 | 0.00 : 9.00 | 0.00 | 000 .00 0.92 0 00 Ty a5
: meanlat | 51.32 | 5130 | 520 | 9131 | 11802 | 146.:6 | 20753 | 27199 | <21.14 1 307 24 1 131545 |
std iat 0.07 | 9.0 1 933 | 025 Dsl_1 102 7,90 357 18.02 | 2144 1 <isl | .
Deflection Routing .
\ % load 10720 30 150 ] "0 0130 %5 .0 5100
- mean xot 10.00 | 1990 40.00 | 49.98 1 0,06 %9.68 1 :332 | N8210 t 3394 « 448 1 3312 '
stdxpt. + 000 | 400 200 § 004 305 D07 | 912 1 4] 129 20 110 .
“mean 1at | #1594 | 72198 | 1980 | 47349 | 1032 79 | 11:305 | 1081 15 | 1545 98 [ .96 88 | 11,0 ¢5 | 131587 . 1
[TStdlat__| 085 | 37l T 7 85 735§ 136 1449 . 2093 ° 2393 . 43 . 334
H
i
l
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54=-NODE MESH i HOT SPOT TRAFFIC)

Chaos. Routing

£ % loaa 19 25 1 40 1 30 1 50 | 0 30 35 #0431 100
“mean.xot | 10.00 | 2498 ) 3990 1 49.94 | 50,00 | 5994 | 016 30.66 | 3232 | 3532 | S382 .
“std xpt | 000 f Jud t 000 { 408 2l 1 9.54 N 353 | 4ib | 418 538
mean fat” | 23.29 | 3106 | 4223 | 5241 | 5738 | 3531 | 148.70 | J05.85 | 238.93 | 250.89 { 207 53 !
T std lat 0.20 | D20 | 065 | 0.38 52: | 1563 | 3015 35.41 | 56.660 | 4280 | ne 44
Oblivious Routing N
i . 7 load 10 75 40 | 50 30 70 30 35 20 5 1 .00
mean xpt | 10.00 | 24,98 | 39.94 | 48.70 | 37 34 | 50 44 59.98 1 52,04 51.92 | 5300 1 ~136 |
. std xpt 0,00 04 | 0.05 2.60 .98 3.59 T 42 5 63 5.97 547 | 585
_mean [at | 29.04 | 3o 2¢ | 45.74 | 88.24 | 146.34 | 256.72 | 316.68 | 360.21 | 388.57 | 399 17 | 397 32 |
T std lat D17 J43 1| 308 | 5480 [ 8¢.60 | 36.14 L0.48 | J5.55 | J39.23 13.99 | 10.85 |
256-NopE MESH (HoT SPoT TRAFFIC)
Chaos Routing
Y% ioad ] 10 i 25 30 ] 30 50 ] _:0 30 35 1 @0 1 5 .00
Mmean xot | 1000 | 2500 | 3994 | 4990 | 3972 | »930 79.98 | 84.06 | 3558 ] S898 1 32 |
1 std xpt 0.00 | 0n0 008 | 9400 0.04 ) 00 D12 1 048 1 o33 1 54 265 )
_mean (at | .35.0v | 43.¢1 | 56,29 | h9 47 | 88,99 | 125,68 | 209,44 | 280.39 | 347.62 | 41086 | 452,55 |
_std lat .04 | 016 | 044 Y 85 214 195 13,31 535 | 15.35 ) 13.42 1105 1
Oblivious Routing I _
~ 7% load 10, 1 25 30 [ 30 50 w0 30 53 v ¢ vs | 00
“mean xpt. | 10,00 | 2500 | 39.92 | 49.88 | 59 ¢4 | 53.86 72.98 ©3.36 +3.04 T2.68 1 418 |
. std xpt.. | ..0.00 700 | 0,04 9,04 U,08 2.03 3 06 392 315 319 1 422 |
j.mean fat | 36.65 | 44.20 | 5589 | »¢ 85 | 86,33 | 146.17 | 104,72 | 4¢5.17 | 540.0¢ | 654.20 1 =+9 07
coostdfat t Q.09 ¢ 0.0 ] 232 1 )ar i 55 5182 | 2018 | 5120 | 31,50 1 95 +9 | o417
Deflection Routing- X .
T 7loaa " T 10 T 25 40 30 30 70 1 80 1 85 | ) 1 53 1 .20
_mean Xpt {+ 10.00- | 23.80 | 40 04 5000 | 53.90 | 6914 7540 | 4006 | 48 | 812 | 094
__std xpt D00 | 00 .05 909 .1 w00 0 :2 3327 | 338 | 534 ) 440 1 W
_mean jat 491 72 | 50102 1 51976 | 241 66 | 580,57 | 585.81 | $26.7¢ | 8:0.01 | 904.49 | v17.06 | 914,57
~stdlat _§ 143 1 . 35 2354 .1 134, 10.9% 5337 ) 247 | 5354 | 8582 | 10.19 1 iS.42
1024-Nope MESH (HoT SpoT TRAFFIC)
Chaos Routing _ .
™ 0% load 107 35 401 30 50 0 30 ] 85 3015 100
—mean xpt | 10.00 | 2500 | 40,00 | 49.90 [ 59.50 | %5970 79.30 [ 82,63 [ S5.17 | 37.83 | 38.83
~ std xpt 5,001 0.00 | 000 0,00 0.00 0 00 0.15 0.19 |_0.33 025 34
““mean lat ¢ 48.46 | 52.68 | 83.90 | 106.97 | 144.48 | 212,02 | 433.12 | 593.56 | :01.25 | 821,30 | 927.16
{. .std lat 0.07 | 0,04 | 0,17r.] 0.55 0.45 3.85 14.46 5,52 3 35 5 58 11,48
Oblivious Routing* . . ..
T Vhload 1. 10 § 25 | i0 1 50 50 1 40 30 1 35 § <0 1 us I 90
mean xobt | 1000 | 2500 | 4000 | <990 | 5990 | 5980 7990 | 4.09 | 8517 1 34.53 | 3567
Sta xpt .3 000 | 100 | 900 1 900 300 | 0.0 032 1 G688 | 23y 1 Lo 1 1i8
meanfat | 5E31 1 130 1 VA8 1wl a4 1 P13 040 4851 | 211,49 | 418,36 | 551.83 1 052,56 | i00l.7% |
sta [at GIE 1 Vqe o W35 U 38 35 F o8l | ;a8 | +583 | 113830 530 | 334
DeHection Routing
"7 load | 0. 97 ) 30 A0 0 1 S0 =5+ 0 -3 190
Tonean apt | 000 r 190 1 2392 [ 3000 | 50.08 5056 1 500 | 31.52 <3358 1 ~did | 303 !
| stdxpt ¢ 000 f w00 | 521 { )00 | 706 Y08 : 030 +  v42 ¢ 25 1 w28 1 28
mean at | 1679 i 219 T 861 ) TR 43 | 1035 11 | 1149.02 | 388 08 | 1521.02 | .ne2 50 1 1925 | 130090 |
std lat ;. 32 88 1 225 | i%r | 3¢8 | »i9 358 | .02 1 .o49 1 152 | 345
)
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-64-NoDE ToRruUs { UNIFORM RANDOM TRAFFIC)
: Chaos.Routing L
% Joad 10 25 ] 40 30 1 %0 1 .0 1 <0 ¢ 35 1 51 w0
mean xpt | 10.00 | 24,92 § 39.30 | 498 | 39 70 | 038 | 980 | 3528 | 048 | 2274 | 330
.std xpt 0.00 | 204 1 0.00 | 015 | 91r | )16 | 030 1 050 ' 1i0 1 :298 + 5%
~mean lat | 20.02 | 93.92 | 4234 | 51.58 | #4162 | 32.74 | 113 27 | 133.73 | 18385 | 19362 | 21 24
N Tstd lat . | v.10 | 736 | 0.60 | 109 | 197 | 369 540 1 344 1 965 | 106 T05
fﬂ . Oblivious Routing _
. Ve load . 10 25 10 50 50 1 .0 30 35 311 5 1 190
: “mean xpt | 10.00 | 24.96 | 39.82 [ 50,02 | 5968 | 59.86 | 68.86 | 5648 | 6594 | 5+ 5 | 5, 28
std xpt . ) 0,00 | 9.05 | 0,07 | 0.07 | 0.07 0.64 1.09 0 88 1 30 i a1 769 i
. —meaniat | 27.94 | 94.45 | 46.18 | 57.02 | i¢ 29 | 136.69 | 206.99 | 212.02 | 213.10 | 215,97 | 22485 |
: - std lat 0.06 | 0.31 | 0.64 [ 1.59 | 3.23 | 10.57 5,11 3 49 5.61 191 | 559 |
: Deflection Routing
[ % load 10 35 30 50 50 70| 30 35 ¥I 135 T 30
! mean xpt [ 9.92 25.04 | 39.96 | 4992 34.72 | 5638 | 3570 | 558 | 50841 | 55062 | 5195
’e “std xpt 0,04 0.10 0,05 019 0 56 1.30 .58 T12 PED 129 | 0098
mean 1at | 226.81 | 239.56 | 264,54 | 307 13 | 354 75 | 357 24 | 359.80 | 559 32 | 35815 360 45 | 351 70
“e —std lat 0.80 T 09 0.83 T45 1 3 1% 2,20 319 | )82 | :09 315 1 521
256-NODE TORUS (UNIFORM RaNDOM TRAFFIC)
Chaos Rouiing . ..
[ %.load 10- 35 1 40 30 1 %50 1 .0 30 35 0T .5 o0
“'{ mean xpt | 10.00 | 25,00 | 39.90 | 19.80 | 59.84 | 6982 | +9.98 | 8524 | 90.00 | 2504 | o7 28 |
T staxpt | 0,00 | 000 | 000 | 900 | 0.19 1 035 015 1) 23 021 | 010 1 ta3
: F mean lat | 32.60 | 4141 | 5449 | 65721 | 5683 | 112.63 | 15889 | 190.83 | 236 16 | J35 06 | 152 55 |
. = std lat 009 ] nO8 | 049 | o8 1 L4r 1 057 | 240 | 422 0% ) 39 1 .31 |
N ".Oblivious Routing . ]
- {7 load: 10 [ 25. 30 1 30 1 %0 70 30 35 %0 1 95 | .00 |
1 mean pt | 10.00 | 2500 | 39,90 | 49.78 | 53 i4 | %9.14 | ©2.80 | 50.12 | 5¢.36 | 58,94 | 5082 |
N ) “std Xpt 0.00..|. 000 | 0,00 | 0.04 1 9.19 0 99 7 08 338 245 1 234 1 .98 |
¥ mean lat_ |, 34.11 | 43,18 | 59,60 | 165 | 103.82 | 1:507 | 37159 | 35340 | 386.08 1 319.63 | 35020 |
~std lat 1. 0.03 | Anc | 056 | 1.14 1 2.03 5.58 5428 | <524 | 22.03 1 42.25 | 3139 |
. ;Deflection Routing .. ‘
£ [~ Zload .| 10 35 10 50 1 50 70 30 5 W 195 1 100
: ‘["mean-xpt | 9.92 2502 | 40.00 | 49.96 | 8012 | 55.36 | 65.16 | 5624 | 5012 | 5520 | 5616
. “std xpt 0.04 .| 904 0.00 7 05 7.12 0.99 0.59 762 0 10 0 48 7 58
; “mean lat | 384.95 | 397,63 | 419.45 | 446 87 | 199.89 | 585.66 | 598.01 | 500.92 | 604 44 | 103 48 | ©03.96
i “std (at 083 |. U58 9,59 T 41 354 3 22 3.10 124 2.50 7,01 756
§ :1024-NoDE ToRUs (UNIFORM RaNDoOM TRAFFIC)
< ) “Chaos Routing _ .
z i Y load i0 1 25 1 59 50 1 A0 1 .0 301 8% ¢ <0 15 . 190 1t
: f_mean xpt | 10,00 | 2500 { 39.90 | 49.90 1 1 5933 | 290 | 3503 1 5993 | 0520 1 4530 |
: i std xpt 5.00 | 390 1 900 1 790 1 I 505 9.08 i a5 1 oQ2 1 oo 1 39 1
) T mean Iat 1 43.23 | 5+ 38-1 +1 50 | 47 o4 | | 17039 | 245,77 30332 | 33102 | 52687 | 3534 |
. stafat ¢ 901 Y10 1 015 i 748 ) T4 ¢ U044 To. 1 234 1 306 ¢ 3015 |
A (Jblivious .Routing
i t Y%loaa 1 10 .5 R ) b 50 7~ 1 w15 100 1
i mean xpt | 10,00 | 7500 | 30.90 | 4980 | 3060 1 5943 | :2.8 1 54581 | 5467 1 3540 1| 3 2
{ std xpt 4 0.00 | J00 | 000 1 000 J 00 .33 T18 | 253 1 225 1 241 1 5.8
. mean lat | 45,64 | 380 | 8065 | 104 09 { 137 68 1 19966 | 441 50 | w40 12 | 38 ¢3 1 .88 16 1 05 01
- stdfat : 003 " .15 i 020 | 748 92 T 136 1 a6y 1 2351 1 231941 14623 | L1159 |
v . Deflection Routing
o _ Y load 0 T 1% 30 50 ¢ A0 70 30 S5 1 0 o5« 100 !
: mean xpt | 10.00 | 2480 | 40.03 | 5000 | 59593 | 69.63 7167 1 167 | 157 1 190 ¢ 133 |
: ~std xpt 0.00 W14 0.05 900 | 9.05 0.12 509 . 509 i 005 1 1186 N1V
mean Jat | +04.67 | 1780 | 74287 | ++287 1 32182 | 956 19 | 1086.06 | 1097 57 | .10439 | ..0564 | 141012 ]
. std lat 0.15 138 | 750 726 1 349 | 5.61 1 5% N O
;
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64-Nobe Torus (HoT SPoOT TRAFFIC)
Chaos Routing 14X delivery rate)

Jdoad . § i0 1 o5 t 40 1 50 [ 50 : 0 >0 ~5 )
mean xpt 1 10.00 | 2493 1 39,97 | 49.70 | 59.57 1 70 00 7830 1 3333 1 3360 | sS523 | 3660
std xpt t 0.00 {. 905 012 0.16 9.25 | .45 130 ¢+ 09 251 1 Jab v 213
mean fat | .25.7 3280 1 4186 ] 5204 1 65,77 ! 3791 126.36 145,04 172.60 | 185.32 1 07 33
std lat | 0.05 0.10 0.22 1.20 273 1 446 v 35 <70 12,09 1 1123 1 520
Oblivious Routing 14X delivery rate)
% load 10 25 | 40 3 50 7 30 35 21 i 5 I 100
mean xpt 10.00 | 24,93 1 40,00 16,43 45 50 47.40 47 30 47 83 49.40 | 4727 50.90
std xpt 0.00 005 | 008 3.07 1.81 4.62 3 53 2.01 284 1 1.50 3 21
. mean lat 28,10 | 3625 | 352,77 | 152.88 | 251.78 | 280.01 282,25 | 283.16 | 270.38 { 315 90 237 63
i stdiat | v.04 02 | 1386 33.41 | i9.69 27.64 26,12 ] 770 27,60 | 1448 | (3.87
256-NoDE ToRruUs {HoT SPOT TRAFFIC)
Chaos Routing
~ % load 10| 75 _7_40 30 50 1 .0 80 1 S5 1 S0 1 @5 T 100
mean xpt 10.00 .1 25,00 | 39.90 | 4984 | 59.86 | 57.88 76.20 | 396 i 33.16 | 35.48 1 37.10
. std xpt 0.00 500 | 0.00 9.08 V.20 | 4.35 v35 1 1013 {1 12,78 | 13105 12 96
mean jat 3270 | 4173 1 55.31 %9.05 1 8925 ! 15846 | 221.82 | 274.74 1 337.27 | 421.60 | 504.57
. .std-lat . © 9.10 nig 1 50 g7 | 177 1 34499 106.18 | 13405 | 145.38 108 28 32 81
Oblivious Routing .
{ % load i0 25 430 30 50 1 30 30 RS .90
{ mean xpt 10.00 ¥ 2500 1 39.90 | 4990 57.30 58.14 5646 | 5:0d0 | 5494 1| 5:.86 | 5730 |
i std xpt 0.00 1 00 3 00 317 3.08 2.53 060 | .42 | 238 { 202 1 )36
i mean jat | 34.19 1 4412} 2100 | 83025 1 27857 | 383 71 418.91 | 52415 50158 1 37587 i uddi |
tostadat 005 1022 132 122 1 53,39 33,07 ! 5433 1 4540 | 084 1 v i ‘nil
Deflection Routing .
 Fioad 1 10 1 25 1 44 50 50 70 39 ., 85 . 40 ¥ 100
{ mean xpt. 092 25.02 33.42 44.88 50.24 21.64 5078 | 5138 ] 49388 | 5io8 | 51.58
.std xpt 0.04 - 12,04 3.21 3.99 3 63 v 21 ~86 v 25 1 404 37 I 019
. mean lat 385.55 i 401 10 1 571 94 | 529.85 “e544 | 755.68 | v 2 | ¢50.42 | 821,97 | 75835 | ¥53.30
stdlat : 063 | .07 | 27381 23934 | 1:i8.24 1 10044 | 109.49 | 53.96 | 139.35 1:4.82 | 72.11
1024-NoDE ToRUs (HoT SpoT TRAFFIC)
Chaos Routing .
7s-10ad 10 25 1 40 30 50 70 30 55 1 @0 a5 100
mean xpt 10.00 | 25.00 1 3990 | 49,90 59,67 59.33 73,20 3510 1 20.00 25.27 28,33
std xpt 0.00 000 t 900 | 0.00 0.05 0.05 0 36 3.08 1.08 )21 0.31
mnean lat 43.21 5735 4 vv55 1 98.07 | 127,03 170,21 242.79 | 304.91 | 384.79 540.51 200.73
std lat . 0.04 .11 |+ 029 | 1).36 V.38 0.44 122 1039 1.30 11,498 20,34
Oblivious Routing
[~7%loaa 1 10 3 40 1 30 1 60 | 10 80 1 S5 1 o0 i 3 | 90
i mear xpt | 1000 | 2500 i 33901 4980 | 353,60 59,90 35723 1 3537 | 3480 1 5SU60 1 54067
Posta xpt 1 N 00 0NN 1 990 1 500 300 003 393 .« Sap 1 244 | T i 033
' omeantat | 4564 ) 5894 1 103 i 10404 140 51 225.90 | 540.02 | 570,64 | $3284 1 83168 | nat 35
' stddat ¢+ 005 ¢ M7 0 V30 1 03 P46 | (OV1 | 1075377 11469 7 o392 + ti.51 4 .is 8
Deflection Rousuig
Yoloag ' O . 25 v 40 L %0 1 w0 S0 U 35 ; 0 ) 5 €0
inean xpt 000 1 2480 | 4000 $9.97 3% 90 59.43 7127 0 I3 r U100 Y133 +i33
T sta xpt 500 , 14 i 90 J 09 0 20 0.12 305 + 131 . is 1 12 Ol
mean lat 70458 | VIV39 1 V3483 1 TV4 7] 32648 | 26766 | 108728 | .10265 + 10852 | 1:12.37 | 1115.66
Costdlat o0 1 obd b 351, 3682 4 .05 0 494 | iri. 3 56 235 .« x93 ;.83
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Appendix B: Theoretical Considerations

It is necessary to show that chaotic routers are both deadlock free and livelock free. Deterministic

‘deadlock freedom is straightforward for routers that use a message exchange protocoi [NS89]. The
--case analysis for the two-dimensional case matches the hypercube case {KS90].

Deterministic livelock freedom. that every message is delivered after a given period of time.
is not true for chaotic routers. However. probabilistic livelock freedom - rhe probability that a
message remains undelivered after ¢ seconds goes to zero as ¢ increases - is true. The following
sketch of th proof mirrors the hypercube argument [KS90j.

The message’s path through the torus network is described by a sequence of moves. The distance

.of a message from its destination is the Manhattan distance. which can be at most v.¥ — 1. Cle=rly.

for VN even. every move eithér increases or decreases the message’s distance to the destination.
The probability of moving closer is the probability of being routed p > e. which is established in a
thedrem arguing that a message remains in the multiqueue a bounded amount of time and is thus
subjected to only a bounded number of random derouting decisions tsee {KS901). The probability

of moving further is ¢ = 1 - p.

Lét us define a game as a sequence of .V moves. Message M starts game ¢ at distance «, and
finishes at distance a.+1. Let /, denote the event that }/ was not delivered during game ¢ and u
the event that 1/ was delivered during game .

Let Q(i) be the probability that message .M has not been delivered after : games. Then
QUi) = P(lil,_y.ly) = P(L; F Loy ) - Pllicy W by)

For simplicity. let us substitute Fj, for ly...Ioly , 1 < k < ¢ and let us define P(l; | Fo) = P(ly)
and P(w; | Fo) = P(wy). Then

Qi) = P(l, | Fi—1) - P(li~1 | Fizg) -+ P(l1) (1)

Clearly, P(l; | Fj—y) = 1 = P(w, | Fj=1), 1 £ j < i. In the following we will estimate

:P( w; | Fj-1). Let Y, denote the event that message M starts game j at Manhattan distance &
from its destination. Events 5, are mutually exclusive and one of them necessarily happens. Thus

Plw; j F,oij = Plw;S)n 9.V ws$, ;i For) =

VN
Plw; | Fym) =Y P(w, S, | Ficy) =
r=1
vN
P( w, i F;—l) =ZP(U)J iSJ.kFJ—l)'P(SJ.k i F;—l)-

A=1

But P(w; | Sjxf)-1) 2 'Y thus

VN
P(wj | 1) 2 /Y Y PUSik i Fomi.
k=1

Since SV P(S.xi Fo)= 1=

~

Plw,{ F-1) > e =
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Finally. (1).(2) = Q(i) < (1= ¢V,

Thus the probability @(:) that M will not have been delivered after : games. where 1 — x is:

o
—

lim Q(i) = (1 - e/ ) =0
[ pads <]
Tlie probability P(i) that M will be delivered after i games. where i — = is:

lim P(i) = 1.

[ Smad> <]

The essential feature of the proof is the condition that p > €. Since this condition holds for

‘ineshes on the edges (for the available edges). the theorem has the mesh topoiogy as a corollary.
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