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ABSTRACT

The role of the Maneuvering Target Statistical Tracker (MTST), a Kalman filter tracking
algorithm based on the Integrated Omnstein-Uhlenbeck (IOU) motion process, in the
Antisubmarine Warfare System Evaluation Tool (ASSET) is examined and its operation
described. ASSET is a campaign simulation which models open-ocean ASW scenarios featuring
prosecution of hostile submarines by friendly submarines and aircraft based on cues provided
by data fusion centers. The heart of each data fusion center is an MTST which integrates new
contact information into tracks. Comparing the level of sophistication of the tracking algorithm
to that of the contact data provided to it, a number of simplifications are proposed. These
include using reduced complexity IOU prediction and Kalman filter equations; the use of pre-
processed variance data together with the true position of targets to estimate, rather than
explicitly calculate, updated track states; and limiting contact processing based on information
content. Results indicate a good simulation of tracker output is produced using a greatly
simplified algorithm. This technique can be generalized to other types of simulations involving

target tracking.
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I. AN INTRODUCTION TO ASSET

The Antisubmarine Warfare Systems Evaluation Tool (ASSET) is a campaign-level
simulation which models open ocean scenarios involving submarines, maritime patrol
aircraft (MPA), shore-based command and data-fusion centers and a wide variety of
passive acoustic sensors. Active acoustic and non-acoustic sensors are only modeled
using a simple area sensor model which has a fixed probability of detection and false
alarm rate. The simulation scenario is specified by a user-supplied "architecture” which
determines all facets of environment, command control, sensor interaction and platform
maneuver. This structure is input to a desktop computer/workstation (the Apple
Macintosh II in this version) through a series of user-friendly windows, each dealing with
a specific topic. A particular configuration of sensors, data fusion centers,
communication nodes and tactical platforms interact in a particular geographic location
against an analogous enemy force structure.

The scenario is repeated as a Monte Carlo simulation to produce statistically
meaningful measures of effectiveness (MOE’s). Output data regarding the detection,
localization and prosecution of enemy submarines can then provide a quantitative basis
for decisions regarding ASW Master Plans, Top Level Warfare Requirements, and a
variety of emerging technology assessments and system appraisals [Ref. 1:p. iv]. These

results can also be useful in conducting quantitative experimentation with regional force




levels, force compositions and commitment strategies; command, control,
communications and intelligence (C°I) networks; implications of foreign technology
advances; and fleet exercise planning. The current version of ASSET (version 1.0) limits
the scope of these scenarios to open ocean search and prosecution of hostile submarines
by cueing friendly submarines and MPA with wide-area sensors, and modeling the
supporting C°I networks. The modular nature of the object-oriented structure of ASSET
makes expanding the scope of the simulation possible [Ref. 2:p. 1-2]. As the
construction and operating costs of naval platforms spiral upwards, a simulation tool of
this kind will be increasingly important to intelligently manage resources vis-a-vis a

rapidly evolving spectrum of possible threats.

A. OBJECTIVES AND RATIONALE

The purpose of this thesis is three-fold:

® to provide a description of the target tracking algorithm used by ASSET and
how it relates to:
1. real-world tracking.
2. the ASSET simulation as a whole.
® to examine the mathematical development of the tracking algorithm.
® to examine possible modifications to the existing Kalman filter tracking

algorithm to better match the data input to it and increase computational
efficiency.




The use of full Kalman filter equations for elliptical areas of uncertainty
(AOU’s) is not necessary given the circular AOU’s that ASSET’s sensor model
produces. Making use of the fact that the computer knows the ground truth locations
of the platforms, and the limited data input to the filter, it will be shown that it is
possible to approximate appropriately distributed filtered state positions using
simplified forms of the Kalman filter matrix computations. The situations when the
tracker algorithm is used can also be limited based on the information content of the
contact. Together, these modifications yield a significant reduction in the
computational complexity of the tracking algorithm, which is the principle goal of this
thesis.

The automatic correlator tracker (ACT) implemented in ASSET is a stand-alone
module based on the Ocean Surveillance Information System (OSIS) baseline upgrade
single hypothesis, multiple target, Kalman filter-based, correlation and tracking
algorithm [Ref. 3:p. 4]. This set of routines contains a complete representation of the
OSIS baseline upgrade automatic correlator tracker’s (OBU-ACT) functions, with the
exception of LINK, the utility that evaluates track sets which are potentially legs of a
single target’s track; and EQUATE, which makes track associations for contacts pre-
correlated to a particular platform based on acoustic or electromagnetic signature.

The OBU-ACT package is designed to process contact information derived from
position-only, bearing-only, and position and velocity reports. The covariance
matrices associated with these reports can be interpreted as an elliptical representation

of the error in position and velocity. The capability to process line of bearing




contacts is not available in ASSET (1.0). The method used to model sensor systems
in ASSET 1.0 approximates the elliptical errors with circular ones. This reduces the
complexity of the covariance matrices considerably. Taking advantage of the large
number of zero elements and repeated values in the matrices actually constructed by
ASSET, the matrix equations involved in the tracking algorithm can be reduced to
equivalent scalar ones by eliminating all the zerc- multiplied terms.

Central to this algorithm is the Integrated Omstein-Uhlenbeck (IOU) process
which models target motion in the Maneuvering Target Statistical Tracker (MTST).
The MTST uses this model, together with contact data corrupted by noise, to estimate
the size and position of the Submarine Probability Area (SPA) which has an 86
percent probability of containing the target’s true position. The major modification to
the algorithm proposed is based on assuming that the IOU prediction position
distribution, in like fashion to the contact position distribution, is centered on the
target’s true position. This results in a distribution of SPA centers that is centered c .
the targets true position also. Thus, only the SPA variance is calculated, not its
center position, which is drawn randomly from the estimated distribution about the
true target position. Since contact data does not play a role in computing these
variances, they may be calculated prior to the start of the simulation. A table of
variances for the sensor AQU values defined for the scenario and an appropriate
range of contact report interarrival times can be constructed and referred to as needed

during simulation execution to minimize the time spent processing contact data.




B. FUNDAMENTALS OF OPERATION.

The basic structure of ASSET was adapted from COAST, the Common LISP
Architectural Study Tool. Common LISP is an object-oriented programming language
used for rapid prototyping and artificial intelligence work. A general overview of this
structure is presented to facilitate understanding of how the COAST/ASSET system is

organized and the critical role of the tracker to simulation operation.

1. Objects and Object Interactions.

Object-oriented programs combine data with associated procedures to form a
hierarchical network of self-contained modules known as objects. These objects can
then be invoked by each other according to the program methodology. Program
objects are independent and can be modified without affecting other objects they
communicate with. The data that is communicated will change, but the relationship
between the objects does not necessarily have to. Data can be evaluated internally by
an object without affecting the analogous data in a separate object.

The principle of instancing allows a single object definition to create any
number of structures within the program, all obeying the same definition. This
allows a single definition of a submarine object, for example, to be given many
different sets of parameters each representing a different class of submarine. Other
objects may be designated to impart their characteristics to the new submarine object.
This process of inheritance allows the properties of another object, an acoustic sensor

object for example, to be created separately from the submarine object. The




submarine object can then be designated to be a kind of acoustic sensor and it will
inherit the properties of the acoustic sensor object in addition to its own. Another
object such as a SURTASS towed-array surveillance ship object can also inherit the
properties of the acoustic sensor object, with different parameters, without affecting
the parameters of the acoustic sensor inherited by the submarine object.

Complex classes of platforms can be formed by multiple inheritance of the
properties of basic building block objects. These are then used to simulate any
number of platforms of that class, each operating independently within the simulation.
The computer memory available to store each of these instances of the object becomes
the limiting factor to the complexity of the scenario to be examined. The organization
of objects in ASSET consist of several major groups:

® Graphical environment objects which implement the standard Macintosh
graphical user interface to provide input/output by means of a mouse based

"point and click” metaphor featuring pull-down menus,dialog boxes with labeled

data regions and radio buttons, and windowed presentation of multiple

information sources simultancously.
® Region management objects which construct and manage distinct regions of
varying environmental properties, command responsibility or platform patrol

assignment.

® Event management objects which queue all simulation events in time order
sequence and parcel them out to the appropriate resolution objects.

® Command objects which perform resource allocation, assigning available assets
to contact cues based on either time to station (MPA) or area of uncertainty size
(submarines).

® Automatic Correlator Tracker (ACT) objects which manage the grouping and
processing of contact reports into target tracks creating a tactical picture
consisting of combinations of true and false contacts.




® Tactical platform objects which simulate the behavior of their real world
counterparts. These are dynamic associations of component objects which may
change in response to simulation events. A submarine inheriting the properties
of a Patroller object may switch to an Intercepter after making a detection.

The program flow from object to object is not sequential, but event driven.
Once started, the simulation clock advances time relative to the simulation. Sensor
objects begin glimpsing and motion platforms begin moving. Possible detection
events are sent to the event manager for proper sequencing and resolution. Detections
are communicated up the designated chain of command to data-fusion centers where
an instance of the ACT processes them and integrates them into the tactical picture.
This may cause a command object to direct (or redirect) assets in response. This
process continues until the allotted time for the scenario expires. The MOE statistics
for that run are added to the MOE file and the next iteration of the scenario

commences. When the desired number of iterations are complete the compiled

summary of MOE statistics is analyzed to interpret the results of the simulation.

2. ASW System Architecture Evaluation.

In order to evaluate a desired architecture it must be conceptualized in great
detail. The classic computer maxim "garbage in, garbage out” is especially true of
ASSET where a single bad parameter value can render the results meaningless.
While the user-friendly interface facilitates the mechanical process of inputing data,
the abstract nature of the required parameters make it necessary to assume values of

dubious validity at times. General areas which require quantified data include:




e Communication connectivities which represent how detection reports are passed
from object to object and what delays are involved at each node.

® Command organization including geographic regions of responsibility.
e Environmental data for acoustic propagation loss as a function of range and
frequency as well as ambient acoustic noise in each distinct environmental

region.

® Motion plans representing the operating areas and interconnecting tracks which
will govern tactical platform movement.

® Umpire parameters such as the kill probabilities for a given submarine class
against each possible target class both for the case where it detects the enemy
first and the case where it is detected by the enemy first.

The individual platforms require complex definition as well. A submarine

object, for example, requires parameters for:

® breakoff speed between "fast” and "slow" acoustic behavior.

® self-noise at slow and fast speed.

@ directivity index and recognition differential (for Sonar Equation computations).
® signature frequency emitted and intensity at slow and fast speed.

® movement speeds when patrolling and intercepting and detailed motion plan to
be followed.

® weapons loadout and level at which the sub will abort its mission to rearm.

® whether the sub will transmit the detections it makes and risk detection itself or
not report any detections.

® the interval at which it copies the submarine broadcast for orders to investigate
cues. [Ref. 2:p. 2-37]




The submarine’s sensor requires a detailed set of parameters of its own which
will be used to construct the contact report that is communicated to the ACT
representing the data fusion center associated with the submarine’s command object:

® position error which represents the 2 standard deviation radius of a circular
normal distribution of contact errors about the actual target position.
® course and speed errors which are uniform about the true value.

® Target Motion Analysis (TMA) delay representing the time required to acquire
course and speed information.

® false alarm rate.
® determination whether, on the average the sensor is reliable enough for the
fusion center to automatically start a new track based on a single contact report.
The complexity of the data involved in constructing an architecture for
evaluation varies considerably, as can be seen from these examples. Once all this
information is input, it can be easily double checked by accessing the appropriate
windows again. When the user is sure all data is input correctly, the simulation can
be run with the platform graphics turned on to ensure it progresses properly. These
graphics can then be tumed off to run multiple iterations faster.
When the desired number of iterations is completed a dialog box opens asking
if the MOE’s are to be saved. Once saved to disk, they can be opened and examined.

They include:




® Attrition of submarines and MPA assets for each side as a fraction of original
force.

@ Number of times submarines approached to within a critical range (assigned by
the user) of enemy surface formations (which serve only as targets in ASSET

1.0, they have no combat or detection capability).

® Tracker statistics involving the fusion delay involved in constructing target
tracks.

These statistics along with weapon expenditures allow the completed simulation
to be compared to other runs to observe the effect of a particular parameter changing,
or how close a particular MOE comes to a goal value. The methodology of ASSET
must be taken into account as the computer commanders follow simple resource
allocation rules which do not necessarily reflect the tactical priorities the user desires.
A higher priority for prosecution may well be given to a submarine returning to base
than one ten miles from a surface group, due to the resource allocation process’
emphasis on detection rather than on protection. While creativity is needed in the

design, implementation and interpretation of an ASSET scenario, significant insights

into the conduct of ASW campaigns can be gleaned from it.

3. Correlation, Tracking and Data Fusion.

ASSET is designed to simulate the data fusion centers where contact reports
from a wide variety of sensors and platforms are centrally processed to create a
tactical picture for the region of interest. These data fusion centers are simulated by
an instance of the OBU-ACT module with appropriate communication connectivities.

The result of correlating and processing the streams of contact information arriving at

10




a fusion center forms the basis for the allocation and cuing of assets. Thus it is
critical that the ACT is not spinning its wheels performing unnecessary computations.
The implementation of OBU-ACT used in ASSET is organized into four main
functional areas:
® generating a new track from one or more contact reports (the START and
CLUSTER modules).

® associating a contact report to an existing track (the INPUT, START, and
ASSOC modules).

® simulating the intervention of a human analyst to resolve ambiguous contact-to-
track associations (the ANALYST module).

® updating and managing a database of the status of all contact reports and tracks

(the Locational Data Base Manager and MTST modules).

The data flow through these modules is shown in Figure 1. A detection is made
by a sensor and a report is initiated. After the applicable delays have elapsed, the
contact report travels along the communications network to the fusion center,
experiencing additional delay at each node.

Upon arrival at the fusion center the INPUT module enters it into the Locational
Data Base Manager (LDBM) module and passes it to the ASSOC module. There the
contact is compared to the existing tracks on the basis of geofeasibility. Those tracks
with which the contact could be associated are evaluated by a statistical comparison of
a measure of correlation (MOC) with a preset threshold. If the contact fails to trigger
an association with any track it is passed to the START module. If the contact

triggers a single association, or if one track MOC exceeds all others by a preset

11
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Figure 2: ASSET contact data flow.

margin, it is unambiguously associated with that track [Ref. 4:p. 3]. Ambiguous

association is resolved by the ANALYST module, which has a given probability of

making the correct association (.7) and an associated exponentially distributed delay

time spent making the decision (mean of .2 hours) [Ref. 3:p. 11; Ref.5:ACT-

ANALYST].

12




The contacts which are unresolved are passed to START which checks the value
of the flag single-report-to-track. If the value is true, START initiates a new track
based on the contact, if it is false, the contact is passed to the multiple contact track
initiation module CLUSTER. This represents a simplification of the actual OBU-
ACT START module which uses comparison to a set of criteria and human analyst
interaction to determine if a new track is to initiated [Ref. 6:p. 3-4]). Within the
context of the simulation, this simplification makes sense as two classes of detecting
sensors are represented; those that report continuous contact observations such as
SOSUS or other fixed area sensors, which are processed at the fusion center; and
those which perform platform-level analysis and periodically report the tracks they
hold, such as submarines. Platforms in the first category, unless possessing
unusually low false alarm rates, would not initiate a track based on a single report,
while those in the second, would.

Unassociated contacts which remain after passing through the ASSOC and
START modules are processed by the CLUSTER module. Here subsets of all
unassociated contacts are evaluated for geofeasibility and constant cc.urse and speed
likelihood. If the value of the constant course and speed likelihood exceeds a
threshold value then the subset of unassociated contacts is used to initiate a new track
[Ref. 7:p. 1-3]. Contacts which are not associated after passing through ASSOC and
CLUSTER carry counters which increment each time they pass through the two
modules. When these counts exceed maximum limits (hardwired at 7 in CLUSTER

and at 5 in ASSOC) they are dropped from the LDBM [Ref. 5: OBU-ACT].
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When a new track is initiated or a contact is associated with a track, the MTST
module is called to filter the track data and produce an optimal estimate of the target’s
location and velocity along with the error covariance matrix describing the quality of
the estimate. The full capability tracker in MTST contains the matrix versions of the
Kalman filter equations. These equations determine the mean target position at a
future point in time and the covariance matrix representing the error in that
prediction. The elements of this covariance matrix can be recast as ellipses
representing two o or 86 percent containment regions for the target’s possible position
and velocity. A complete description of MTST is the subject of Chapter II.

The foregoing process of correlating contacts to tracks and filtering those tracks
to provide an estimate of target position occurs at each instance of a data fusion
center object. When formulating an architecture, the fusion center’s role must be
carefully designed. Since no contact reports flow out of a fusion center, it is not
possible to directly fuse the pictures at two or more fusion sites into a higher echelon
center. The individual sensors originating the detection reports must send duplicate
reports to all fusion centers which will be using the report in determining a tactical
picture. The fusion center also keeps separate instances of the tracker to process
surface contacts and subsurface contacts. Together with the START processing of
single contact to track decisions, this assumes that a great deal of contact processing
is going on below the level of the fusion center.

Assuming that reports arriving at the fusion center are pre-processed justifies

several assumptions that the DETECTION-REPORTER object makes about the

14




reports it generates. Most important to streamlining filter operation is the assumption
that all submarine probability areas (SPA’s) are circular. While this represents a
considerable inaccuracy for single contact line-of-bearing detections, if one assumes
the contact report represents the accumulation of a significant number detections, the
circular error assumption is more reasonable. Several types of detections are resolved
in ASSET without explicitly modelling the geometry of the searcher and target at the
time of detection (MPA and Fixed Area Sensors specifically). The calculation of the
size and orientation of explicit AOU ellipses where possible would slow execution and
add considerable complexity to the program, requiring even more specific user input
Sensor parameters.

The assumption that this circular AOU size is independent of range is more
difficult to defend, in light of an expected linear relationship between the standard
deviation of the position error and range. That assumption on ASSET’s part can be
remedied easily, for the cases where range is explicitly determined, by expanding the
radius of a sensor’s AOU linearly with range based on a user input bearing error.
This would make the process of tabulating preprocessed variance data impossible,
however, as the sensor AOUs would no longer be constant. A good compromise
involves defining three AOU sizes for contacts at short, medium and convergence
zone ranges. This would allow for some representation of the range effect on AOU
size, with acceptable complication of the variance pre-calculation procedure.

The other tracking assumption ASSET makes is that the covariance of the

velocity can be represented by the steady-state stationary cross-covariance of the IOU
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process, independent of the sensor characteristics. This assumption is used to
initialize the covariance matrix of a new track. This method is correct for a position-
only contact which gives no information about velocity. Given position and velocity
information however, this is only accurate if the sensor is so inaccurate that the IOU
process velocity variance is small compared to the sensor velocity variance [Ref. 8:p.
5-20].

This is not true in most cases however, with the result being that the filter re-
initializes the velocity update each time a contact is processed, never including any
representation of the velocity accuracy of the sensor involved. Thus, the velocity
variance is based solely on the IOU model and not on the variance of the velocity
reported by the sensors. This assumption makes the tracker more responsive to
course changes, but it also artificially inflates the SPA size of accurate contact
streams because it ignores the sensors velocity error, which may be significantly less
than the JOU value.

Given these assumptions and the noise characteristics of the IOU process, the
filter implementation can be streamlined to better match the data provided. This
process is detailed in the following chapters which will describe the I0U process and

the formulation of the general and ASSET-specific filter equations.
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II. THE MANEUVERING TARGET STATISTICAL TRACKER

Maneuvering Target Statistical Tracker (MTST) is the name given to a class of
Kalman filter-based estimation and prediction algorithms utilizing the Integrated
Ornstein-Uhlenbeck process to model the statistics of target motion. To successfully
track a maneuvering target, the details of the target path should be statistically
predictable. How accurately an automated tracker like MTST performs its task is
directly related to how well the tracker’s target motion model describes the targets
actual random motion.

The random tour model [Ref. 9] can be used to describe the statistical properties
of a target moving at constant speed which makes random course changes at times
separated by intervals chosen from an exponential distribution. This provides a
reasonable estimate of the type of motion expected of a patrolling submarine target.
Unfortunately, the target distribution generated by a randem tour is not normal and
cannot be used directly with a Kalman filter [Ref. 8:p. 2-10]. A process is required
which produces normal distributions which best approximate the mean and variance of
the random tour. This is the IOU process. The mathematical development which
follows is summarized from the more complete treatment in Reference 8, the results

of which are in agreement with Referenccs 5, 10 and 13.
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A. THE INTEGRATED ORNSTEIN-UHLENBECK PROCESS

The Integrated Ormnstein-Uhlenbeck Process (I0U) is based on a first order
stochastic linear differential equation which approximates the higher order non-linear
deferential equation which defines the motion of a randomly maneuvering target. It is

a member of a class of equations known as Langevin equations and has the form:
.;I;u(t) = —Bu(dr + o dwld). @2.1)

The first term represents a deceleration caused by a resistive force proportional to the
velocity u(r). The random forces acting on the particle are represented by the second
term, where w(t) is a Gaussian white noise process.

The stochastic nature of this equation makes it possible to find only the statistics
of the distribution of the solutions, rather than the specific solution itself. A Gaussian
w(t) produces a Gaussian velocity process u(r) which, like any normal process, is
defined completely by its first and second order moments. The result is the velocity
distribution of a particle which is undergoing random motion similar to Brownian
motion, experiencing random instantaneous accelerations, but whose velocity is
damped by a spring-like effect which constantly accelerates the particle in the
direction opposite its velocity at a rate proportional to that velocity. The position
variance of such a particle is unbounded over time, but the velocity variance is
limited by the damping coefficient 8. The result is a velocity distribution that is

normal with a limiting variance given by:
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lim V{u@)} = lim E{{u@®)~E {u@)}1?} = %, 2.2)
and a mean for any given ¢ given by:
E{u(@®} = ¢™E (u©)}. 2.3

The mean and variance expressions for the position of an object whose motion
is governed by an IOU process completely specify its positional distribution over
time. In order to show that the IOU process approximates the same motion as a
random tour, the radial position distributions for the two stochastic processes will be

shown to have the same variance.
B. EQUIVALENCE OF THE RANDOM TOUR AND IOU PROCESSES
The variance of the radial distance from (x(0),y(0)) is:

E{RY0)} = E{x()xOP+D©-yO)1). (2.4)

For the Random Tour, the following holds:
ER©)} = Zlar-1+e, (2.5)
a

where V is the speed of the randomly touring particle and « is the mean number of

course changes per unit time. The corresponding result for the IOU process is:
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E{R)} = %‘;[ﬁ t-1+ef1, (2.6)

where ¢ is the scale factor for the random acceleration and £ is the damping constant
on the velocity, as in Equation (2.1).
These two equations can be made identical given the following relationships

hold:

= V2 2.7)

w| 9,

Thus, a Random Tour with parameters a and V can be approximated by an IOU
process with parameters 8 = a and ¢ = Va'2. It is worth noting that since a normal
distribution is completely specified by its mean and variance, the IOU process
represents the best normal approximation to the Random Tour [Ref. 10].

In ASSET the IOU parameters, § and ¢ are hardwired to represent a target
conducting a random tour at ten knots with an average time between course changes
of four hours. These parameters should match the actual motion of the platforms
modelled in a given scenario. Since the user can choose whatever target motion
parameters he wants for each individual platform, the parameters embedded in
ASSET may disagree considerably with the actual target motion. This disagreement
causes the IQU prediction to consistently lead or lag the target’s mean position,
depending on whether the model’s speed and course change rate correspond to a
velocity faster or slower than the target’s speed, respectively. This causes the

position of the center of the resulting SPA to be offset from the true target position.
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Even when the tracker parameters exactly match the target motion, a considerable lag
occurs if the time between measurements is not significantly greater than the time

between maneuvers.

C. OTHER MOTION MODEL OPTIONS.

The I0U model used by MTST damps out the mean speed of the target
exponentially over time to account for target maneuvers. No matter how small the
time interval, the process reduces the mean speed by the proper amount. If the
interval between detections is consistently shorter than the maneuver interval, the
damped velocity is used to predict the position of the constant velocity target and the
tracker develops a lag. One remedy for these inconsistencies would involve
increasing the complexity of the tracker by using adaptive methods to more closely
match the model parameters to a given target’s track. An adaptive filter recognizes
changes in the targets motion and compensates for it by changing the parameters of
the motion model.

Desiring to reduce the filter’s complexity however, instead of explicitly
modelling an adaptive tracker, the use of such a tracker can be approximated using
the IOU process as a basis for the size of the SPA, but assuming the model has some
adaptive properties to position it more accurately. This can be accomplished using
the existing IOU model to estimate the SPA variance and by assuming the tracker’s
position prediction’s are distributed about the target’s true position in a circular

normal fashicn. This is an optimistic assumption, but captures the fact that real world
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trackers, using more complete contact data than ASSET and an adaptive motion
model, can achieve more accurate position and velocity estimates. Examinations of
such trackers can be found in References 14, 15 and 16. Reference 14 in particular
demonstrates a passive tracker that delivers outstanding accuracy while the contact is
on a constant course and speed, but has difficulty maintaining track during difficult
target maneuvers.

The benefits of adaptive tracking are not applied to the SPA size in this case, as
the ASSET tracker is not an adaptive one, but are assumed in simplifying how its
position is determined. This technique introduces a moderate degree of error in SPA
size by not precisely simulating the mechanics of distributing the position of the
center of the SPA. It also does not take into account the filter’s velocity components.
Reference 15 provides methods for countering these effects through noise adaptation
and correlated maneuver gating while Reference 16 uses bias-sensitive maneuver
detection and Kalman gain adaptation. Another option used to improve the IOU
model is the use of a dual velocity system which combines a short term IOU process
combined with a long term one. This type of model can reproduce a variety of
motions depending on the weighting factors given to the short and long term
components. The resultant Kalman filter has six states and a 6 x 6 covariance matrix.
This is the implementation of the IOU process currently used in the TOMAHAWK
fire control system for surface ship motion modelling [Ref. 8]. These are but a few
of the schemes more complex trackers can use to improve motion modelling. The

single velocity IOU process, while not adaptive, comes close to satisfying the
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necessary conditions and since it is the basis of the ASSET tracker will be used for

comparison.

D. THE KALMAN FILTER

In order to estimate target position, a method of combining the contact
position and its covariance with a prediction of that position and covariance based on
the IOU process is necessary. The Kalman Filter provides such an estimate, provided
the process model is linear and time invariant, which the IOU process is. The
Kalman filter is derived from the least-squares estimation theory of Gauss and
Legendre [Ref. 11:p. 7). This technique sought the most probable value of an
unknown quantity based on a series of measurements containing unknown errors.

More formally, finding the most probable estimate of x based on the matrix equation:
z, = Hx+v, (2.8

where vector z, represents a measurement taken at a discrete time %, based on an
observation matrix H revealing information about one or more state parameters of the
true state vector x but corrupted by a noise vector v. This technique was generalized
by Kalman to apply to linear filter theory, producing a filter which produced a best
linear estimate of x [Ref. 12].

The resulting filter is based on two mechanisms operating sequentially, one
predicting the state and covariance for a future time and the other combining this

prediction with a noisy measurement of the target’s state taken at that time. This
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should, given correct motion modelling and noise parameters, produce a state and
covariance which more accurately reflects the true target state than either the
prediction or the measurement alone.

These mechanisms are represented by two systems of matrix equations. The
variables involved are defined in Table 1. The prediction equations for the state x

and covariance ¥ are:

state prediction: %,,, = ¢ x,+p, (2.9)

covariance prediction: £, = ¢L,¢7+Q,, (2.10)
where ¢ represents the transition matrix from the dynamic system model, Q
represents the variance inherent in the dynamic model and g, represents the mean of
the noise term w from the dynamic model, which is assumed to be zero in ASSET.
The equations for combining the predicted and measured states and variances require
the computation of a Kalman gain matrix which provides the weighting factors for the

combination. These equations which update the filter’s estimates are:

- . -1
Kalman Gain: K,,, = * HT[H}:kolHT+Rt.1] , (2.11)

kel

(2.12)
state update: X, = %,,, + K., [2,., - », - H%, ],

covariance update: I, = ([I-K, H]EL,,, (2.13)

where R represents the variance of the noise inherent in the measurements, Z is the

measurement itself, u, is the mean of the noise inherent in the measurement (also
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Table I: Kalman Filter Definition of Terms
e |

Kalman Term: General Form ASSET Form
State vector at time k: xnxl mean 4 x 1

State transition matrix,
time k to time k+1: ¢ nxn phi 4x 4

State process noise mean: ey DX 1 assumed zero

State error covariance,
at time k: L,nxn var 4x 4

State process error

covariance at time k: o,nxn f 4x4
Observation matrix: H mxn I 4x4
Observation at time k: Z mx1l state 4 x 1
Observation error mean: u,mx 1 assumed zero

Observation error covariance
at time: Rhmxn covariance 4 x 4

assumed to be zero in ASSET) and / is the identity matrix of proper size. The state
and covariance updates, assuming H (as ASSET does) is the appropriate identity

matrix can be written as:

state update: %, = I, (B, "%, + R, "Z,.). (2.14)

- (g 1R -:)", (2.15)

covariance update. T kel &1

kel
where the inverse of R,,, and L, ., are the weighting matrices. Thus the inverse of

the noise error variances are the weighting factors by which the prediction and
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measurement are linearly combined. This is the form of the Kalman equations which
ASSET actually uses. The advantage of this form is the ready understanding of the
underlying mechanism of weighted linear combination. The disadvantage is the
computational necessity of performing three matrix inversions to calculate the
variance propagation. Regardless of the form of the equations, the ¢, Q and R

matrices must be developed to complete the computational form of the filter.

1. Development of the ¢ Matrix.

The matrix ¢ represents the transition matrix which governs the dynamics of the
state between two discrete times. The following development summarizes the
derivation of Reference 11, Section 5.2. The differential equations defining the IOU
process and velocity can be combined to form a single matrix differential equation

which takes the following form in the single coordinate direction x:

0 1
[x(t) ) [x(t)] . [0} ) (2.16)
u(r) 0 B u(® o

more compactly: X(t) = F(t) X(t) + Gw(D) (2.17)

where X(i)represents the system state vector and the dot over a symbol indicates
differentiation with respect to time. Given that X(r) has the value X(z,) at time ¢, then

X() at any future time ¢>¢, is given by:
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X)) = d(e,0)X(r) + j é(t,7) Gw(r) dr (2.18)

T,

where ¢(1,t,) represents the rransition matrix between the states at time 7, and time .
Provided that F(z) is constant in time and assuming that ¢, is zero, the matrix ¢ can be

shown [REF. 8:p. 5-3,5-5] to have the form:

I —(1-e®

o) = (2.19)

This represents the transformation projecting a state into the future based on the IOU
model. The velocity mean decays to a new value which is simply the old value
multiplied by e?*. The position is moved a distance equal to the time 1/8 multiplied

by the change in velocity:
X, = x(t),+%(u<t), - (), (2.20)

where:

u(r),., = u@)e™. (2.21)

The form this takes when expanded to cover both coordinate directions is:
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1 0 %(l—e'ﬂ‘) 0
1 -
o0 = |° 1 0 Z-e?), (2.22)
0 0 e 0
0 0 0 e® |

where ¢ is time elapsed from the last measurement to the observation time of the
current measurement. It is important to notice that the transition matrix depends only
on the IOU parameter 8 and not on 0. Thus the IOU velocity damping coefficient
and the elapsed time determine the dynamics of the mean state and variance
transition. Appendix A contains graphs of the values ¢(1 2), which will be called ¢2,
and ¢(2),which will be called ¢3, take over various time intervals. The noise

magnitude coefficient ¢ is involved in the noise terms R and Q.

2. Development of the 0 Matrix.

The Q matrix represents the noise introduced by the white Gaussian process
w(t). As discussed above, as the elements of this matrix get large the filter
increasingly relies on the measurement data and ignores its predictions. As the
elements get small the filter increasingly ignores the new contact data and the errors
in its predictions compound until it diverges, completely losing track of where its

target is. The definition of this matrix, the process noise error covariance, is:

0 - Elz-52) {Z-E(z>}’], (2.23)

which for the random process operating in (2.26) becomes:
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1 ! T
Q=E [ I(ﬁ(t,r)Gw(t)dr] [ I¢(t,s)cw(s)ds] . (2.24)

=, =,

Since the mean of the white Gaussian processes w(t) and w(s) are both zero and the

variables of integration r and s are equal, this reduces to the form:

Q = [ é(t,7) GG ¢7(t,7) dr. (2.25)

T,

Substituting the appropriate matrices G and ¢ from (2.25) and (2.29) respectively and

performing the indicated matrix multiplication results in:

r —
_;2_2( l-e -ﬁ(l-f))l i (1 -e —ﬂ(l-r)) e -8(t-
Q - J dr (2.26)
-y -qi(l -e -ﬁ(l—f))e -Bii-n o_ze -28(t-9
| B ]

for the single coordinate direction x. Assuming that £,=0 and recognizing that q(1,2)
is equal to q(2,1) results in three expressions to integrate to get the final value of the

Q matrix in one direction:

qll gql2
0= where ql2 = q21 (2.27)
q21 ¢q22
o 1 .
11 = __{2-_(3-d4e*+e% (2.28)
o1 = 2 [ J
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0.2

ql2 = q2I = .2?(1 -2e + ¢"%)) (2.29)
- (1 _ -2 .30,
q22 2_3(1 e %) (2.30)

When projected into two coordinate directions the full representation of the Q matrix
is:

[q11 0 ql2 0]
0 qll 0 ql2

0 = (2.31)
ql2 0 q22 0

0 gqi2 0 q22

Each element in this matrix is directly proportional to ¢* and decreases with
increasing 8. Time has an inverse exponential relationship causing the noise to
increase the longer the interval between measurements. At 7 equal to zero the noise
terms are equal to zero and as ¢ goes to infinity :

o? o2

qll~e, qI2~—, q22-+—. (2.32)

2p? B
As mentioned previously, the variance in position is unbounded, but the cross-
covariance and velocity covariance are bounded. These values become important in
developing the measurement noise covariance matrix R. Appendix A contains graphs

of these values over various time intervals.
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3. Development of the R Matrix and Filter Initialization.

The matrix R represents the covariance of the measurement noise and
accompanies each state measurement reflecting its precision. This value may vary
with time in the ASSET tracker as contact reports flow in from a variety of sensors.
The inverse of this matrix is used as the weighting function for the contact reperi, the
larger the elements of R the less effect the contact has on the filtered update. The R
matrix also plays a role in initializing the filter.

When a target is first detected, there is no ¢-1 state for the filter to work from in
making its prediction. In general, a time ¢, R matrix is preset to initiate the filter.
This matrix would consist of the 2 x 2 positional error matrix which describes an

estimate of the elliptical AOU about the contact position:

1 [(A%cos?0) + (B?sin?0) (B? - A?) sinf cosf :l (2.33)
4 | (B?-A?sind cosd (A?sin%) + (B? cos?0)

For a position-only contact, the two lower right diagonal entries would be set equal to

the stationary variance of the IOU process (2.2). This represents the maximum

variance the velocity could possibly have based on the motion model and since no

velocity information is coming in, the filter is relying solely on the motion model,

making this a value a reasonable choice:
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g0 23| O
0 23|
(2.34)
01
Z 0
0 3
0.2
o Z
| 00 2|

If the co 1itact is a position-and-velocity contact, the procedure is more complex. In
like fashion to the initialization of the upper left 2 x 2 portion with the variance in the
sensor (its elliptical AOU), so must the bottom right 2 x 2 be initialized by the
velocity variance of the sensor. Since the IOU process is predicting the velocity
distribution also, this variance of the measurement must be combined with the
variance of the IOU process. The proper combination can be shown [Ref. 8:App. F]
to be the same as the alternate form of the Kalman covariance update equation (2.14).
This method is not used by the tracker in ASSET. The ASSET tracker simply
uses the initial contact’s IOU velocity variance as the basis for a new track, without
updating it. This original contact report is used as the ¢-1 state and covariance when
the next contact associated with the track comes in. The contact reports themselves
also differ from the construction described above. The positional variance of the
sensors are all circles in ASSET so the 2 x 2 matrix which occupies the upper left of

the R matrix is actually the 2 x 2 in the upper left of:

32




[ r? |
0 o
: 0
2
0 ’T 0 0
02 (2.35)
0o —
0 - 0
0.2
00 0 &

The velocity variance in the lower right hand 2 x 2 is correctly set for a position-only
contact, but this is also used for a position-and-velocity contact. Thus the R matrix
which ASSET uses never incorporates the error in velocity inherent in the sensor.
Using these values essentially reinitializes the filter each time a measurement is made.
This is desirable for position-only contacts as it prevents divergence of the velocity
components of the state, however for position and velocity contacts, this can cause
poor velocity accuracy as the tracker improperly weights the velocity components of
the contact report. The velocity information of different sensors are given equal
weight regardless of the relative size of the errors in the reports they make. The
actual velocity variance of the sensor should be computed and used to set the value of

the filtered velocity using the form of (2.15).
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III. IMPLEMENTATION OF THE TRACKER IN ASSET

Having developed the components of the Kalman filter, the construction of the
tracker implemented in ASSET can be discussed. The following is based on
Reference 5, the ASSET source code for version 1.0. The ACT-MTST module
consists of objects which perform the filter calculations described above, as well as
objects which maintain the spatial relationships between the positions involved on a
spherical earth.

There are several constants which are defined for use in all the module’s
objects. The first is dtor which is used for degree to radian conversion. Where
trigonometric functions are indicated below, the actual code uses dtor to convert
angles from degrees to radians, but in the interest of brevity, this will be excluded.
Second is a, which is equivalent to 8 in the IOU process, and is set to .25. Third is
o which is the noise scale factor from the IOU process as described above and set to

Vv/50. This is equivalent to the square root of a velocity multiplied by the Random
Tour velocity. Thus the tracker predicts the target position by assuming a random
tour is being conducted at a speed of ten knots with a mean interval between course
changes of four hours. This cannot be changed by the user.

Inputs to ACT-MTST are read from the data in ACT-LDBM, the contact

database manager. If a new track is to be initiated, the next MTST object, start-new-
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track sets the track head and track tail state and covariance matrices equal to the
contact mean and covariance using compute-mean-covariance. The use of two sets
of data, a head and a tail, to allow incorporation of out-of-sequence contact reports
will be discussed below. The object compute-mean-covariance is also called by
ACT-ASSOC as a basis for the spatial measure of correlation used to determine
contact to track correlation.

Compute-mean-covariance creates two arrays, a four by four called var, which

is the R matrix, and a four by one called mean, which is z:

0
0 (3.1)

mean = spd cos(90-cse) |’
spd sin(90-cse)

and var, which has the same form as (2.34). The vector mean is centered at the
latitude and longitude indicated in the contact data list and x and y velocity computed
from the contact course and speed. This variance matrix however, as discussed
above, is calculated as if the contact report consists of an ellipse with minor axis B,
major axis A and orientation angle 6. All the spatial data fields that are generated by
the Detection Reporter and Generic Sensor contain a single positional uncertainty and
an orientation angle of zero. Modifying (3.1) to take advantage of this fact results in
(2.35) where r is equal to the standard deviation of the sensor’s target position
estimates. This alternative form returns matrix element values identical to those

computed by (3.1), given the actual form of the contact reports generated.
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If a contact is associated with an existing track rather than used to start a new
one, the update-track object is called by ACT-LDBM to perform the Kalman filter
operations. The remaining objects in ACT-MTST are all components of the update-
track object with the exception of the object cov-to-ellipse, which is called by various
display and graphics objects to determine the orientation, semi-major and major axes
of the ellipse representing a covariance matrix. Since, as shown above, all the
ellipses are actually circles, this object is another anachronism of the mismatch
between the capabilities of the tracker and the contact reports actually input to it. It
can be simplified in a manner similar to compute-mean covariance above to return
the radius of a circle instead of a major axis, minor axis and orientation of a ellipse.

Focusing once again on the update-track object, it first defines the spatial data
parameters of the contact and the track the contact is used to update. ASSET uses
four data structures to represent the data associated with contacts and tracks:

® obu-contact: consisting of contact id, receipt time, track association, sensor,
categorization (track association flags "pinnedp” and "lockedp", and number of
passes through ACT-CLUSTER and ACT-ASSOC), spatial data (the obu-data-
field described below), altitude (surface or subsurface) and HFDFp (an optional
parameter associated with HFDF contacts).

® obu-data-field: type (position-only or position-and-velocity), observation time,
latitude, longitude, AOU orientation, AOU major axis, AOU minor axis,
course, course uncertainty, speed and speed uncertainty.

® obu-track: track id, number of contacts associated to the track (maximum of
five), state and covariance of the track head (most recent contact) and track tail

(oldest online contact), head and tail spatial data (each an obu-data-field), head
and tail contact id, and altitude (surface or subsurface).
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® obu-state-field: reference latitude, reference longitude, state array (offset from
reference position in miles N/S, offset from reference position in miles E/W,
N/S velocity, E/W velocity) and covariance array (four by four array per (3.1)).
The three AOU variables can be eliminated from obu-data-field and replaced by
position-uncertainty, the radius of the actual AOU circle reported. This will not
affect the tracker’s calculation and reduces the memory taken up by contact reports.
An obu-track consists of up to five contact reports, the most recent of which is
the track head and the oldest is the track tail. The variables required for performing
the filter calculations are read from the data structures described above, update-track
then checks the time since the last update. If the new contact observation time is later
than the track head update time, the contact is used to update the track head using a
set sequence of object calls. This sequence contains the Kalman filter procedures as
well as two routines which maintain the latitude and longitude relationships on a
spherical earth and proceeds as follows:
® joumotion: Performs the IOU prediction step and updates the N/S and E/W
offset distances in the track head state to the time of observation of the contact.
These offsets effectively perform the prediction in a plane tangent to the earth’s
surface at the reference latitude and longitude point of the track head.
® change-tangent: Finds the relationship of the iou predicted position and the
contact point in a plane tangent to the earth at the contact’s reference point vice
the track head’s reference point used to compute the prediction in ioumotion.
These matrices are stored as state-cov-old. Since the covariance is circular,
there is no need for the sequence which rotates it.
® make-state: Takes the contact data and produces z, which is called simply

mean and its covariance R which is called var. These two matrices are stored
in state-cov-ctc.
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o filter: Takes state-cov-old and state-cov-ctc and uses Equations 2.14 and 2.15
to compute x,,, and L,,,. The result is the Kalman filter update performed in a
plane tangent to the earth at the contact’s reference point.

® center-tangent: The latitude and longitude of the position produced in filter is
projected back onto the earth from the tangent plane.

¢ update-track-head: The new updated state and covariance are made the new
track head. The contact used to perform the update provides the track-head
contact data.
® update-track-tail: Sorts the contacts making up the track in time order, oldest
to most recent (1 to n). If there is only a single contact, it is designated the
track tail. If there are five or fewer contacts and the oldest contact is already
the tail it remains so; otherwise the oldest contact is made the new tail. If there
are more than five contacts, it takes number contacts, subtracts five and the
contact whose number equals the result is used to update the track tail using the
procedure detailed above. The contact used to update the tail provides the track
tail contact data.  All contacts older than the tail are then pruned from the
track.
Considerable computation time can be saved by simulating a portion of the above
process, rather than actually carrying out all the steps. A revised update procedure
based on using the updated variance (%, ,,) as an approximation to the distribution of
updated states (x,,,) is proposed. Rather than produce the contact position latitude
and longitude randomly using the sensor variance as a distribution and processing it
using the sequence above, the latitude and longitude are chosen by computing the
updated variance, which can be done prior to scenario execution. When it is needed,
the distribution is centered on the target’s true position, and used to generate the
updated states directly by random draw. This new procedure analyzed in detail in

Chapter IV.
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Time delays incurred at communications nodes enroute to the fusion center may
cause the observation time to fall between the track head update time and the track
tail update time. In that case a modified procedure is followed .

® If the time of observation for the contact is later than the tail update time or if
the track does not yet consist of five contacts, then the contact is appended to
the track and the contacts are sorted by time of observation. If the contact is
older than the tail and the track already consists of five contacts, it is ignored
and the procedure stops.

® If the observation time is later than or equal to the tail update time, the tail is
used as the oldest contact, if the new contact is older, then compute-mean-var
is used to make the new contact the oldest.

® The oldest contact is then updated using the procedure described above using the
next contact in the track, in time sequence, as the "contact”. The result of this
becomes the "old contact” and the procedure is repeated, updating each contact
in the track in sequence until the head is updated. The resulting "forward
filtered" track closely approximates the track head which would have resulted if
the time-late contact had been received in sequence.

The calculations performed in ioumotion and filter, all assume that elliptical
AOU’s are being produced by the Detection Reporter and General Sensor objects.
The object make-state can be simplified in the manner as compute-mean-cov as it

performs the same operations. The reduced forms of the equations in those objects

are computed below.

A. REDUCED COMPLEXITY IOU PREDICTION

The matrix equations for calculating the IOU predicted state and covariance are
given by Equations 2.9 and 2.10. Using the symbolic processing capability of the

MathCad 3.0 (copyright 1991 MathSoft, Cambridge MA) computer software package,
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the matrix operations were evaluated. The large number of zero terms and high
symmetry of the ¢ and Q matrices resulted in simple expressions for the elements of
the state and variance predictions. Portions of the calc-mot-mat object which
compute (0,0), £(0,2), f(2,2) for positive time as well as ¢(0,2) and ¢(2,2) can be

used to produce the terms of the following equations used to compute new-var:

E/W pos,,, Fer Y,*Phi(0,2) Vy,
i | NS pos,, | | Bea | |x,#PRiC0,2) Vx, (3.2)
Ep=newmean=\ pry vel, | =W, |=| W.phic2) |’
NIS vel,, | | W, Vx, phi(2,2)

where:
$(0,2) = %(1-e"") and  $2,2) = e, (3.3)
and:
Va,, 0 W,, O
0 Vo, 0 W,
2;.;* ar= i1 kel , (3.4)
W, 0 VW, 0
0 W, 0 Vg,
where:
Va,,, Va,+2 (phi(0,2)) Vb,+phi(0,2)* Vc,+f(0,0)
W, | - (Vb,+phi(0,2) Vc,) phi(2,2)+f(0,2) |, (3.5)
ve,., Phi(2,2)? Ve, +f(2,2)
and with:
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0,0) =
ﬂ)ﬁ 3

f, I-Z(I-e"")-%(l—e'w)],
f0,2) = g (%-e “”)+(-%e‘2"’)] , (3.6)
02

= (]1- -28 .
f2.2) 23(1 e

The f terms given here are the ASSET versions of (2.36), (2.37) and (2.38).
B. REDUCED COMPLEXITY KALMAN UPDATE

In a manner analogous to that used in the preceding treatment of the IOU

update, the matrix equations for the Kalman update were evaluated. The result is:

i Ka,,, 0 Kbi1,,, O

0 Ka,, 0 Kbl
Kb2,,, 0 Kc,,, 0

0 Kb2, 0 Kc

kel

Kalman Gain (3.7)

[}

b

where:
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l A ~
Ka,,, =5 [Vam(vcm 50" me]

Kbl =L [vb,,,%rz ,

@

Kb2, =~V , (3.8
kel [ kel ~p ZBJ

Kc,., =le [Vcbl(‘;am+%r2)—%,,,2] ,

D =(Va,‘,,+%r2)(‘;c,,, —) me

Using these gain values the corresponding updated variance terms are:

[ Va, ., = Ka lr’ ]
k+1 kel 4
0.2
Wbl,, = Kbl, 25
Eea = 1 (3.9
Vb2,,, = Kb2,,, Zr’
0.2
L Ve, = K¢ = 35 3

The updated state is written in terms of residuals which are the differences between

the contact states and predicted states:
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Ry zy-Ry
Rx x-£x
Residuals = = ) (3.10)
RVy V-2V
_R VxJ K Vx-£ Vxﬂ

[v]  [9+kary+KBIRW ]

1 RV;
x i £+Ka Rx+Kbl RVx (3.11)

1%% Vy+Kb2 Ry+Kc RVy
x| | Va+Kb2 Rx+Kc RVx |

The reduced form equations for the state are included here, but are unnecessary if the

estimation of the state is to be used. The accuracy of the estimation technique is

analyzed in the following chapter.
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IV. MODIFICATIONS TO THE ASSET TRACKER

The tracker currently used in ASSET makes two major assumptions relating to
detection modelling:
® Sensor AQU'’s are circles vice ellipses,
® The velocity variance inherent in the sensor is ignored when making the filtered

variance calculation for position and velocity contacts.

Figure 2 shows the geometry of a typical filter operation:

' /—\\\
Contact Position / ", Mew Filtered Position
Randomly Drawn From / \ and 8PA
Distridution Centered on 9 ! . [
Target's True Position , ] \ / /,// \\)
/ B N \ % .y
New Filtared ’°"“°"'/ — Predicted Position/ A ? N
d 8PA | - - b
an "\L\ and AOU N

Contact Position
- Target's Tr:e/bosition
Previous Filtered Position
amd SPA

Figure 2: Geometry of Filter Update Operation.

The equations which exactly determine the position of the center of the SPA are given
in (3.12). Given that the simulation knows the true target location and making

several assumptions detailed below, it is proposed to bypass the Kalman state update




step and estimats one possible position of the SPA based on the relationship between
the SPA center and the true target position. If the true position is distributed
somewhere in the SPA, then from the point of view of the target, the SPA center is
likewise distributed about its position. This allows an estimate of a SPA center to be
generated by drawing a random variable from a distribution with standard deviation
equal to the square root of the filtered variance in position with a mean centered on
the target’s true position. Tkis uses the SPA "in reverse" to find a possible position
for its own center based on the targets true position. Provided the necessary
assumptions are met, this will provide a reasonable approximation to the filtered track
over a series of observations. It also allows the variance values to be precomputed
and drawn from a table vice calculated when needed. These three assumptions are:

® The mean predicter position and velocity must be very close to the target’s true
position and velo iy so the AOU of the predicted position is concentric with the
contact AOU, c. nearly so. This assumption relates to the motion model in the
tracker simulated.

@ [t is sufficient to model the behavior of detections in the mean, rather than
explicitly computing them individually. This assumption relates to the
interaction between the correlator and the tracker.

¢ The distribution of filtered states has its mean at the target’s true position and a
variance equal to the steady-state value of Va (3.10).

The first assumption sets a requirement for the accuracy of the motion model.

If the predicted position is consistently offset a considerable distance from the target’s

true position and the Kalman gain is small, then the center of the filtered position

45




distribution will be drawn off the target’s true position. This can be shown by

rearranging the terms in Equation (3.12) to yield for a single dimension:

y = ¥ (1-Ka) + KaZy + Kbl (ZVy-Vy) 4.1)

The filtered position y approaches the contact position Zy as Ka goes to one and
moves off to the predicted position § as Ka goes to zero. This case must be avoided
to prevent significant inconsistencies between the distribution of cctual filtered
positions and the estimates generated. Working to keep this relationship is the effect
shown in (2.5) which acts to push the position toward the observed position as the
time interval increases for a given observation AOU size and the IOU rrediction
variance gets large compared to it.

This effect is not easily identifiable in the Kalman gain equations, but increasing
the time interval increases the size of the predicted AOU and increases Ka for a given
observation AQU size. This counteracts the tendency ot the predicted position to
recede to the previous filtered position as the time interval increases and keeps the
required relationship intact for cases where the time interval between observations is
large. The maximum error will occur when the two AOU’s are nearly the same size
and the value of Ka is approximately .5-.65. This assumption is also involved in the
computation of the filtered velocity, where it is assumed that the difference between
the predicted and observed position multiplied by gain Kb2 is small.

The second assumption requires acceptance of a lack of consistency between the

correlator and the tracker models. The ACT-ASSOC module uses the Kalman filter
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for calculation of the spatial measure of correlation it uses to associate contacts to
tracks. The effect of using equally representative, but different, implied contact
locations by the correlator and tracker to do contact association and track updating has
not been thoroughly examined. The fact that the filtered position produced by this
method does not relate to the contact position used for track association does not
appear to be a serious problem, given the Monte Carlo nature of the simulation. The
draw used by the correlator can be looked at as determining whether the proper track
assignment is made, a false assignment made or no assignment made. If the contact
is drawn from the proper distribution, the probability that any single draw results in
any of these occurrences is the same whether or not the tracker goes on to use the
contact to update the track chosen.

The third assumption is again linked to the accuracy of the motion model. The
result of makin, this assumption is shown in Figure 3. The first part is essentially
the effect of assun'ption one being true. The second part is required because the
variance in distribution of the actual filtered position is affected by the speed of the
actual target. For target speeds less than the modelled speed, the actual distribution is
tighter than the estimated value. The opposite is true if the target speed is faster than
the model. The implication of this assumption is that the target is exactly performing
the motion modelled and the tracker does not respond as the actual Kalman filter does
to deviations from the expected motion. Since the range of velocities the submarine
targets may have is small, this deviation is typically less than fifteen percent of the

SPA size.
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Figure 3: Modified Filter Operation Geometry.

A. PROPOSED MODIFICATIONS

Implementaﬁc;n of these changes in the code is a part of a separate effort to port
ASSET to the Sun UNIX workstation. A listing of the applicable code is contained in
Appendix B. The update-track object described in Chapter 1II ia the primary object
to be modified to implement these changes. Its function can be split between those
used to precalculate the variance values and those used to estimate the velocity if
precalculation is desired. This involves computing the three steady state variance

values for each sensor AOU size, for representative values of the contact interarrival
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time. Other objects to be changed are mentioned below and included in the Appendix

B as well. A summary of these modifications include:

® joumotion: The three element values of the f matrix (f(0,0), £(0,2) and f(2,2))
and the two ¢ matrix values (¢(2,2) and ¢(0,2)) are computed as before, but not
set in matrix form. The values are used to compute the three element values of
the predicted variance using Equation (3.6). The three computed values will be
used to compute the steady-state filtered variance values which are stored in a
table for future reference. A table of the number of iterations needed to reach
steady state versus interarrival time is detailed in Appendix C.

e change-tangent: This object is not required.

® make-state: The random numbers used to determine the contact’s latitude and
longitude (from the contactPositionDraw function called by the Detection
Reporter) can be retained, but as discussed above this seems unnecessary. The
two values of the R matrix are all that need be calculated by this object.

o filter: The values computed in ioumotion are used to calculate the three
elements of the filtered variance using Equation 3.10 for representative values
of the contact report interarrival time. A graph of the steady state gain Ka
versus interarrival time is contained in Appendix D. The Kalman gains are
computed in order to find those values and will be used below to set the range
of operation of the filter.

This set of routines comprise the pre-processing module and can be separated
from the rest of MTST so it computes the necessary data at the start of the
simulation. This requires computing the three variance values for 33 interarrival
times, giving approximately .03 between succesive table values from .03 to .97.
This requires 100 values be tabulated for each AOU defined. Retrieving values from
a data array of perhaps 1500 elements appears to be significantly faster than

calculating the values individually each time the filter is called.
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The following routines perform the necessary computations at the time the filter

operation is performed:

o center-tangent: This object is modified to call the function
contactPositionDraw and, using the filtered variance drawn from the table
computed above, as positional variance choose a center for the SPA. The
distances involved to not require the use of the spherical earth routine in
contactPositionDraw. The new latitude and longitude can be calculated using
1° of latitude=60.1077nm and 1° of longitude=60.1077*cos(latitude)nm. The
error in this estimate is less than one percent out to ranges of 600nm at non-
polar latitudes. The filtered velocity can be estimated by the following
equation:

w;ol = Vy‘e“" (l -K3)+K32W1 (4'2)
Vx,, = Vx,e ™ (1-K3)+K3 ZVx,

o update-track-head: The position and velocity computed in center tangent and
the new variance values are used as before to update the track-head. The state
consists of the position latitude and longitude and the corresponding velocity
components, while the covariance consists of the three steady-state values of the
filtered variance.

® update-track-tail: This is modified in the same way as update-track-head to
account for the new form of the state and covariance.

The result is a close approximation to the variance values obtained from the
full implementation and a position that represents the result of some combination of
predicted position and contact position that was not specifically identified and operated
on. The distribution of estimated filtered states closely approximates that of actually

computed states. The specifics of this comparison are detailed below.
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B. ACCURACY OF THE MODIFIED TRACKER

The assumptions underlying this new procedure introduce deviations from the
full implementations. As discussed above, the error in the positioning of the SPA
about the target’s true position error is maximum for Ka approximately .5-.65. The
mean value of this error, assuming the worst case of a non-maneuvering target, can
be calculated using Equation (3.3) to find distance from the old filtered position to the
new observation position. Since the observations are centered on the true target
position, the mean of this value can be calculated using the true target position. The
results are shown in Appendix E for favorable and unfavorable conditions. From
these results it can be seen that the error is excessive for targets at high speed if the
time between detections is very long. This quickly drops off however, and for more
reasonable time intervals of less than one hour, the relative error, even for high speed
targets, is negligible.

Assumption three must also be valid for the approximation to be reasonable.
The validity of the first part of the assumption is shown above. This requires that the
variance of the distribution of filtered positions be equal to the filtered variance.
Appendix F presents a comparison of filtered position distributions and filtered AOU
sizes for various target speeds, computed using the model in the Appendix G. The
data in Appendix F is the result of modelling 48 hours worth of tracking data or no
more than 300 observations. The simulated target conducted a random tour consisting

of ten course changes executed at time intervals with an exponential distribution and a
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mean of 4 hours. The target’s speed was either 3 knots, 10 knots or 30 knots. The
standard ASSET IOU parameters $=.25 and 0=108'7 were used. The results of 30
different iterations were averaged to determine the mean values.

The results indicate that for long time intervals between contacts, and speeds
near the modeled one, the results are fairly good. Excessive deviations are exhibited
when the target’s speed is far in excess of the modeled speed. Even in the case
where the actual target speed was ten knots, the damping of the velocity is apparent in
the filtered mean speed. When this is combined with the offset error described above,
errors of up to sixteen percent can result. While this is a large error, the average
value this error takes through the range of common time intervals between
observations (.1 hours to 1 hour) and possible contact speeds, is closer to five
percent.

One source of this error can be seen by comparing (3.10) and (3.12). While the
single Kalman gain Ka is used to compute the value of the variance, the actual
distribution is computed using both Ka and Kbl. For the range of AOU sizes
associated with submarines and MPA assets (at worst 25nm) leaving the SPA
unadjusted amounts to an error in standard deviation of the estimated distribution of
less than Inm. The error is typically conservative, increasing the SPA size by the
error, and is largest when the time interval between contacts is small. This produces
errors which, while a significant percentage of the AOU size, are actually quite small.

A notable exception is the decrease in the standard deviation in situations where the
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target speed is high, counteracting some of the IOU process’ tendency to
underestimate the targets speed in this case.

The failure of the estimate to account for the target’s velocity causes the
resultant track to be erratic. This effect worsens as the distance traveled between
observations gets small with respect to the AOU size. The actual filter exhibits
consistant errors in this case, while the estimate zig-zags wildly around the true target
track. Since the linearity of the track is not critical to any part of ASSET except
possibly the correlator, the effect is minimal. For any single point the estimate
produces, a track could exist which includes it. The random draw combines elements
from all these hypothetical tracks into a single collection which has the proper
pointwise relationship to the real track. Thus, while specific combinations of
observation AQU size and observation interval result in poor performance, others
result in improved performance.

The performance of the modified filter is reasonably consistent with the original
filter operation. A 3-5 nm error in a 25 nm AOU does not significantly impact the
cueing or search efforts of prosecuting platforms and tracker performance is actually
improved for cases where the target is transiting, moving at high speeds without
maneuvering. The errors present in the modified tracker appear to have no negative
impact on the operation of the rest of the simulation and while introducing moderate
errors in tracking maneuvering targets, balances that with improved performance

against non-maneuvering ones. Appendix G contains examples of the original filter’s
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tracking ability and that of the estimate for a variety of sensor AOU sizes and mean

interarrival times.

C. LIMITING THE RANGE OF FILTER OPERATION

An interesting effect apparent from Appendix F, is the limiting nature on the
filtered position distribution of the contact AOU on the one hand and the predicted
AOQU on the other. This situation stems from the same effect that moves the filtered
position from the observation position toward the predicted position. This can be
seen directly by looking at the values of the Kalman gains as a function of range for a
given time interval between observations. Examples of these relationships are shown
in Appendix H. As can be seen from these graphs, if the observation AOU radius in
nautical miles is limited to being less than 150 times the time interval in hours, the
Ka value remains above the “flat" portion of the curves, approaching zero.
Observations which arrive at the tracker such that the interval since the last contact is
too small compared to the AQU size will be filtered using primarily the prediction
information. The effect of the contact is largely ignored. This is the filter’s way of
saying that the information value of the contact is not high enough to be considered of
value in computing the filtered position.

Such contacts can be ignored as there is little difference between the predicted
position and variance and the resultant state and variance. A lower limit of 1nm on
the observation is hardwired into the make-state and compute-mean-cov objects. If

the time between contacts is too short, little is gained unless the AOU is tiny. The
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1nm limit implies that the minimum time interval between contacts is around .01
hours to allow the contact data to be assimilated into the track. If the contact makes
no contribution to the track update, there is no reason to perform the filter operation.
The effect of this can be seen in the data in Appendix F, where the predicted and
filtered values are very close for small time intervals and large observation AQUs.
Thus in dense contact environments, with contacts arriving at the fusion center at
intervals of less than 30 minutes, any contact based on an AOU larger than 150 times
the time since the last contact in hours, can be ignored and not filtered. This value of
150 corresponds to a Kalman Gain limit of approximately .1. The exact value is
rather arbitrary so long as it not too far into the portion of the curves that change
quickly with variation in observed AOU size. This could be made a user input to
limit the resolution of the tracker and speed execution time during scenario
development and testing, and then reduced to provide more accurate track information
when the data 1s actually collected.

In similar fashion tracks which have not been updated in a long time, do not
contain enough information to affect contacts that arrive with AOUs less than 5-10
times the time interval since the last observation. If the value of Ka is very close to
the "flat" portion approaching one, the predicted value is ignored in favor of the
contact data. This allows similar saving of filtering operations in sparse track
conditions with accurate sensors. If the time interval between contacts is expected to

be greater than one hour and the contact AOUs are small, using the raw contact to
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update the track is a reasonable approximation if the observation AOU size is smaller
than five times the time between contacts in hours.

When these two "gating” techniques are utilized, substantial numbers of filtering
calls can be eliminated. This can be particularly true in scenarios covering large
ocean areas with many possible targets. During the initial stages of the campaign, as
search assets slowly get cues for very quiet enemy tactical platforms, detections will
not be made until the enemy is at close range. This will result in observations with
relatively small AOUs coming in at long time intervals. As cues are dispatched and
friendly forces converge on the enemy, even a modest number of platforms soon
begin producing contact streams that arrive at rapidly decreasing intervals. Putting
limits on when the filter is invoked will prevent the simulation from wasting efforts

computing a SPA that does not really use much of the contact information.
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V. CONCLUSION

From a discussion of the construction and use of the Kalman filter based
Maneuvering Target Statistical Tracker it has been shown that the tracker
implementation in ASSET is not currently matched well to the types of inputs it
receives. This results in the calculation of many duplicate values, the performance of
unnecessary matrix manipulations and the calculation of values in situations when
little useful information is gained. Improvements to the tracker aimed at decreasing
the computation time which were discussed include:

® Use of the equations detailed in (3.3) through (3.12) to compute the actual
filtered variance and position.
® Filter the variance of the contact distribution about the target prior to conducting

a random draw, thus producing a position drawn from a distribution

approximating that of the actual filtered positions variance. Since the

observations play no part in calculating this variance, appropriate values for the

sensor AOUs can be precomputed for a range of expected time intervals.

® Limit the situations where the filter is actually used to those which will result in
a meaningful amount of information being extracted.

® Using planar estimations of the latitude and longitude computations rather than
perform the conversions on a "spherical earth”.

When taken together these modifications greatly reduce the complexity of the

calculations required to update a track after an observation. They can also be put
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under user control so the level of fidelity can be adjusted based on the requirements
of the architecture and the stage in development of the architecture the analyst is at.
Areas for future work in this area include:

® Formulating a faster way of estimating the steady state gains for use in a table
of pre-calculated filtered variances.

® Analysis of the filtered position distributions of other types of trackers to
determine if a better method of approximation can be determined, one which
better accounts for target velocity.

e Formulating a simple, recursive estimate of the Kalman gains for on-the-fly
calculation. An attempt at this by using limiting values as the time interval got
small yielded very good steady state results, but divergence and chaotic
behavior for small AOU sizes (< 10nm radius) precluded its use iteratively.

® An analysis of the algorithms in the correlator to determine if all of its
algorithms are necessary, or if a simple probability of correct/false/no
correlation could be substituted. If appropriate, determine what those
probabilities should be.

® Modelling how the AOU size should change with respect to range and bearing
from the searcher. A strict linear bearing error vs range is a simple way of
solving the problem of constant sensor AOU size. The real situation is not
quite so simple. This requires computation of the beam sizes and beam
distribution of a towed array and the effect of TMA techniques on determining
the position course and speed of the target. This would allow for proper
calculation and filtering of the sensor’s variance in velocity measurement as
well.
The last example opens up a plethora of possibilities for analysis of the parameters
required for input to ASSET. A compendium of data on everything from
communication network modelling, to aircraft maintenance data analysis, to platform
on platform engagement simulation, and so on. Well researched values for the

present and expected future interactions of platforms and their supporting

58




infrastructures need to be produced if ASSET and simulations like it are to be
available to the average user.

ASSET has the potential to be a very effective analysis tool. A great deal of
work must be expended to provide the necessary data to allow its practical use. In its
present form it requires so much expert knowledge on so diverse a collection of
topics, it is doubtful one person could perform meaningful analysis without an
inordinate amount of time spent in research. Continued evolution in the functionality
of the simulation will provide increased applicability and accuracy of resulits.
Increased streamlining of the computational algorithms will be necessary as this
occurs to keep it running on a desktop workstation in a reasonable period of time.
Striving for improvement in performance however, without providing a ready source

of data will most probably preclude widespread use of the simulation.
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APPENDIX A: CHARACTERIZATION AND ESTIMATION OF ¢ AND Q.

The following equations represent the elemets in the transition matrix, phi, and the IQU process noise, Q.
Approximation equations which can be used to more quicly calculate the values are also given.

(L0 62 00 gl 0 @2 0 (. 1,10..5000 time - (1)-.01 time, = .1
¢{o 1 0 621 10 a0 q25n=1,10..300 )
0 0 43 0, qu 0 @3 0/ Vv.10 a-.2 o6:V./a
00 0 ¢3; 0 q 0 gq3] :
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The graphs which follow show the behavior of these functions over various time intervals. The variable "time"
is equal to the elapsed time from the last contact's time of observation to that of the present contact, in hours.
The estimated values are computed using the first two significant terms in the series expansion of the exponential
terms. These estimates are very accurate for interarrival times of two hours or less.
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APPENDIX B: APPLICABLE SOURCE CODE
This appendix contains portions of the ASSET source code which would be modified
to implement the changes described above. The remarks indicate the appropriate
portions which would be deleted or changed. This is not an all inclusive listing, but

contains the portions most affected by the modifications.

ACTMTST Wed, Apr 23, 1980 1

OBJECT ACT-MTST

ACT-MTST 13 an Object LISP implementation of MIST, the
Manuevering Target Statistical Tracker.

(setq act-mtst (kindof nil))

(defobfun (exist act-mtgtl (init-list)

{(usual-exist init-list)

(have ’'dror (/ pi 180))

(have ‘alpha 0.25)

(have 'sigma (sqrt (/ 100 2))) : 10 knot target
)

(defobfun (Create-cbject-links act-mtst) (0sis)
(have 'ldixs (ask osis ldbm))
)

(defobfun (start-new-track sct-mtst) (uc track-id)
{iet” ((mean-cov-list (Compute-mean-covariance uc))
(mean (first mean-cov-list))
(var (second asan-cov-list))
(alt (obu~contact-altitude uc))
tuc~spatial~-datd (ocbu-contact-spatial-data uc))
(iat (cbu-data-field-lat uc-spstial-data))
(lng (obu-data-field-lng uc-spstial-data))
(ctc-list (list uc))
track state-cov
}
(setq state-cov (make-obu-state-field
:ref-lat lat :ref-lng lng
:state mean :covariance var))
(return-from start-new-track
(make-cbu-track :id track-id
:number-of-contacts 1
:head-state-covariance state-cov
:head-contact-id (abu-contact-id uc)
:head-spatial-data uc-spatial-data
:tail-state-covariance state-cov
:tail-contact-id (obu-contact-id uc)
:tail-spatial-data uc-spatial-data
:altitude alt
Leontacts cte-list
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ACT-MTST

Wed, Apr 25, 1990

(defobfun (campute-mean-covariance act-mtst)
(let* ((uc-spatial-data (obu-contact-spatial-data uc))

(uc)

(type (cbu~data-field-type uc-spatial-data))
(lat (obu-data-field-lat wuc-spatial-data))
(ing (obu-data-field-lng uc-spatial-data))
(brg (ocbu-data-field-brg uc-spatial-data))
(maj3 (obu-data-field-ma4 uc-spatial-data))
(min {obu-data-field-min uc-spatial-data))
{(cse ({(obu-data-field-cse uc-spatial-data))
(cse-unc (cbu-data-field-cse-unc uc-spatial-data))
(spd (obu-data-field-spd uc-spatial-data})
{spd-unc (obu-data-field-spd-unc uc-spatial-data))

(mean (make-array 4 :initial-element Q))
(var (make-array '(4 4) :initial-element 0))

stationary smaj smin cosb sinb cosb2 sinb2
)
(setq
(setf
(sect
(setf
(setf
(setq
(setq
(setq
(setq
(setq
(setq
(setq
(setq
(setf
(setf

sigma signa) (* 2 alpha)))
(aref mean 2) (* spd (cos (* dtor (- 90 cse)))
(aref mean 3) (* spd (sin (* dtor (- 90 cse)))
(aref var 2 2) stationary)

(aref var 3 3) stationary)

smal (max maj 1))

smin (max min 1))

cosb (cos (* dtor brg)))

sinb (sin (* dtor brg)))

cosb2 (* cosb cosb))

sinb2 (* sinbd sind))

smai2 (* 0.25 smaid smaj))

smin2 (* 0.25 smin smin))

(aref var 0 0) (+ (* smin2 cosb2) (* smaj2 sinb2)))
(aref var 0 1) (* (- smai2 smin2) sindb cosdb))

(setf (aref var 1 0) (aref var 0 1))

(set{ (aref var 1 1) (+ (* smin2 sinb2) (* smaj2 cosb2)))
(return-from conpute-mean-covariance (list mean var))

stationary (/ (*
1}
V)

(des
(iet*

fun (update-track act-mtst) (uc track)

{{uc-spatial-data (obu~contact-spatial-data uc))

(1d (obu~contact-id uc))
(type (obu-data-field~type uc-spatial-data))

(lat (cbu-dats-field~lat uc-spatial-data))

(lng (cbu-data-field-lng uc-spatial-data))

(brg (ocbu-data-field-brg uc-spatial-data})

(maj (ocbu-data-field-maj uc-spatial-data))

(min (obu-data-field-min uc-spatial-data))

(cse (obu-data-field-cse uc-spatial-data))
(cse~unc (obu-data-field-cse-unc uc-spatial-data))
(spd (obu-data-field-spd uc-spatial-data))
(spd~unc {(obu-data-field-spd-unc uc-spatial-data)}
(obs-time (obu-data-field-obs-time uc-spatial-data))
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(track-spatial-data (obu-track-head-spatial-data track))
(tail-spatial-data (obu-track-tail-spatial-data track))
(last-update-time (cbu-data-field-obs-time track-spaz.al-data))
(taii-update-time (obu-data-field-obs-time tail-spatial-data })
(last-state-cov (obu-track-head-state-covariance track))
(tatl-state-cov (obu-track-tail-state-covariance trackl)
(last-ref-lat (cbu-state-field-ref-lat last-state-cov))
(last-ref-1ng (obu-state-field-ref-lng last-state-cov))

state-cov-old state-cov-CtcC state-cov-new delta-time

contacts time-old mean-var-list pos ctc ctc~sd count
)

(setq delta-time (- obs-time last-update-time))

(L€ (>= delta-time 0)
(progn
(setq state-cov-old (change-tangent lat lng
(fourotion delta-time last-state-cov)))
(setq state-cov-ctc (make-state type lat lng brg maj min cse cse-unc
spd spd-unc))
(setq state~cov-new (Center-tangent (filter state-cov-old
state-cov-cte) )}
(setq track (update-track-head track uc state-cov-new
uc-spatial-data :d))
(setq track (update-track-tail track))
)
(progn
(12 (or (> obs-time tail-update-time)
(< (cbu-track-number-of-contacts track)
(ask ldbm contacts-fram-head-to-tail)))
(progn
(setq contacts (append (obu-track-contacts track) (list uc)))
(setq contacts (sort contacts ¢'(lambda (x y)
(< (cbu-data-fie.d-cbs-time (obu-contact-spatiai-data x))
(obu~data-field-obs-time (obu-contact-spatiai-data
¥
(1f (>= obs-time tail-update-time)

(progn
(setq state-cov-old tail-state-cov )
(setq time-old tail-update-time)
)
(progn

(setq mean-var-list (compute-mean-covariance (first
=3nTacets)))
(setq lat (cbu-data-field-lat (obu-contact-spatiai-daza
{£irsT contacts))))
(setq lng (abu-data-field-lng (obu-contact-spatiai-data
121rsT contacts))))
(setq state-cov-old (make-cbu-state~field
:ref-lat lat
:ref-1ng 1ng
:state (first mean-var-ljis:)
:covariance (second mean-var-list)))
(setq time-old (obu-data-field-obs-time
(obu-ccntact-spatial-data (firse
I3nTacslny
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)

(setq count (min (ask ldbm contacts-from-head-to-tail)
(- {list-length contacts) 1))}

(dotimes (i count nil)

(setq pos (+ (obu-track-number-of-contacts track) (- count} .
)
{setq ctc {nth pos contacts)})
(setq ctc-sd (obu-contact-spatial-data cuc)}
{setq type (obu-data-field-type cte-sd))
(setq obs-time (obu-data-field-obs-time ctc-sd))
(setg lat (obu-data-field-lat cte-sd))
(setq lng {obu-data-field-lng ctec-sd))
(setq brg (cbu-~data-field-brg ctc-sd))
(setq ma) (obu-data-field-maj ctc-sd))
(setq min (obu-data-{ield-min cte-sdi)
(setq cse (cbu-data-field-cse ctc-sd))
(setq cse-unc (obu-data-field-cse-unc ctc-sd))
(setq spd (obu-data-field-spd cte-ad))

(setq spd-unc ({(obu-data-field-spd-unc ctc-sd))
(setq delta-time (- obs-time time-oid))
(setq state-cov-old {(change-tangent lat 1lng
{ioumotion delta-time state-cov-old)))
(setq state-cov-ctc (make-state type lat lng brg ma: min cse

spd spd-unc))
(setq state-cov-old (center-tangent

(filter state-cov-old state-cov~c:c)))
(setq time-old obs-time)

Ilse-unc

)
(setq track {(update-track-head track uc state-cov-old
(obu-contact-spatiai-data (f.zrst
(last contacts)})
(obu-contact-id (first (last
tcntactsy)yy)
(setq track (update-track-tail track))
)

)

(return-from update-track track)

(defobfun (update-track-head act-mtst) (track uc state-cov spatial-data :d)
t.ez ((contacts (append (obu-track-contacts track) (list uc)))
)
(setq contacts (sort contacts ¢’ (lambda (x y)
(< (obu-data-field~obs-time (cbu-contact-spatial-data x))
(obu-data-field-obs-time (obu-contact-spatial-dacta
ARRERD]
(set! (obu-track-number-of-contacts track) (+ {obu-track-number-of-contac:s
~rack) 1))
1ser? (obu-track-head-state-covariance track) state-cov )
(se~f (obu-track-head-spatial-data track) spatial-data)
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(setf (obu-track-head-contact-id track) id }
(setf (obu-track-contacts track) contacts )
(return-from update-track-head track)

(defobfun (update-track-tail act-mtst) (track)
(lez* ((nctcs (obu-track-mumber-of-contacts track))
(head-sc (obu-track-head-state-covariance track))

(head-sd (obu-track-head-spatial-data track))
(head-id (obu-track-head-contact-id track})
(tail-sc (obu-track-tail-state-covariance track))
(tail-sc (obu-track~tail-spatial-data track))
(tail-id (obu-track-taii-contact-id track))

(tail-update-time (obu-data-field-obs-time tail-sd))
(contacts (obu-track-contacts track))

type cbs-time lat lng brg maj min cse cse-unc spd spd-unc
mean-var-list new-tail pos-new-tail new-tail-sd delta-time
state-cov-old state-cov-ctc state~cov-new

)
(setq contacts (sort contacts ¢'(lambda (x y)
(< (obu-data-field-obs-time (obu-contact-spatial-data x))
(cbu-data-field-obs-time (obu-contact-spatial-data
¥111))
)
(1f (<= nctcs 1)
(progn (setf (cbu-track-tail-state-covariance track) head-sc)

(setf (obu-track-tail-spatial-data track} head-sd)
{setf (obu-track-tail-contact-id track) head-id)
(return-from update-track-tail track)

)

(1f (<= nctcs (ask ldbm contacts-from-head-to-tail})
(41f (= tail-id (obu-contact-id (first contacts))}
(return-from update-track-tail track)
(progn
(setq mean-var-list (compute-mean-covariance (first contac:s)!)
(setq lat (ocbu-data-field-lat (cbu-contact-spatial-data (first

contacts) )
(setq 1ng (obu-data-field-lng (cbu-contact-spatial-data (first
contacts))))
{setf (obu-track-tail-state-covariance track) (make-obu-state-fiel.d
:ref-lat lat
:ref-1ng lng
:state (first mean-var-list)

:covariance (second mean-var-list)))
(setf (ocbu-track-tail-spatial-data track) (cbu-contact-spatial-data
(first contacts)))
({setf (obu-track-tail-contact-id track) (obu-contact-id (firs:
Icrtactsy )

(return-from update-track-tail track)
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(setq pos-new-tail (- (obu-track-number-of-contacts track)

(ask ldbm contacts-from-head-to-taill))
(sety new-tail (nth pos-new-tail (obu-track-contacts track)}}
(setq new-tail-sd (cbu-contact-spatial-data new-tail))

(setg type (obu-data-field-type new-tail-sd))
(setg obs-time (obu-data-field-cbs-time new-tail-sd))
(setq lat (obu-data-field-lat new-tail-sd})
(setq lng {obu-data-field-lng new-tail-sd))
{setq brg (obu-data-field-brg new-tail-sd})
(setq maj (obu-data-field-ma3 new-tail-sd))
(setq min (obu~-data-field-mun new-tail-sd)}
(setq cse (obu-data-field-cse new-tail-sd))
{setq cse-unc (obu-data~field-cse-unc new-tail-sd))
(setq spd (obu-data-field-spd new-tail-sd))

(setg spd-unc (cbu-data-field-spd-unc new-tail-sd))

(setq delta-time (- obs-time tail-update-time))

(setq state-cov-old (change-tangent lat lng {ioumotion delta-time
a:.-sci))

(setq state-cov-CtC (make-state type lat lng brg maj min cse cse-unc spd
spd-unc))

(setq state-cov-new (center-tangent (filter state-cov-old
STate~cov=Ccrel))

(sez? (obu-track-tail-state-covariance track) state-cov-new)

(setf{ (obu-track-tail-spatial-data track) new-tail-sd }
(sez? (obu-track-tall-contact-id track) (cbu-contact-id new-tail))
{prune-contacts-before-tall track) ; Get rid of contacts before tail.

(return-from update-track-tail track)

(defsozfun (prune~-contacts-before-tail act-mtst) (track)

t.e% {(ncecs (obu-track-number-of -contacts track))
(centacts (obu-track-contacts track)}
(nax-ctcs (ask ldbm contacts-from-head-to-tail))
tail-position

)
(setq tail-position (- nctcs max-ctcs))
(1f (<= tail-position Q)
(return-fram prune-contacts-before-tail nil)
)
(dotimes (i tail-position nil)
(setq contacts (remove-element contacts 0))
)
(setf (obu-track-number-of-contacts track) max-ctcs)
(ser! (obu-track-contacts track) contacts)

(deforpfun {ioumotion act-mtst) (time state-cov)
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(let ((lat (obu-state-field-zef-lat state-cov))
(lng (cbu-state-field-ref-lng state-cov))
(mean (obu-state-field-state state-cov))
(var (obu-state-field-covariance state-cov))
motion-matrices phi f new-mean new-var
vartmp phitzrn

)
(1f (= time 0)
(return-from iounotion state-cov)
}
(setg motion-matrices (calc-mot-mat time))
(setq phi (first motion-matrices})
(setq £ (second motion-matrices))
(setq new-mean (matrix-multiply phi mean))
(setq vartmp (matrix-multiply phi var })
(setq phitrn (matrix-transpose phi))
(setq new-var (matrix-add (matrix-multiply vartmp phitrn) f))
(setq phi new-~var)
(setq phitzrn (mAtrix-transpose new-var))
(serq new-var (matrix-scalar-multiply 0.5 (matrix-add phi phitrny))
{rezurn-from ioumotion (make-cbu-state-field
:ref-lat lat
:ref-ing 1lng
:state new-mean
:covariance new-var)

(deforfun (calc-mot-mat act-mtst)! (time)
(let* ((invalpha (/ 1 alpha))
(sinvalpha2 (* invalpha invalpha))
(expalphat (exponential (* -1 alpha time)))
(exp2alphat (* expalphat expalphat))
($4 (make-array '(4 4) :initial-element 0))
(phi (make-array '(4 4) :initial-eiement 0))
)
(if (> time 0)
(progn
(setf (aref £ 0 0) (* invalpha2 (- time (* invalpha
(- (* 2 (- 1 expalphat)) (* .5 (- 1 exp2alphat)))))))
(setf (aref £ 1 11 (aref £ O O})
(setf (axef £ 0 2) (* invalpha2 (+ 0.5 (- expalphat)
(* .5 exp2alphat))))
(setf (aref £ 2 0) (aref f 0 2))
(setf (aref £ 1 3) (aref £ 0 27)
(setf (aref f 3 1) (aref £ 0 2))
(setf (aref £ 2 2) (* 0.5 invalpha (- 1 exp2alphat)))
(setf (aref £ 3 3) (aref £ 2 2))
)
(progn
(setf (aref f 0 O} (* invalpha2 (- (- time) (* invalpha
(- (* 2 (- expalphat 1)) (* .5 (- exp2alphat 1}))))}))
(setf (aref f 1 1) (aref £ 0 0))
(setf (aref £ 0 2) (* invaipha2 (+ (- 0.5) expalphat
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(serf
(set!
{secf
(setf
(setf
)
}

(¢ -1
(aref
(aref
(aref
(aref
(aref

[ e W W W B

Wed, Apr 25, 1990

S exp2alphat))))

2 0) (aref £ 0 2))
1 3) (aref £ 0 2))
3 1) taref £ 0 2))
2 2) (= 0.5 invalpha (- exp2alphat 1)))
3 3) (aref £ 2 2))

(setq £ (matrix-scalar-multiply (* sigma sigma) f))

(setq phi

(identity-matrix 4})

(sezf (aref phi 0 2) (* invalpha (- 1 expaiphat)))
(secf (aref phi 1 3) (aref pht 0 2))

(setf (aref phi 2 2) expalphat)

(setf (aref phi 3 3) (aref phi 2 2))

trevurn~from calc-mor-mat (iist phi f))

(defobfun (exponential act-mtst) (x)
(1f (< x =350y
(return-from exponential (exp -350))

)

(2f > x 350
(return-from exponential (exp 350)}
(return-from exponential (exp X))

(defobfun (make-state act-mtst) (type lat ing brg maj min cse cse-unc spd spd-unc
(let ((mean (make-array
(var (make-array '(4 4) :initial-element 0))
(stationary (/ (* sigma sigma) (* 2 aipha})}
(smaj (max mai 1))

)

(setf (aref mean 2)
setf (are: mean 3)
setq var (make-var stationary brg smaj sminj})
(return-from make-state (make-cbu-state-field

(
{

(defopfun
(lez”

4 :initial-elemenrt Q))

(snin (max min 1))

(* spd (cos (* dtor (- 90 c¢se)))))
{* spd (sin (* dtor (- 9C cse)n))

:ref-lat lat
:ref-1ng 1lng
istate mean
:covariance varj)

(make~-var act-mtst) (stationary brg smaj smin}
({var (make-array '(4 4) :inivjal-element 0))

(cosb (cos (* dtor brg)))

(sinb (sin (* dtor brg)})

(cosb2 (* cosb cosk))

(sinb2 (* sinb sinb))
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(sma32
(smin2
)

(se~f (aref var
(setf (aref var
(setf (aref var
(set! (aref var
(setf (aref var
(sewf (aref var

Wed, Apr 25, 1930

(* 0.25

smaj smaj))
(* 0.25 smin

smini)

0) (+ (* smin2 cosb2) (* smaj2 sinb2)))
i) (* (- smaj2 sun2) sinb cosb))

0) (aref var 0 1))

{(+ (* smin2 sind2) (* smaj? cosb2)))
2) statioraiy)

3) stationary)

WN OO
-

(return-from make-var var)

(defobfun (filter act-mtst) (state-cov-scl state-cov-ctc)

(lex ((lat
({ing
(meanl
(varl
(mean2
(var2

{cbu-state-field-ref-lat state-cov-sol))

(obu-state-field-ref-lng state-cov-sol))
(obu-state-field-state state-cov-solj})
(obu-state-field-covariance state-cov-sol})
(obu-state-field-state state-cov-ctcl}

(obu-state-field-covariance state-cov-ctc))

{infmatl (make-array '(4¢ 4)))
(infmat2 (make-array '(4 4)))
{infvecl (make-array 4))
{infvec? (maxe-array 4))

(unpmat  (make-array '(4 4)))
(zmpvec (make~-array 4))
mean var

)

(setqg infmatl (matrix-invert varl))

(setq infvecl (matrix-multiply infmatl meanl))
(setqg infmat2 (matrix-invert var2))

(setq 1infvec? (matrix-multiply infmat2 mean2))
(setq tmpmat (matrix-add infmatl infmat2))
(setq var (matrix-invert tmpmat))

{setq tmpvec (matrix-add infvecl infvecl))
(setq mean (matrix-multiply var tmpvec})
(return-from fiiter (make-obu-state-~field

:ref-lat lat
iref-1ng ing
:state mean
icovariance var)

(defobfun (chang-

(iet ((oldlat
(olding
(mean
(var
(rot
(rostrn
(newtmp

tangent act-mtst) (newlat newlng state-cov)

(cbu-state-field-ref-lat state-covi))
(obu-state-field-ref-ing state-cov))
(obu-state-field-state state-cov)}

(obu-state-field-covariance state-co)
(make-array '(4 4) :initial-element 0))
(make-array '(4 4)))
(make-array ‘(4 411}
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(new-mean (make-array 4 )

(new-var (make-array ‘(4 4)))

latlnglist rngbrglist cenlat cenlng deltabrg cosb sinb

rngl rng2 rngld brgl brg2 brgl
)

(setq rngl (sqrt (+ (* (aref mean O) (aref mean 0))

(* (aref mean 1) (aref mean 1))}))

(setq brgl (arctan (aref mean 1) (aref mean 0))) -
(setq latlnglist (getlatlng oldlat olding rngl brgl 0))

{setq cenlat (first latlnglist))

(setq cenlng (second latlnglist))

(setq brgl (second (getrngbrg oldlat olding cenlat cenlng C)))
(3atq brqg2 (second (getrngbrg cenlat cenlng oldlat oldlng 0!}
(setq rngbrglist (getrngbrg newlat newlng cenlat cenlng 0))
(setq rngld (first rngbrglist))

(setq brgl (second rngbrglist))

(setq brg4 (second (getrngbrg cenlat cenlng newlat newling 0)}))
(setq deltabrg (mod (+ (- brg2 brgl, (- brg3 brg4) 360) 360))
(setq cosb (cos (* dtor deltabrgi})

(se~q sinb (sin (* dtor deltadrg)))

Move the mean position:
(setf (aref new-mean 0) (* rng3 (cos (* dtor (- 90 brg3)ij))
(set! (aref new-mean l) (* rng3 (sin (* dtor (- 90 brgl))))

Rotate the velocity:
(secf (aref new-mean 2) (+ (* cosb (aref mean 2
(setf (aref new-mean 3) (- (* cosb (aref mean 3

)) (* sindb (aref mean 3)1))
}) (* sindb (aref mean 2)))

Rotate the covariance:
(set?f (aref rot O 0) cosb)
(sez? (aref rot 1 1) cosb)
(setf (aref rot 2 2) cosb)
(sez? (aref rot 3 3) cosb)
(setf (aref rot 0 1) sinb)
(setf (aref rot 2 3) sind)
(setf (aref rot 1 0) (- sind))
(set? (aref rot 3 2) (- sinb))

(setq newtmp (matrix-multiply rot var))
(setq rotern (mMatrix-transpose rot))
(serq new-va: (matrix-multiply newtmp rottrn))

(setq rot new-var)
(seng rolirn (Matrix-transpose new-var))
(setq new-var (matrix-scalar-multiply 0.5 (matrix-add rot rottrn)))
(return-from change-tangent (make-cbu-state-field
:ref-lat newlat

:ref-lng newlng
:state new-mean
rcovarjiance new-var) .
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(defobfun (center-tangent act-mtst) (state-cov)
(let ((lat (obu-state-field-ref-lat state~cov)}

(lng (obu-state-field-ref-lng state-cov))
(mean (obu-state-field-state tate-Cov)}

(var (cbu-state-field-covariance state-cov))

(rot (make~-array '(¢ 4) :initial-element 0))
{rottsn (make-array '(4 4)}))

(newtmp (make-array '(4 4)))

(New-mean (make-array 4 1)

(new-var (make-array '(4 4)))

latlnglist rngdrglist newlat newlng newrng newbrg
gl Prgl cosd sind

)

(setq rngl (sqrt (¢ (* (aref mean 0) (aref mean 0))

(* (aref mean 1) (aref mean 1)))))
(1f (< rngl 0.01)
{return-from center~-tangent state-cov)

)

(setq brgl (arctan (aref mean 1) (aref mean 0)})
(setq latlnglist (getlatlng lat ing rngl dbrgl 0))
(setq newlat (first latlnglist))

(setq newlng (second latlnglist))

(setq rngbrglist (getrngbrg newlat newlng lat lng 0))
(setq newrng (first rngbrglist))

(setq newbrg (mod (+ (second rmgbrglist) 180) 360))
(setq deltadbrqg (- newdbrg brgl))

(setq cosb (cos (* dtor deltabrg)))

(setq sind (sin (* dtor deltadbrq)))

Move the mean position:
(setf (aref new-mean 0} 0)
(setf (aref new-mean 1) 0}

Rotate the velocity:
(set? (aref new-mean 2) (+ (* cosd (aref mean 2)) (* sinb (aref mean 3))))
(sat{ (aref new-oman 3} (- (* cosd (azef mean 3)) {(* sindb {aref mean 2))))

Rotate the covariance:

(setf (aref rot 0 0) coab)
(set? (aref rot 1 1) cosb)
(setf (aref ror 2 2) comd)
(setf (aref rot J 3) cosb)
(setf (aref rot 0 1) sinb)
(setf (aref rot 2 J) sinb)
(setf (aref rot 1 0) (- sinb))
(set? taref rot 3 2) (- sind))

(setq newtmp (matrix-sultiply rot var))
(setq rottrn (matrix-transpose rot))
(setq nev-var (satrix-multiply newtmp rottrn})

(setq rot new-var)
(setq rottzn (Matrix-transpose new-var))
(setq new-var (satrix-scalar-smultiply C.5 (matrix-add rot rottrn)))
(return-fram center-tangent (make-obu-state-field
:ref~lat newlat
:ref-ing newlng
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:state newv-asan
:Covariance new-var)

(defsbfun (arctan act-mtst) (y x}
(let (a

)
(1f (and (= y Q) (= x 0))
(return-from arctan 0)
)
(1f (@ y 0)
(progn (1f (< x 0)
(return-from arctan 270)
(return-from arctan 90)

}

1 (<cy O
(setq & (+ (/ (atan (/ x y)) dror) 180))
(setq a (/ (atan (/ x ¥)}) d&tor) )

(1 (>a Q)
(return-from arctan 8}
(rezurn-from arctan (+ & 360))

This procedurs converts a covariance matrix (cov) into an
ellipse. The ellipse is returned in the form:

{ Orientation , Semi-major axis , Semi-minor axis }.

(defobfun (cov-to-ellipse act-mtst) (cov)
(let ((a (aref cov Q Qi)
(b (aref cov 0 1))
(¢ (axef cov 1 1))
brg cosb sind cosb2 sinb2 sincosld smir smnr

)
(12 (not (> (- (* & ¢) (* DB Dd)) O))
(return-from cov-to-ellipse (list 0 (expt 10 9) (expt 10 9}

)
(12 (=D O)
(1 (not (> & <))
(return-from cov-to-ellipse (list 0 (® 2 (sqrt (abs c)))
(* 2 (sqrt (abs &)))})
{return-fram cov-to-ellipse (list 90 (* 2 (sqrt (abs a)))
(* 2 (sqrt (abs ¢)))))

)
)
(Lt >bdD O
(1f (= a ¢}
(return-fram cov-to-ellipse (list 45 (* 2 (sqrt (» a bi})
(* 2 (sqrt (- a b)Y}
}
)
f1f (< b Q)
(1 (= a Q)
(return~fram cov-to-ellipse (list 135 (* 2 (sqrt (- a b}))
{* 2 (sqTrz (* a D))}
)
)
(setq drg (/ (arcta&n (- c &) (* 2 B)) 2))
(se=q sindb (sin (* dator brg)))
(setq cosd (cos (* ator bry)))
(setq $ind2 (" sind sinb))
(setq cosb2 (* cosd cosb))
{serq 3incos2b (* 2 b sind cosbi}
(setq smir (* 2 (SQrt (¢ (* 4 sind2) sincosdd (* ¢ cosbil)))
(se=q sAnr (* 2 {(sQTt (+ (* a cosb2) (* -1 sincos2b) (* c sinbi} )},
(reurn~-fram cov-to-elilipse (list brg smir smnr))

76




Matrix functions Wed, May 3, 1989

lisp matrix manipulation'touunes
.0/28/89--3 c. lent

; these routines operate on three(3) 'standard type' lisp objects which are
; subsets of lisp object types:

1. scalars, l.e., lisp type 'number’
: 2. vectors, i.e., lisp type 'simple-vector' with
i length > 1
: 3. matrices, i.e., lisp type 'array’ with
: rank = 2 and
H each dimension > 1

; all routines accept input, and produce output of these types

: unacceptable inputs produce 'NIL' as output. there are two(2) cases:
H 'non-standard' inputs

i 2. ‘standard’ but mismatched inputs, e.g.,

H the inverse of matrix{(m x n}, where m <> n.

;routines consist of:

: mx-mult

. mx-add

. sc-mx-mult
. mx-trans

. mx-ident

. mx-inverse

OM&IANH

these are built using the following 'sub-routines':

. matrixp

. array-row-el
. array-col-el
. array-row=-dim
. array-col-dim
can-mx-mult
can-mx-add
QT ~mx
mx-factor
ax-subst

CO®®INLEWN -

-

I R R R R R N R RSN R N N R R R R R R S P RN RS RN

(detv" matrix-multiply (a b)
(1f (not (can-mx-mult a b))
(return-fraom matrix-gsultiply NIL)

)
(let ((c) (14-ilist))
(setq c (make-array (remove 1 (list (array-row-dim a) (array-col-dim b)))
}
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Matrix functions Wed, May 3, 1989

}
(do ((indexl 0 (+ indexl 1)))
((> indexl (- (array~col-dim b) 1)))
(4 (> (array-col-dim b) 1) (setqg ii-list (list indexl))
(setq i3-list ()

)
(do ((index2 0 (+ index2 1))})
((> index2 (- (array-row-dim a)} 1)))
(if (> (array-row-dim a) 1) (setq i{3-list (cons index2 ij-list))
}
(setf (apply #'aref c L)-list) 0)
(do ((index3 0 (+ index3 1)))
((> {indexd (- (array-dimension b 0) 1)))
(setf (apply #'aref c 1j-list) (+ (apply #'aref c ij-list)
(* (array~col-el a (list index2

index3))
(array-row-el b (list index3

indexl))
)
)

)
(1f (> (array-row-dim a) 1) (setq ij-list (cdr 1j-list))
)

)

)
(if (equal (array-dimensions ¢) () }
{aref ¢)

(defun matrix-scalar-multiply (sc¢ mx)
{1f (not (and {(numberp sc) (matrixp mx)))
(return-from matrix-scalar-multiply NIL)
)
(let ((f{i~1list) (mx-new (make-array (array-dimensions mx))))
(do ({indexl 0 (+ indexl 1))}
((> indexl (- (array-col-dim mx) 1)))
(:f (> (array-col-dim mx) 1) (setq i3-list (list indexl))
(setq 13-list ()

}
(do ((index2 0 (+ index2 1)})
((> index2 (- (array-dimension mx 0) 1)))
(1f (> {array-dimension mx 0) 1) (setq ij-list (cons index2 13-list))

)
(setf (apply #'aref mx-new ij-liat) (* (apply ¢#'aref mx ij-list) sc))
(setq 1j-1list (cdr 1j-list))
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vl HERRE SRR R sl :

(defun matrix-transpose (mx}
(:f (not (matrixp mx))

(return-from matrix-transpose NIL)
)
(let ((13-list) (mx-new (nmake-array (reverse (array-dimensions mx))}))

(do ((indexl O (+ indexl 1}}}
((> indexl (- (array-col-duim mx) 1}))
(1f (> {array-col-dim mx) 1) (setq 13i-list (list indaxl))
(setq ij-list ())

)
(30 {(index2 O (+ index2 1)))
({> index2 (- (array~-dimension mx 0} 1}))
(1f (> (array-dimensjion mx 0) 1) (setq ii-list (cons index2 i:-l1s%))
)
(set! (apply #'aref mx-new (reverse 13j-list}) (apply #'aref mx 13-iist))
(setq 1j-list (cdr L)-list))

(defun matrix-add (mxl mx2)
(1f (not (can-mx-add mxl mx2))
(return-from matrix-add NIL)
)
(iet ((13-1list) (mx-new (make-array (array-dimensions mxl))))
(do ((indexl O (+ indexl 1)))
((> {ndexl (- (array-col-dim mxl} 1)))
(1f (> (array-col-dim mx}) 1} (setq ij-list (list indexl))
(setq 13-1ist ()
)
{do ((index2 O (+ index2 1)))
((> index2 (- (array-dimension mxl 0) 1))}
(if (> (array-dimension mxl 0) 1) (setq i3-list (cons index? ij-list))
)
(set! (apply ¢'aref mx-new 1j-list) (¢ (apply #'aref mxl :j-list)
(apply #'aref mx2 13-1ist)))
(setq 1)-1i1st (cdr Lj-list))

(defun identity-matrix (m)
(1f (not (and (integerp m) (> m 1))}
({return-from identity-matrix NIL)
}
(lez ((i3-list) (Mx-new (make-array (list m m))))
(do ({indexl J (+ indexl 1)})
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({> indexl (- m 1))
(setq 14-11st (list indexl))
(do ((index2 O (+ index2 1))}
((> index2 (- = 1)))
(setq 13-list (cons index2 ij-list))
(serf (apply ¢'aref mx-new ij-list) (if (= indexl index2) 1 0))
(setq 13-1ist (cdr ti-list))

(defun matrix-invert (&}
{1f (not (sqr-mx a))
(return-from matrix-invert NIL)

)
{let* ((n (array-dimension a 0))
(temp (mx~-factor a n))
(w (car temp))
(ipivot (cadr temp))
)
(:f (= 0 (caddr temp))
{return-from matrix-invert NIL)
)
(Mx-subst w n ipivot)

(Gefun matrixp (a)
(1f (arrayp &)
{cond (({simple-vector-p & )
(1f (> (array-dimension a 0) 0)
T

NIL
)
)
{ (equal (array-rank aj) 2)
(1f (and (> (array-dimension a 0) 0)
(> (array-dimension a 1) O)

1}
T
NIL
)
)
(T NIL}
)
NIL
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Marix functions Waed, May 3, 1908

(defun array-row-el (a i)
(apply #'aref & (if (= (array-rank &) 1)
(list (car 1))

1
)
)
)
(defun array-col-el (a i)
(apply #'aref a (.f (= (array-rank a) 1)
(cdr 1)
b8
)
)
)
(defun array-row-dim (a)
(12 (= (array-rank a) 1)
1
(array-dimension a Q)
)
}
(defun array~col-dim (a)
(1f (= (array-rank &) 1)
1
(array-dimension a (- (array-rank a) 1})
)
)

(defun can-mx-mult (a b)
(1f (and (matrixp a) (matrixp b))
(Lf (= (array-dimension a (- (array-rank a) 1))
(array-dimension b 0)

(defun can-mx-sdd (a D)
(4f (and (matrixp 8! (matrixp b))
(4f (and (= (array-dimension a 0)
(array-dimension b 0)
)
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Matriz functions

Wed, May 3, 1908

(= (array-dimension a (- (array-rank a) 1))
{array-dimension d (- (array-rank by 1))

(defun sqr-mx {(a)
(Lf (matrixp a)
(1 (= (array-rank a) 2)
(1f (= (array-dimension a 0} (array~-dimension a 1))

NIL

{defun mx-factor

(mx n)

(let ((awikod) (colmax) (ratic) (rowmax) (temp) (istar) (1flag 1)

{ipivoe
a
(w

)

(1f (<= n

{make-array ni)
(make-array n))
(make-array (array-dimensions mx)))

)]

(return-from mx-factor nil)

(do (1 0

(+ 1 1))

(rowmax J 0)

)
((= 3
(setf

ny)
(aref ipivot i} 1)

(do ((3 0 (+ 3 L)1)
t{= 39 n))
(setf (aref 1)) (aref mx 3 1))
(SQtQ rOWA  BAX TOWMAX (ADS (aref w L 3))})

)
(when

(dac (ix 0
((» k
tsezq

(@ rowmax 0)
(setq 1flag O)
(setq rowvmax 1)

(aref d 1) rowmax)

(¢ ®x 1))
(= n N
colmax (abs (/ laref w X k) (aref d kj)))
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(setq tLstar k)
(4o ({4 (¢+ k1) (+ 4 1))
{{= § n})
(setq awikod (abs (/ (aref w i k) (aref & i)}})
(when (> swikod colmax)
(setq colaax awikod)
(setq istar t)
)
)
(1f (= colmax 0)
(setq 1flag Q)
(progn
(1€ (> istar k)
(progm
(setq 1flag (* -1 iflaq))
(setq 1 (aref ipivot istar))
(setf (aref ipivot istar) (aref ipivot kj)
(setf (aref ipivet k) 1)
(setq temp (aref d istar))
(satf (aref 4 istar) (aref d k))
(set? (aref d k) tesp)
(@0 ((30 (+ 301
((= 3 n))
(setq temp (aref w istar j))
(setf (aref w istar j) (aref w k 3))
(setf (aref w k 3) temp)
)
)

)
(0 ({4 (*+ X 1) (¢4 1))
{{= 4 n))
(setf (aref w L k) (/ taref w 1 k) (aref w k k)))
(setq ratio (aref w i k})
(do (( 3 (» R 1I(s 3 1))
{(= 3 n)}
(setf (aref w 4 3) (- (aref w 1 J) (* ratio (aref w k

M
)
)
)
)
}
(12 (» (aref w (- n l)(-n 1)) O)
(setq iflag 0)
)
(list w ipivot iflag)
)
)

(defun mx-subst (v 1 ipivot)

(lee (
® (make-array n :initial-elesent 0))
(atn. (make-array (list n n)))
(1p)
)

(do ({col 0 (¢ col 1))}
((e col n))
(setf (aref b col) 1)

(setq ip ('uo! szvo!". b))
(setf (aref ainv 0 col) (aref b ip})

""" DI IANIIIIIINIiiiissidiei e

o (11 e 11N

(sum 0 0)

)

({= L M)

(@ (30 (» 3 11))
(= 311 .
(setq sum (+ sum (* (aref w i J) (aref ainv 3 ccliin

)

(setq 1p (aref ipivot 1))

(sec? (aref ainv i col ) (- (aref b ip) sum))

1
(se=f (aref ainv (- n 1) col} (/ (aref ainv (- n 1) col) (aref w (- n
= n L1y
(@0 (¢ L (= n 2V (=131
(sum C )
)
(te 4 =1))
(40 (( 3 (¢« 2 1) (¢« 311D
te 3 n))

’

(setq sum (> gum (° (aref ainv 3§ col)(aref w L 3111

)
(sez?! iaref sinv L col) {/ (- (aref ainv i col sum) (aref w 1 L

(serf (aref d coly O)




E TRACK Utility

Wed, Apr 28, 1090 1

Procedures:

(dafun getlatlng (latl lngl dist brg flag)
;f.ag = 0 great circle calc

: e L rhumbline
: brg in degrees.
(let* ((lat2 latl)

(lng2 lngl) (rng (rem (/ dist 60.1077) 360))

(cbrg (coslisp brg)) (latlt latl) (clatlc) (slatl)
(srng nil) tcrng nil) (ding nil) (tesmp nil} (clat2 nil}

14 (= latl 90) (setq latlt 89.9))

(1f (= latl -30)

(setq latlt -89.9))

(setq clatl (cosLisp latit))

(1¢ (= flag O

; great circle calculation

(progn (1f (> rng 180)
(progn (setq rng (- 360 rng))

)
}

(setq brg (rem (+ 180 brg) 360))
(setq cbrg (cosLisp brq))

(12 (= clatl O)

(progn

}
tprogn

)
}
)

)
(1 (= flag 1)
tprogn (if (or

(progn

(Lf (= (sinlisp Drg) 1)
(setq lat2 (- latl ng))
(setq lat2 (+ lati rng))

)
(satq 1ng2 lngl)

(setq slatl (sinLisp latlt))
(setq srng (sinlisp Ing))
(setq crng (Coslisp tng})
(satq lat2 (- 90
(acoslisp (fnAbs (+ (* clatl srng cbrg)
(* slatl crng))))))
(serq clatl (coslisp lat2))
(setq dlng (acosLisp (fnAbs (/ (- crng (* slatl
(sinlisp lat2i))
(* clatl clat2)))))
(42 (< (sinlisp brg) 0)
toerq 1lng? (fnCor (- lngl dlng)))
(setq 1ng2 (fnCor (¢ lngl ding)})
)

;12 clatl=0
: progn rng > 180
:4f flag = Qo
srumbline calc
(= brg %0)
(= drg 270))
(setq lat2 latlt)
(12 (= Drg 270)
(setq 1ng2 (fnCor (- lnql
{(/ zng clatln)
(setq 1ng2 (fnCor (* ingl

(/ ng clatl))))
}

} :end then construct brgw90 or brgw270
(progn (setq lat? (+ latlt (* rng cbrgl))

{1f (>= (abs lat2) 90)
(progn (1t (> lat2 0)
(setq lat2 90)
(sezq lat2 -9%0)
)
(setq lng2 Q)
)
(progn (setq temp (log (/ (tanLisp (-~ 4S5 (= 0.5 latlt)))
(canLisp (- 45 (* 0.5 lat2)) )
(setq lng2 (fnCor (+ 1lngl (* GLB.radToDeg temp
(tanlisp Drgii) i)
)
)

) ;end else construct brgw90 or brgw2?0

)
1
VoAt flagel
(i.st lat2 lnq2)
v let




\Zeiun getRNGBr3 iatl lngl lat? lng2 flag!
; flag = 0 great circle
; = 1 rhumbline
(let* ((rng 0) (brg 0) (dlat (abs(- latl lat2)))
(ding (abs(fnCor(- lngl 1ng21))) (x) (y) (latlt) (clar2 (coslisp lat2 )
)

(12 (>= (+ dlat dlng) 0.0001)
(progn (1f (= flag O)
(progn (1f (= dlng O)
(progn (1f (< latl lat2)
(setq brqg O)
(setq brg 180)
)
(setq rng d.ac)
)
(progn (1f (= (abs latl) 90)
(setq latlt (* 89.9
(/ latl (abs latlii))
(setq latlt latl)
}
(setq clatl (coslisp latlit))
(setq slatl (sinlisp latl))
(setq slat2 (sinlisp lat2))
(setq rng (acoslisp (fnAbs(+ (* slatl slatl)
(* clatl clat2
{cosLisp QAlng)))}})
(setq brg (acoslisp (fnAbs(/ (- slat2
(* slatl {(coslisp

mg)))

-
L]

clatl (sinlisp
mONIN (1f (or (>= lng2 -90)
(<= 1ngl 90)) :other than east Or west

(progn (12 (< 1lng2 1ngl)
(setq brg (~ 360 brg))

dateline crosaing

. " neces .
i3 this progn NECessary (progn (if (and (> lng2 90)
. (< ingl -90))
(setg brg (- 360 brg)))
M

M
1) 12 flag=0
(4f (= flag 1)
(progn (if (or (= (abs latl) 90)
(= (abs lat2) 90)) :Morth or South pole
(progn (setq rng dlat)
(12 (» lat2 latl)
(setq brg O)
(setq brg 180))

= (1 / (tanli (- 4% (* 0.5 latl)))
(progn (setq x (log ¢ (nnu.: (= 43 (* 0.5 lat21) 1))
(setq x (* x GLB.radToDeq) )
(setq y (fnCor (- Ing2 1lngl)))
(setq brg (fnArctan x y))
(12 (or (= brg 90)
(= dbrg 270))
(setq Tng (* clat2 ding))
(setq £ng (abs (/ diat (coslisp brg))))
)
IR}
B
B}
(setq £ng (* 60.1077 rngn)
(list rng bry)
) slet
y
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Detection Reporter Wed, Mar 21, 1990

(defobfun (uxist detectionReporter! (init-list)
(Usual-ex:st init-list)

(have ‘report-cype "POSVEL ) POS-pos only, POS¢VEL-pos + vel
(have 'positional-unc 10 ) : mm

(have ‘speed-unc k] ) : ks

(have 'course-unc kL 1e] ) : degrees

(have 'expRepDelay $)
thave 'FAR 0.9
(rave ‘star-Trackp 1)

(se=3 dataNamelis: (append dataNamelist
' (:reports
(report-type positional-unc speed-unc course-uns
expRepDelay FAR StartTrackp))})
(set; datavaluells: (append datavaluelist
(:Tepor:s
{, reporz-cype ,posizional-unc ,speed-unc ,course-unc
,expRepDelay .FAR ,startTracikp)))}
(se=3 dataT;pelis: (append datalypelis:t
'(:reports (data data data data data data data))))
(setg dataTextiis: (append dataTextl:ist
' (:reporss ("REPCRT TYPE" "POSITION EARDR" ®SPEE> ERROR"
*ZOURSE ERROR® “Exp Processing Deia;”
*False AlazT Rate” ™Track In.tiat hPR RN
(sez3 dacaTerp.ateText (append dataTesplateText
' (:repor:s
(("PCS or POSeVEL" *"(PCS , POSeVEL'")
("Nautical M-les® “(0 - 100"

(*Knsts® (¢ - X"
(*Degrees” (0 - 180!")
("Houss”™ =(C - 1001"
("FA per Cay” *{0 - unlimited)"™)
(*Single Contac: to Track® "0 - no, 1 -
yes®) )iy
{iet* ((r--designazors '(reporzs-rb ))
{ro-values (lis: dsyRB3ata))
(r>-names ' (dumry/ABiatal)

)
(upaate-rb-lists rb-designators rd-values rb-names)

(defoziyn (sexForStart detezticnReparrier) ()
(us.a.-se ForSzary;
(~ave ‘corTuteilAR FAR)
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Detection Reperter Wed, Mer 21, 1990 2

(defobfun (getReportDelay detectionReporisir) (soptional targetType)
(return-from getRaporidelay
(exponentialDraw expRepDelay)

(defobfun (make-obu-report detectionReporter) (time target-parms &optional HFOFp!

(let* ((cse (platformStateParms-cse target-parms) )
(sp2 {platfcrmStateParrs-spd target-parms))
[9Y 34 (p-atformStateParmns-lat target-parmsi)
(ing (platformStateParms-ing target-parms) )
(h3= tplazforeStazeParms-hgt target-paras) )
(tarjetName (platf{srzStaterarms-platformName target-parms))
(cat (make-obu-category :pinnedp nil
:lockedp nil

:cluster-count 0
:assoc-count 0))
(sensor-field (make-cbu-sensor
:name (Princ-<o-string name)
1 81Ngle~repost-to-trackp (not (equalp startTrackp 0))))
spatial-data-field
)

(1f (ecqualp report-type 'POS-VEL)
(setg Cse (mod (+ cse (- (random (* 2.0 course-unc)) csurse-unc))
3€2)
spd (max 0 (+ spd (-~ (random (® 2.0 speed-unc)) speed-unc))

(set3 cse nil
spd nil)
)
(multiple-value-setq (lat lng) (contactPcsitiorDraw .at ing
positional-unc))

{setq spatisl-data-field (nake-ocbu-data-field
(type report-type
;obs-time time
:lat lat
:1ng lng
:brg 0
(ma) positional-unc
:min positional-unc
:com cse
:cse=unc course-unc
ispd spd
: spd=-unc speed-unc

)
(return-from make-obu-report (make-obu-2oNtact
rad niL
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Dstaction Reporter

Wed, Mar 21, 1900

ireceipt-time time
:track-association targetName

:sensor sensor-field
:categorization cat

(spatial-data spatial-cata-field
caltitude hgt

: AFDFp XIDFp

(defobfun (make-false-cbu-report detectionReporter) (lat lng uncertainty ctime
targesType!
(let ((falseTargetrState (getFalsezargetState lat lng uncertainty targetType)))
{make-ob.-report ctime fa.seTargetState)

(defakbfur (gezFs.secarge:State detectionReporter)
(mulziple-value tind

(las ing)

(cortactPositionlraw lat lng uncertainty)

(retyrn-from gezFalseTarge=State

(maxe-plazformSza-eParms

(lat lat
:1ng lng
:hge C
icse (¢
:spd L
:platformName 'FA
:tasgetT pe tazge.Type

(lat 1ng uncertatnty targetType;

(randor 1.01 363
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Structures Thw, Mey 10, 1000

(defstruct coast-event
time
object
procedure
data
updatelist

(defstruct coast-message

send-time : Time message sent.

receipt-time : Time message received at last node.
type : E.qg. 'Detect-msg

sender

content

s1ze : MBs

transmission-path

transmission-count

(defstruct aobu-contact
id
receipt-time
track-association
sensor
categorization
spatial-data
altitude
ororp

]

(defstruct cbu-track
id
number-of-contacts
head-state-covariance
head-contact-id
head-spatial-data
tail-state-covariance
tail-contact-id
tail-spatial-data
altitude
(contacts nil :type list)
)

(defstruct obu-data-field

type
cbs-time
lat
ing
brg
maj

ain
cse
cse-unc

spd
spd-unc
)

(defstruct cbu-state-field
ref-lat
ref-1ng
(state nil :type (array float 4 ))
(covariance nil :type (array float '(4 4)))
)

(defstruct obu-sensor
name
single-report-to-trackp
)

(defstruct obu-category
pinnedp
lockedp
assoc-count
cluster-count
ambiguity-list
snbiguity-resolution
ambiguity-resclution-time




Probabiity functions Fri, Mar 23, 1990

(defun contactPositionDraw (lat lng rng)
; a draw from a circular normal -- rng is interpreted as a 2 sigma confidence
; interval
(let ((randomRange (min (* (/ rng 2) (sqxt (* -2 (log (random 1.0)})))
(* 4 rng)))
{randomAngle (randomCse))
)
(return-from contactPositionDraw
(values-list
(getlatlng lat lng randomRange randomAngle
‘greatliscle*)))
)

(defun expandAOUpos (vel tau timelate)
(let ((ratio (/ timelate tau))
{factor (* 2 pi vel vel tau tau)))
(* factor (+ ratio -1 (exp (* -1 rati0)}))

(defun expandAOUposVel (vel tau timslate)
(let* ((ratio (/ timelate tau))
{factorl (* 2 pi vel vel tau tau))
(factor2 (* 2 (exp (* -1 ratio})))
(factor3 (* .5 (exp (* -2 ratiol)))
)
(* factorl (+ ratio factor2 -1.5 (* -1 factord)))

(defun getRandomPointInRegion (region)
(let* ((regionParms (getRegionParms region))

(minlat (region-parms-minlLat regionParms))
(maxlat (region-parms-maxLat regionParms))
(minlng (region-parms-minlng regionParms))
(maxlng (region-parms-maxlng regionParms))
(ckStuff (reqgion-parms-checkpts regionParms))
(thePoint nil)

)
(1f (> minlng maxlng) (setq minlng (- minlng 360)))
(do ((insidep nil))
(insidep)
(setq thePoint (list
(+ minlat (* (- maxlat minlat) (random 1.0)))

(¢ minlng (* (~ maxlng minlng) (random 1.0)}}))
(setq insidep (checkIfInside thePoint ckStuff))

)
{return-from getRandomPointInRegion thePoint)
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APPENDIX C: ITERATIONS TO ACHIEVE STEADY STATE GAIN VALUES

The model in this appendix calculates the percent differece between succesive iterated values of Kalman gain Ka.
These values are tabulated for various ranges of interarrival time and sensor AOU size.
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APPENDIX D: KALMAN GAIN VERSUS INTERARRIVAL TIME

This appendix shows the relationship between the Kalman gain and the interarrival time. This
information can be used to select a range of time values to tabulate preprocessed variance data.
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APPENDIX E: OFFSET ERROR OF FILTER POSITION DISTRIBUTION
This appendix provides indications of how far from the target’s true position the
filtered position is displaced by the IOU process adjustment of velocity to account for
the possibility of a manuever. This assumes the target is actually moving with
constant course and speed. The first graph cover’s the entire range from 1nm to

1000nm while succeding graphs show only the neighborhood of the maximum value
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Parcent Error Compared to Filtered AOU.
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Percent Error Compared to Filtered AOU.
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Percent Error Compared to Filtered AOU.
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APPENDIX F: ERROR BETWEEN FILTERED AND ESTIMATED SPA SIZE
This appendix shows the difference in standard deviation between the actual
filtered position distribution aad the estimated distribution. The data tabulated shows
more complete data for the cases modeled. This includes the observed AQU
(Obs.AQU) and the predicted AOU (PRED AO); the mean value of the standard
deviation calculated for 30 runs of 48 hours of 300 observations for the position
predicted by the IOU model, the contacts position, and the filtered position; as well as

the actual mean speed of the contact over the 30 runs and the mean filtered value.
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Data for on IOU process motion mode! beta=.25 and sigma based on 10 knot average speed
Time interval between observations of 4 hours:
Standard Deviation of error in nautical miles:
Prediction Contact

mean
14 941
20.041
22.194
33.145
52.749
92.721
149.547

21.938
27.577
27.27
40.463
§7.402
95.207
146.205

56.41
59.391
63.26
78.533
101.683
133.696
169.943

mean

11.957
19.071
23.148
43.599
81.301
160.022
245976

11.925
19.357
254
43.917
84.078
154.341
243.202

134
21.688
26.691
47.705
89.644

169.918
233.559

Fitter
mean

11.032
16.716
19.693
32113
53.04
93.447
151.585

11.197
17.561
19.703
34.288
54.921
95.083
147.258

13.682
22.186
26.537
47.533
78.28
121.254
160.386

SPA

11.499
17.18
20.594
35.113
59.109
103.544
148.352

11.499
17.18
20.594
35113
59.109
103.544
148.352

11.498
17.18
20.594
35.113
59.109
103.544
148.352

%Error
406122
-2.70081
-4.37506
-8.54384
-10.2675
-9.75141

2.179276

-2.62632
2217695
-4.3265
-2.34956
-7.08522
817141
-0.73744

18.98426
29.13853
28.85792
35.37151

32.4333
17.10384
8111788

Time interval between observations of 2 hours:
Standard Deviation of error in nautical miles:
Prediction Contact Filter

mean
7.08
10.401
16.528
25218
43418
58.566

9.704
12211
19.499
28.038
43.761
64.397

mean

4.859
9.202
20.859
40.585
78.444
115.538

4.805
8.83
21.68
39.535
78.011
115.971

mean

4.547
8.001
15.156
24.689
43.725
58.707

4.583
7.806
16.535
25.836
42.761
63.61

SPA
4.658
8.471

17.217
28.317
47.058
64.879

4.658
8.471
17.217
28.317
47.058
64.879

%Error
-2.383
-5.54834
-11.9707
-12.8121
-7.08275
-9.51309

-1.61013
-7.85031

3.9612
-8.76152
9.13128
-1.95595
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Obs. AOU Pred. AO mean

25
40
50
100
200
400
600

25
40
50
100

30.684
34.216
36.52
47.234
67.285
108.788
152.841

30.684
34.216
36.52
47.234
67.285
108.788
152.841

30.684
34.216
36.52
47.234
67.285
108.788
152.841

Obs. AOU Pred. AO

10
20
50
100
200
300

10
20
50
100
200
300

14.219
17.145
24218
33.625
50.636
67.655

14.219
17.145
24.218
33.625
50.636
67.655

Speed in knots.
Comtact  Filtered
mean
2.959 3.044
2.975 3.145
3.078 3.078
3.02 2635
292 2.118
2.992 1.881
3.061 1.895
10.133 7.482
10.026 7.087
9.997 6.81
9.952 6.369
9.943 5.999
10.307 5.925
10.076 5.958
29.933 21.703
29.931 20.036
29.962 20.124
30.019 18.783
30.001 18.033
29.908 17.635
30.072 17.556
Speed in knots.
Contact  Filtered
mean mean
3.041 3.374
3.017 3.416
3.023 2.904
3.068 2.421
3.065 2.144
2.897 1.979
10.066 8.383
9.972 7.805
9964 7.004
10.025 6.615
9.958 6.384
9.975 6.213




22.67 5196 5242 4658 1253757
25.584 10.066 9.858 8471 16.37351
32.774 22.442 20.253 17.217 17.63373
47178 43851 35.221 28.317 24.38111
64.995 83.895 56.581 47.058 20.23673
77334 119.128 71016  64.879 9459147

Time interval between observations of 1 hours:
Standard Deviation of error in nautical miles:
Prediztion Contact  Filter
mean mean mean SPA %Error
3.607 2323 2.146 2296 .-6.5331
5.215 4.445 3.803 4.159 -8.55975
8.437 10.543 7.439 8.435 -11.8079
11.984 19.878 11.43 13.716 -16.6667
18.691 37.993 18.477 22.018 -16.0823
25.46 58.34 25.401 29.352 -13.4608

4.568 2.393 2243 2296 -2.30836
6.018 4.461 3.846 4.159 -7.52585
9.107 10.411 7472 8.435 -11.4167
13.545 19.994 12.392 13.716 -9.65296
1993 37.793 19213 22018 -12.7396
25759 54988 25225 29352 -14.0604

9.34 2.448 2452 2296 6.794425
10.781 4.784 4.551 4.159 9425343
14.764 10.961 9.315 8435 10.43272
20459 21.364 15.801 13.716 15.20122
28395 39358 24728 22018 12.30811
36.583 57941 33572 29352 14.37721

Time interval between observations of .5 hours:
Standard Deviation of error in nautical miles:
Prediction Contact Filter
mean mean mean SPA %Error
1.03 0.488 0474 0.485 .2.26804
2.563 2.203 1.847 2.033 .9.14904
3.622 4.095 3.014 3.05 -1.18033
5.894 9.608 5.522 6.688 -17.4342
8.469 18.734 8.256 10.542 -21.6847
11.295 27.866 11.156 13.745 -18.8359

1.533 0.487 0.475 0485 -2.06186
2839 2.205 1.874 2033 -7.82095

4 4.182 3.131 3.5 -10.5429
6.342 9.788 5743 6.688 -14.1298
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10
20
50
100
200
300

14.219
17.145
24.218
33.625
50.636
67.655

Obs. AQOU Pred. AQ

5
10
25
50

100
150

5
10
25
50

100
150

5
10
25
50

100
180

6.429
8.15
12
16.684
24227
31.113

6.429
8.15
12
16.684
24 227
31.113

6.429
8.15
12
16.684
24227
31.113

Obs. AOU Pred. AQ

1
5
10
25
50
75

1
5
10
25

2.162
3.755
5.499
8.187
11.759
14.768

2162
3.755
5.199
8.187

30.061 24.285
29.933 21.955
30.047 20.111
29.957 19.565
29.938 18.814
29.979 18.895
Speed in knots.
Comtact Fittered
mean mean
3.079 3.489
2.989 3.515
2.96 3.119
3.032 2737
2984 2.329
2.991 2215
9.988 8.922
9.904 8.387
10.002 7.7
10.005 7.255
10.091 7.009
9.946 6.891
3002 26.103
30055 24.381
29998 22467
29.948 21.356
29953 20.68
30.002 20.393
Speed in knots.
Contact Filtered
mean mean
3.046 3.178
2988 3.437
3 3.298
3.033 2.875
3.028 258
3.01 2.435
10.011 9.607
9.984 8.905
9.944 8.461
10.024 7.945




9.101 18.558 87 10.542 -17473
11.972 27.983 11.653 13.745 -15.2201

3.513 0.51 0.513 0.485 5773196
4.761 2.365 2207 2033 855878
6.158 4.456 3.791 3.5 B.314286
9.329 10.247 7.273 6.688 874701
13.198 19.553 11.421 10.542 8.338076
1649  28.111 14.945 13.745 8.730447

Time interval between observations of .1 hours:

Standard Deviation of error in nautical miles:

Prediction Contact Filter

mean mean mean SPA %Error

0.45 0.43 0.34 0377 -9.81432

1.155 1.921 1.059 1263 -16.152
1.689 3.728 1.621 1.995 -18.7469
2.084 5.502 2034 2573 -20.9483

0.495 0429 0.348 0377 -7.69231
1.241 1.934 1.112 1.263 -11.9557
1.761 3.748 1.665 1.995 -16.5414
2.221 5.549 2144 2573 -16.6731

0.778 0.466 0428 0.377 13.52785
1.721 2.005 1.368 1.263 8.313539
2408 3.832 2104 1.995 5463659
2947 5618 2.685 2573 4.352895

Time interval between observations of 05 hours:
Standard Deviation of error in nautical miles:
Prediction Contact Filter
mean mean mean SPA %Eror
0.322 04 0.274 0312 -12.1795
83 1.843 0.795 0.978 -18.7117

0.359 04 0.291 0312 £.73077
0.871 1.855 082 0978 -16.1554

0.534 0.442 0.37 0312 1858974
1.176 1.908 1.048 0.978 6.850716
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50
75

10
25

75

Obs. AOU Pred. AQ mean

1
S
10
15

1
5
10
15

1
)
10
15

Obs. AOU Pred. AO mean

1
S

1
5

W -

11.759 10.05 7.625
14.768 9.981 7.512
2162 30.01 28.592
3.755 30.038 26.093
5.199 30.015 24.905
8.187 29.992 23.28
11.759 29652 22.652
14.768 30026 22335
Speed in knots.
Contact Filtered
mean
0.592 3.002 3.192
1.504 3.021 3.081
222 3.003 2847
2.78 2.995 2.734
0.592 10.003 9.568
1.504 10.005 8.966
222 10.026 8.711
278 10.015 8.563
0592 29986 28414
1.504 29.998 26532
22 30037 25.88
278 30.008 2547
Speed in knots.
Contact Fiftered
mean
0.407 2971 3.138
1.077 2.975 2919
0.407 9.996 9.549
1.077 10.028 9.011
0.407 29.997 28449
1.077 30.011 27.085




APPENDIX G: MODELS OF ACTUAL ESTIMATED FILTER OPERATION

This file simulates the basic operation of the ASSET tracker. A contact conducts a random tour at constant speed
as a contact would in the simulation. Time interval between glimpses is an exponentially distributed vanable.
Statistics are collected to see how well the tracker tracks the target over the course of its path. The number of
points plotted was adjusted to allow details to be seen.
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Ydlln “ YSPdn'An +Ydun a g W2 t. e r u vig 4 ) vig r. 2“ a- XP_ Aﬂ )
Xdu Xspd - A, +Xdr 2. , . R
n H n 3, * a L5, o
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Xspd,, vecom €y 2 2
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lat,, ymg, +Yd..n 92, - =" .5 -exp atld, + .S-expi Sat2-4, qJn : 5—; 1 - exp »a'Z'An’ v
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yrspd, rspd, - ain  rese
wwapd, 5pd,cos  rose,
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({4 Vlnﬂ‘znvn 4¢%[ VJnﬂln._ @3, V‘,nﬂ'}nﬁs v'nwznvn @3 *a2,
- 2 T 2 2
, Vig 12:02,°v2, + @2y Tov3 Wl Hl - @3, o3 gl vl V2, 402, V3 @3, 462, ¢
v n+ . 3
2 YIn +¢2n"'3n "3, W2, e 2 3 2
va" . VIa 2020 v2, + 02, Tv3 gl @3, w3 a3y e w2 620 vt a3, w2y
n i 2 ) 2 2
. vlg <l>2'¢2.n'v2rj + ¢2n_ *vig i, el - °3n vl e, o v2, -hozn-vjn '¢3n M2,
vig 42 92 V2 + @2, 42'\!3“ Nl w83, Zwsn 43, H3 V2 o2 3 93, w2y ?
vi v2 v2 v3 b3
n ~ Va n _a R i mv2 - mean(v2)
kl" T tlln P k2bn T Un T on © xrapdy Vyo yrspdo X” : ln&) YO LN
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Yo +vy, - Vyl-expi tatd ’ Yoo 4y, - Vyl'exp' “ard,

a - Ykl 4y ""1 # - « . 4k28) 4y yeepdy 4y C Vyl'expi San &y N
- Y - ) - .-‘
R 1 X.‘a+Vv Vx ¢ -cx-All X, 4V Vx exp -o* )
1 X VRrexp, . t f YRTexp 4 .
X, a1 - -kl gyt lngy 4y a ©4k2a 4y xmpdy 4 Ve @ a
= a - . N
V¥4 ' TYa VY Vygem tardy , .
1 1N 3 o o
Vi Vycexp ardy Hk2b Lyt ey g o p i3, 4 yrpd ypc Vyper cardy
; 'x-an‘-Vx"exp'-a-A"” )
" h b A - k i . - -
V\-exp>'a'A“ﬁ2blH': Ing, 4 "= pe : ﬂj‘_H'»ulple V- exp a )
. - -2 : 1. . .. :
Vioul 4 vi 42002 vy + 02 V3 faly, CXiow, L, Mty loew ady cVx
Vv - Y2 0%y t@3 W, Yiou 4 Y, ep ars Wy
Vioud . 2 2 v a. P
. tH .¢3l‘ “v3, 93, Vaou, 4 o - dy v,
Vyiou, 4 : .
. "P"‘-"AI,'VY(

Parameters for this run;

D mesy A N2 =49 o0 =7071068 o =025 uv =3
AOU : /mean(vl) 10U : mean(Viosl) AOU =1.087788 IoU =1.197159
Determine the difference between the true target position, and the filtered position:
Fx, = X - Xdia, Fy, = Y, - Ydiy

the true target position, and the contact position and the true target position, and the IQU-predicted position:
Cv.t :mg‘-xm( Cy‘=hv.(>Ydi\ l.xl:Xiou“)(dis( Iy, CYKII"YdII(

The root-mean-square error is found for the data:

L TN A TR A S

S 2
Ry, = 1y,

SFx - _F2x S8Fy = "Fly SCx = ZC2x SCy = -FYy Six - _Rx Sty =

I (5Fx)  (SFy) . [ (scx) ] . T (Skx)  (sly) ', - -
‘\u(Fx)WF—ﬂ Cerr - ‘J{-——(C—!)h-j—.) 5 lem : . m)-kh—-“—y-) .S Ferr =0.952507 lerr =1.01829

Cere =1.740496

The mean filtered and contact velocities is found:

v 3 BE 7
v, - -i"_.v’\,zfv"_z; cv, : Juwd‘iz-‘fyrqad‘}z mean(FV) =8.574437  mean(CV) =10.102023
mFV - mean(FV)
adev( FV) =0.773034 wdev(CV) =1.641369 mCV : mean(CV)

The RMS error in filtered position is compared to the RMS error in the
contact position:
TR : Cerr - Ferr TR =0.787989

The difference from the computed error is then computed for

the current run:
COMPerr = AQU - Ferr COMPerr =0.135281
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Filtered track using the actual algorithm, with mean glimpse interval 0.05 hour and Sensor AQOU = 5nm:

s , Al =0896146
T T ' A2 =i 251034
A3 =3 304831
A4 =4.572997
] T— -
A5 =6.68:208
A6 =16.686341
A7 =31313094
- = A8 =31611558
Ydiy A9 =34.12239
luH 10 -
Yl
- N2 =49
15 n
30 = ~
ve I ] 1 1t 1 ] ]
<8 6 4 2 0 2 4 6 8
Xdu, .ing, . X;
xesty - 0 yesly - 0
xest,  vipo ( 2:In(md(1))) com 2-T md(1) +Xdis yem, © Vipo(-2-In(md(1))) sn 2- T md(1) +Ydis
We, Ve ardy +3, ‘_‘-' wwpd, -vx‘l'"p, -at 4y yVe, Vy(-exp‘ -at 4, H3, 4y oyesedy 4y Vyl-exp‘ “acdy -
Vdiffy, Ve - Vy mean({ Vdiffx ) =0.133526 Vaiffy, - yVe, - Vy, mean( Vdiffy ) =0.030425
Filtered track using estimation technique (using full noise values):
8
! T ! U L r ! Enxl = xedt, - )(dmt
Esty, - yesm - Ydiy
s . 2 2
Ex, - Esmx © By, - Esty,
SEx - _Ex SEy - _Ey
L\ = p—
~ (SEx) _(SEy) .
Vdny BT st(Ex) Taa(Ey)
l_ Eerr =1.028216
iy 104 = Ferr =0.952507
yee _mean(vl) =1.087788
-
18 -
0k -
2 L i
78 -6 6 8
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Filtered track using the actual algorithm, with mean glimpse interval 0.1 hours and Sensor AOU = 10nm:

% Al =2.089507
Rl T T T L T A2 =10.470267
A3 =1403814
A4 =17 572047
60 1 aS =20 48908
A6 =22.232939
AT =25.150709
A8 =25.231842
Yaig 0 [7 - A9 =45.284693
IM‘
Y
t e
- 0 '* N2 =74
0 4
. 1 L ] 1 1 1
2073 10 -5 0 s 10 15 20
Xdu, ,lng, . X,
xemy : 0 ye&g < 0
xest; Vi ( 2-in(md(1)))-cos 2- % mmd(1) +Xdia, yem, - ,"W;-J(—z-m(mu(l)))-m:z-:--ma(n)jwa..n

xVe, - Vxexp G.A, ﬂllﬂ:xm’d‘ﬂ -Vxl-exvf'a'Al-; yVe, - Vyt°ew:'a'A,:ﬁ3‘ﬁ"ymd‘H 'Vyl-uv‘» GA‘

Vaiffx, - xVe, - Vx mean( Vdiffx ) =0.056692 Vdiffy, = yVe, - Vy, mean( Vdiffy ) =0.013961

Filtered track using estimation technique (using full noise values):

80
L 13 R 1 i I El.xl = xem, - Xdi\
Easty = yem, - Ydiy
) 2 - 2
60 = - E”tux‘l Eylrrmt
SEx - _Ex SEy - _Ey
. " (SEx) _ (SEy) .
vdu, ¥ BT (e am(en)
- Eerr =1.925021
h.H Ferr =2.165015
yest ,mean(vl) =2.072638
- 20 —
ok -
1 1 Il 1 1 1
20_15 -10 -5 10 s 20

0 $
Xdig, , Ing, , xe®t
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Filtered track using the actual algorithm, with mean glimpse interval 0.5 hours and Sensor AOU = 10nm:

Ydlsl

v

xest - 1

60

Al =9.779778

A2 =19.746842
A3 =123 257026
A4 =23 336796
AS =25985588
A6 =26.130136

AT =27.402486
A8 =128.369044
4 A9 =40739811

-30 1 L 1 L !
$0 100 150 200 250 300
.‘(dls(.l.m‘..\(1
xesly - 0 yesty = 0
- (-2 In(md(1))) cos 2-x mmd(1)] +Xdis, yest, = vIgo(-2-in(md(1))) un 2- % end(1) +Ydis,

n " n

xVe

y Ve atdy *U‘_H-’xmdtﬂ‘\’H‘ewi-a‘A,v: yVe,

leﬂ"x‘ - lVel . Vv‘

mean( Vdiffx ) =-0.104991 Vdifty, = yVe, - Vy,

CVyem Candy 3, 'H':y pd, 4y - Vyyexp _a'A“‘,

mesn( Vdiffy ) =0.040473

Filtered track using estimation technique (using full noise values):

60

-20

! ! ! U ! Enxl = xcﬂl-Xdiﬂ
Elty‘ yest, - deﬂ
2 2
- Ex : Esmx " By, : Esty,
SEx - _Ex SEy - “Ey
T (sEx) _ (SEy) .
BT © m(Ex) aa(Ey)
Eerr =13.402076
Ferr =2.944767
.mean{vl ) =3.398984
-
| | 1 - 1 1
Q 50 100 150 200 250 300
Xdas, . lng, . xe8,




Filtered track using the actual algorithm, with mean glimpse interval 0.5 hours and Sensor AOU = 30nm:

50 Al =3918512
A2 =691616
A3 =15287011
Ad =20 200269
AS =130.204378
0 b= 1 A6 =134696944
A7 =135833538
A8 =138376747
Ydig A9 =138.669162
Wy sl —
Y(
e N2 =96
100 L— —
-150 ! 1 1 | 1
150 -100 -50 0 50 100 150
Xdiy, ,Ing, . X,
. - xemy - 0 yesty = 0
xem, : V. (-2-ta(md(1)))-con 2- X md(1) +Xdis, yes - i (-2-In(md(1))) sn 2 X md(1) +Ydis,

xVe, Vx‘-ew' acdy W3y oxmpdy Ve o dy yVe,

mean( Vdiffx ) =-0.056681

Vdiffx,

* xVe - Vx Vdifty, = yVe - Vy,

Filtered track using estimation technique (using full noise values):

Py by HO Ly yed oV

yoew ol

mean( Vdiffy ) =-0.145247

50 1T
R : ! ' ! Enx‘ = xesl, - Xdigy
Esty, - yest, - Ydis
2 B 2
Ex - Eax “ Ey, - Esty,
oF — SEx - TEx  SEy : _Ey
" (SEx) _ (SEy) -
Ya, Berr = jm(Ex) as(Ey)
- Eerr =7.774309
.ltll .50 b= I Ferr =5.817649
yest, ., mean(vi) =7.596565
-+
00| ]
-150 ~ 1 | | |
-150 -100 -50 50 100 150




Filtered track using the actual algorithm, with mean glimpse interval | hour and Sensor AOU = 10nm:

30 Al =5.022777
A2 =:2.437778
A3 =17876472
250 - - A4 =18662312
AS =42.644194
A6 =47.842995
200 - - AT =49.239743
A8 =50.274019
Ydis A9 =353.491883
50+ -
lnx.l
Y, 100} -
e N2 =45
S0 = -
0P p
-50 L 1 1 | 1 i
-300 -250 -200 -150 100 -50 [i] 50
Xdia, ,ing . X,
xeuo =0 yggo =0
en, v—l:--.('z-ln(md(l }))-cos 2 x-md(1)’ +Xdis,, yemt| = _'\Tn'-;("Z'In(md(l)))-nmi 2-xeend(l) +¥du,

e Ve oy Ay Vaem @A Ve Vyem ey MO, gyl Vyem ey

Vdiffx, = xVe - Vx, mean( Vdiffx) =0.472115 Vaiffy, = yVe - Vy, mean{ Vdiffy ) =-0.66914

Filtered track using estimation technique (using full noise values):

300 T T T T T T

Elxl = xem, - Xdi
Esty, - yes, - Ydig,
2850 - - 2 2
Ex(=iEnxl Eyl='an‘:
SEx = _Ex SEy - _Ey
200 I~ —
" (SEx) | (SEy) ’
Eerr = oex) LISEY) g
Ydu, o b 15T 7 a(Ex) Tan(Ey) .
- Eerr =4.03991
lay -
.o Ferr =3.395647
yest 100 - — ,mean(vl) =3.97863
——
SO P~ -~
0 r —
-50 L 1 L 1 1 1
-300 -250 -200 -150 100 -50 0 50

Xdu, .log, . xest,
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Filtered track using the actual algorithm, with mean glimpse interval | hour and Sensor AOU = 30nm:

Al =0 155067

1

1

2w
150 =~
100 =
deﬂ
l."l SO
Y,
-
=
‘SO
100 )
xest vi (:

o (2 n(md(1)))- cos

50

F-md(l) +Xdis yest

100

Xdiy, . lng, . X,

n

xVe,  Vorexp atdy 3 ¢ wwpd, - VX texp QA, yVe,

leffxt . xVe‘ - V\

mean( Vdiffx ) =-0.495172

leﬁ'yl = yVe - Vy‘

150

200

xesty -0

A2 =4.15131
A3 =9m30112
Ad =14972823

AS =19212
A6 =21 235281
A7 =24284637

- A8 =33.048225

yemy =0

- v\ni-,(-2-|n(nn(1)))-s.r.{2-1-md(\) s

Vyem cardy W3yt ymd y Verew o

mean( Vaiffy ) =0.01928

Filtered track using estimation technique (using full noise values):

I

1

200

150 =

100 p=
Yd\\

o so
yesl,
e

0 -

-$0) p=

10055

150

VI

Eﬂx‘ = xesl - Xdu‘
Estyl oyest 'Ydui
- 2
Ex, - Esx, © By - Esy,
SEx - _Ex SEy - _Ey
T (SEx) _ (SEy) |
Eerr . last(Ex) lam(Ey)
Eerr =9 81617
- _ Ferr =12.186328
- mean(vl ) =9.549774
-
200




Filtered track using the actual algorithm, with mean glimpse interval | hour and Sensor AOU = 60nm:

150 Al =n003178
! A2 =3.366682
A3 =11 418004
A4 =14 422879
‘o - A5 =19.2458%7
A6 =24.664634
A7 =26.370376
A8 =30.333608
vay, SO F . A9 =30916577
lll‘
Y(
- U 7 N2 =54
L0 o -y
00 " | i 1 ] 1
100 50 0 50 100 150 200 350
Xdis, ,lng, . X,
xesly - Q vesly : Q
xest,  vi_+ ( 2-ia(md(1)))-sos 2- 7 md(1) +Xdu, yest, © V1o (2-In(mnd(1))) mn 2 w-md(1) +Ydis

Ve, Vx texp a3, ooy Vxew Sty yVe, - Vyrexp oy 3,y ympdy o Vyexp ady

Vaiffx, We - Vy mean( Vdiffx ) = -0 202094 Vdiffy, - yVe, - vy, mean( Vdiffy ) =0.294623

Filtered track using estimation technique (using full noise values):

180 m ! T ! ! Ewl.l = xest, - Xd-
t b
.~ Esty, © ves, - Ydiy
100 |- + Ex o Esx " By By ©
SEx - _Ex SEv - _Ey
C(SEx) L (SEv)
vais, = < BT e Tam(Ev)
— Eerr =15 785448
m‘ " Ferr =12 430599
yest, mean{vi) =15.165514
-+ O e
S0 - -
100 L 1 1 . 1 1
100 50 0 50 100 150 200 250




APPENDIX H: KALMAN GAIN VERSUS SENSOR AOU SIZE

This appendix shows the relationship between the steady state Kalman gain Ka and the Sensor AOU size.

The impact of using the the approximations from Appendix A is also illustrated. The data for each case was
written to a seperate file and the graph alone displayed

2
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_ 2 vl 2 T .. - .2
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Using the transition and process noise appr-ximations from Appendix A to simplify the calculations:
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Kalman gain versus sensor AOU in nm for an interarrival time of 0.01 hours:
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Kalman gain versus sensor AOU in nm for an interarrival time of 0.1 hours:
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Kalman gain versus sensor AOU in nm for an interarrival time of | hour:
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Kalman gain versus sensor AOU in nm for an interarrival time of 2 hours:
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Kalman gain versus sensor AOU in nm for an interarrival time of 4 hours:

|

- T3y 88,(‘,(1 T

%o
(-]
x
08 ° x -
x
o X
0.6 - 1% -
Ko ° x
x
l(olek Q K‘
04 °° - v
°°
(-] x <
02~ x -
(-] X x
(-] X
o X x

%0003

4] { i

I 10 100 1000
KAOUk

118




LIST OF REFERENCES

Metron, Inc. Report to Chief of Naval Operations (OP-71), ASW Systems
Evaluation Tool (ASSET) Technical Documentation, by H.R. Richardson, S.C.
Lent and T.A. Stefanick, 1 March 1990.

Metron, Inc. Report to Chief of Naval Operations (OP-71), ASW Systems
Evaluation Tool (ASSET) User’s Manual, by H.R. Richardson, S.C. Lent and
T.A. Stefanick, 1 March 1990.

Metron, Inc. Report to Commander, Space and Naval Warfare Systems
Command (SPAWAR), A Common LISP Implementation of the OBU Automatic
Correlator Tracker, 30 May 1989.

TRW West Coast OBU Project Memo Number CTS.008, Correlator Tracker
Subsystem Developmen:: Report to Track Association Design (ASSOC), by
D.A. Robinson, 8 August, 1984.

Metron, Inc. Apple Macintosh Allegro Common LISP Source Code, ASW
Systems Evaluation Tool (ASSET), 1 June 1990.

TRW West Coast OBU Project Memo Number CTS.015, Correlator Tracker
Subsystem Development: One Point Track Initiation Design (START), by M.R.
Thomsen, 26 July, 1984.

TRW West Coast OBU Project Memo Number CTS.015, Correlator Tracker
Subsystem Development: Multi-Point Track Initiation Design (CLUSTER), by
M.R. Thomsen, August, 1984,

Naval Surface Warfare Center Technical Report NSWC-TR-88-123,
Mathematical Analysis of the Maneuvering Target Statistical Tracker (MTST)
System, by D.H. McCabe, August 1988.

A.R. Washbumn, "Probability Density of a Moving Particle," Operations
Research, Vol. 17, No.5, pp. 861-871, September-October 1969.

119




10.

11.

12.

13.

14.

15.

16.

Daniel H. Wagner, Associates Interim Memorandum to the Applied Physics
Laboratory/Johns Hopkins University, The Omnstein-Uhlenbeck Displacement
Process as a Model for Target Motion, by B. Belkin, 1 February, 1978,

Sorenson, H.W., ed., Kalman Filtering: Theory and Applications, IEEE Press,
1985.

R.E. Kalman, "A New Approach to Linear Filtering and Prediction
Problems,"Trans. ASME, J. Basic Eng., Vol. 82D, No. 1, pp. 35-46, March
1961.

Wagner, D.H., "Naval Tactical Decision Aids," lecture notes taught at the
Naval Postgraduate School Monterey, California, pp. III-21-1I11-38, Appendix B,
Appendix D, September 1989.

Naval Undersea Systems Command Tech Report 5560, An Adaptive Kalman
Filter Tracker for Unconstrained Target Motion: Analysis and Evaluation, by
J.S. Davis and K.F. Gong, 15 June 1978.

Spehn, S.L., Noise Adaptation and Correlated Maneuver Gating of an Extended
Kalman Filter, Master’s Thesis, Naval Postgraduate School, Monterey,
California, March 1990.

Naval Postgraduate School Technical Report NPS-52DE8041A, Adaptive

Tracking of Maneuvering Targets, by J.S. Demetry and H.A. Titus, 15 April
1968.

120




INITIAL DISTRIBUTION LIST

Defense Techincal Information Center
Cameron Station
Alexandria, VA 22304-6145

Library, CODE 52
Naval Postgraduate School
Monterey, CA 93943-5002

Chief of Naval Operations

Antisubmarine Warfare Division (OP-71B2)
Washington D.C. 20350-2000

Attn: Mr. John Rimmington

Metron, Inc.

11911 Freedom Drive
Suite 800

Reston VA 22090-5603

Naval Ocean System Center
Code 604
San Diego CA 92152

Professor Hal A. Titus

Code EC/Ts

Department of Electrical and Computer Engineering
Naval Postgraduate School Monterey CA 93943-5002

LT. Paul W. Vebber

419 Hillview Circle
Waukesha WI 53186

121




