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ABSTRACT

One and two-dimensional system identification and modeling algorithms utilizing multigrid techniques are presented. Finite impulse response (FIR), autoregressive (AR), infinite impulse response (IIR), and 2-D block matrix iterative system modeling algorithms are enhanced and made more efficient using the multigrid methods. The convergence performance of these algorithms is improved with the multigrid techniques. The reduction in the number of iterations required to converge to a solution is realized by forcing the low frequency error components to appear to be at a higher frequency by transferring to a coarser sampling period. Performance comparisons are presented for FIR, AR, IIR, and 2-D block matrix modeling simulations with and without the multigrid techniques employed.
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I. INTRODUCTION

A. PARAMETER ESTIMATION METHODS

In most system modeling algorithms, a system of linear equations of the form
\[ R \alpha = r \]
is formed where \( R \) is an autocorrelation matrix, \( r \) is a cross-correlation vector, and \( \alpha \) is the vector of system parameters or coefficients. The solution of this set of linear equations can be arrived at using many methods. It can be solved directly by matrix inversion [Ref. 1], but this is usually undesirable since matrix inversion is computationally expensive. Iterative methods, using a Toeplitz approximation algorithm [Refs. 2,3,4,5,6], provide an alternative to the direct matrix inversion solution approach. The iterative Toeplitz approximation method has proven to be an effective means to estimate parameters of fixed data arrays without having to invert the correlation matrix.

Examining the convergence properties of some of the basic iterative schemes, as well as the Toeplitz approximation methods, shows that most of these schemes work very well for the first several iterations [Ref. 2]. Eventually, however, the convergence slows and the entire scheme appears to stall [Ref. 7]. The rapid decrease in error during the early iterations is due to the efficient elimination of the high frequency components of the error. Once the high frequency components have been removed, the iteration is much less effective in reducing the remaining low frequency components. This smoothing property, i.e. eliminating the high frequency components and leaving the low frequency components of the error, is common to many iterative methods. This is, of
course, a serious limitation of these methods. These limitations can be overcome by using the multigrid technique [Ref. 7]. That is the topic of this research.

B. THESIS OUTLINE

The following describes the organization of the remainder of this thesis. Chapter II introduces the reader to the theory of the multigrid technique and the Toeplitz approximation iterative algorithm. It presents the multigrid V-cycle (V-cycle), the full multigrid V-cycle (FMV-cycle), and draws theoretical performance comparisons between the straight iterative methods and the V-cycle and FMV-cycle methods. Chapter III develops the basic system modeling algorithms of FIR, AR, IIR, and 2-D block matrix systems are developed along with the 2-D AR Spectral Estimation problem. Particular attention is paid to the integration of the multigrid techniques into these modeling algorithms. Chapter III serves as the foundation for Chapter IV. Chapter IV presents the results of the computer simulations of the algorithms developed in Chapter III. The main purpose of this chapter is to show the increased convergence performance that the multigrid technique, especially the FMV-cycle method, offers over the straight iterative methods. Chapter V presents conclusions and suggestions for future work. The appendices provide a discussion of each modeling problem along with more detailed simulation results.
II. ELEMENTS OF THE MULTIGRID TECHNIQUE

A. THE THEORY OF MULTIGRID

Many standard iterative methods possess the smoothing property as described in Chapter I. These methods are thus very effective at eliminating the high frequency or oscillatory components of the error, while leaving the low frequency or smooth components relatively unchanged. One way to enhance any iterative method is to start with a good initial guess. A technique for obtaining an improved initial guess is to perform some preliminary iterations on a coarse grid\(^1\) and then use the resulting approximation as the initial guess on the original fine grid. This idea is computationally less expensive since there are fewer unknowns to be updated. The coarser grid will also have a marginally improved convergence rate. Thus, when the iteration begins to stall, a transfer to a coarser grid will help the iteration to proceed more effectively. [Ref. 7]

In the system of equations \( Ra = r \), if \( \hat{a} \) is an approximation to the exact solution \( a \), then the error \( e = a - \hat{a} \) satisfies

\[
Re = d = x - Ra \, . 
\]  

This is called the residual equation and suggests that iteration can be performed directly on the error itself by using the residual, \( d \).

\(^1\)The grid or set of sampling periods, denoted by \( S' \), consists of \( N \) subintervals where \( r = 1/N \) is the constant width of the subintervals otherwise referred to as the sampling period (See Figure 2.1).
In order to discuss multigrid procedures further, a discussion of the intergrid transfer operators that convert between fine and coarse sampling periods is in order. The two intergrid transfer operators are the linear and the full weighting operator. The linear operator converts vectors from a coarse sampling period to a fine sampling period (i.e. \( \mathcal{R}^{(N/2-1)} \) to \( \mathcal{R}^{(N-1)} \) space). For the case of \( N=8 \) it is implemented as

\[
I_{N/2}^t \xi = \frac{1}{2} \begin{bmatrix}
1 & 0 & 0 \\
2 & 0 & 0 \\
1 & 1 & 0 \\
0 & 2 & 0 \\
0 & 1 & 1 \\
0 & 0 & 2 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3_{2t} \\
\delta_4 \\
\delta_5 \\
\delta_6 \\
\delta_7
\end{bmatrix} = \begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3 \\
\delta_4 \\
\delta_5 \\
\delta_6 \\
\delta_7
\end{bmatrix} = \xi^t. \tag{2.2}
\]

Note the superscript 't' denotes the fine grid interval or the original sampling period while the superscript '2t' denotes the coarse grid or the coarse sampling period. The set of all fine sampling periods (fine grid) is denoted by \( S^t \) while sets of coarser sampling periods (coarse grids) are denoted by \( S^{2t} \) and \( S^{4t} \) (see Figure 2.1).

The full weighting operator converts vectors from fine sampling periods to coarse sampling periods. It transfers vectors from \( \mathcal{R}^{(N-1)} \) to \( \mathcal{R}^{(N/2-1)} \) space and for \( N=8 \) has the form
The last intergrid transfer to be discussed deals with transferring matrices between grids or sampling periods. Note that the linear and the full weighting operators are transposes of each other up to a constant. This is an important property when transferring matrices between grids. The matrix intergrid transfer is done using the linear and full weighting operators together such as

\[
\begin{align*}
S'^t & = \frac{1}{4} \begin{bmatrix}
1 & 2 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 2 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 2
\end{bmatrix} \begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3 \\
\delta_4 \\
\delta_5 \\
\delta_6
\end{bmatrix} = \begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3
\end{bmatrix} = A^c.
\end{align*}
\]
The intergrid transfer operators are essentially interpolation and decimation operators. Reducing the sampling rate or increasing the sampling period of a signal by a factor $F$ is called $F$:1 decimation. A 2:1 decimation is performed by the full-weighting operator when transferring vectors to coarser grids. Increasing the sampling rate or reducing the sampling period by a factor $F$ is called 1:$F$ interpolation. The linear operator performs a 1:2 interpolation when transferring vectors to finer grids.

The idea of a coarse grid correction may now be discussed [Ref. 7]. After iterating on the fine grid until the convergence slows down or deteriorates, the iteration can be continued by computing the residual as in (2.1). Transferring the residual to a coarser grid then allows further iteration on the low frequency error components. An approximation of the error is obtained on the coarser grid and is transferred back to the original fine grid where the error approximation is used to correct the fine grid solution. Iteration on the fine grid will eliminate the high frequency components of the error, leaving only the low frequency error components.

For the coarse grid correction scheme to work it is important that the error is transferred accurately back to the fine grid. Since the error is smooth or of a low frequency, linear interpolation works very well and the error will be represented accurately on the fine grid [Ref. 7].
1. Toeplitz Approximation Algorithm

One reason for the slow rate of convergence of most of the standard iterative algorithms is that they fail to take advantage of the structure of the autocorrelation matrix \( R \). This matrix is symmetric but not Toeplitz when the covariance method of data formulation is used [Ref. 1]. It does, however, approach a Toeplitz matrix as the number of data points used to form the matrix is increased. Efficient methods such as the Levinson recursion are available to invert a Toeplitz matrix.

An iterative algorithm which takes advantage of the near Toeplitz structure of the autocorrelation matrix \( R \) [Refs. 2,5] is developed by splitting \( R \) into a Toeplitz matrix \( T \), and a residual matrix \( S \). The matrix \( T \) is obtained by averaging the diagonal elements of \( R \). This Toeplitz approximation provides a natural splitting of the autocorrelation matrix, \( R = T + S \), which is used to develop an iterative algorithm as follows. Beginning with the system of equations

\[
Ra = x, \quad (2.5)
\]

substituting for \( R = T + S \) gives

\[
(T + S)a = x \quad (2.6)
\]

and, rearranging terms,

\[
Ta = x - Sa. \quad (2.7)
\]

Now, substituting \( S = R - T \) in (2.7)
and solving for $a$ yields

$$a = T^{-1}x - T^{-1}Ra + a.$$  (2.9)

With this, the iterative algorithm becomes

$$a^{(k+1)} = T^{-1}x - T^{-1}Ra^{(k)} + a^{(k)}.$$  (2.10)

Letting $a_0 = T^ir$ be the initial estimate of the parameter vector $a$, then the Toeplitz approximation iterative algorithm has the form

$$a^{(k+1)} = a_0 + a^{(k)} - T^{-1}Ra^{(k)}.$$  (2.11)

The Toeplitz approximation matrix $T$ may be viewed another way. It can be thought of as a pre-conditioning matrix for $R$. The difficulty with most iterative methods is that as $R$ becomes increasingly ill-conditioned, the iterative algorithm takes much longer to converge. It has been experimentally observed that the product $T^{-1}R$ does in fact have a better condition number than $R$ by at least an order of magnitude when $R$ is badly conditioned. As a result, the Toeplitz approximation algorithm converges much faster to the true parameter values than most standard iterative algorithms. [Ref. 5]

B. MULTIGRID V CYCLE

The multigrid V cycle (V-cycle) can now be developed using the well-defined methods of transferring vectors and matrices from fine to coarse grids and vice-versa, along with the coarse grid correction scheme discussed in the previous section. The best
way to solve the coarse grid correction problem is to use recursion. The coarse grid problem is not much different from the original fine grid problem. Therefore, the coarse grid correction scheme is applied to the residual equation (2.1) on one grid coarser than the fine grid and the process is repeated on successively coarser grids until a direct solution of the residual equation is possible. [Ref. 7]

The V-cycle telescopes down to the coarsest grid, which theoretically can be a single point, and then works its way back up to the finest grid (see Figure 2.2). The compact recursive V-cycle algorithm is given:

\[ \hat{a}' = MV'(\hat{a}', r') \]

1. Iterate \( v \) times on \( R'a' = r' \) with an initial guess \( \hat{a}' \).

2. If coarsest grid, then go to step 4.
   Else \( r^{2i} = \hat{I}^{2i}(r' - R'\hat{a}') \)
   \( \hat{a}^{2i} = 0 \)
   \( \hat{a}' = MV^{2i}(\hat{a}'^{2i}, r^{2i}) \).

3. Correct \( \hat{a}' = \hat{a}' + I_d'\hat{a}'^{2i} \).

4. Iterate \( v \) times on \( R'a' = r' \) with initial guess \( \hat{a}' \).

The V-cycle is just one of a family of multigrid cycling schemes. The entire family is called the \( \mu \)-cycle method where \( \mu \) would be equal to the number of V-cycles to perform. In practice, only \( \mu = 1 \) (which gives the V-cycle) and \( \mu = 2 \) are used. The resulting method when \( \mu = 2 \) is called the W-cycle. [Ref. 7]
Figure 2.2: Schedule of Grids for the V-cycle on Four Levels.

C. FULL MULTIGRID V CYCLE

The coarse grid correction scheme developed in section B led directly to the V-cycle. Yet another scheme to be explored is based on the nested iteration idea. A method used to improve the convergence of an iterative method is to begin the iteration with a better guess of the correct solution. A good strategy of obtaining a better initial guess is to first iterate the solution on a coarser grid. This provides a better guess for the initial parameter vector and is computationally inexpensive compared to the fine grid problem. Therefore, nested iteration uses coarse grids to obtain improved initial guesses for fine grid problems.

To obtain an improved initial guess for the V-cycle, one would solve the problem on a coarse grid one step below the fine grid. The initial guess for a coarser grid is obtained by solving the problem on the grid one step coarser than the current grid.
Thus, the nested iteration leads ultimately to the coarsest grid as a starting point which leads directly to the full multigrid V cycle (FMV-cycle). Using and expanding on the ideas presented in the V-cycle and incorporating the idea of nested iteration, the FMV-cycle algorithm is given by:

\[ \hat{d}' = \text{FMV}'(\hat{d}', r') \]

1. If coarsest grid, then go to step 3.
   Else \( r^{2u} = P^u_i(r' - R\hat{d}') \)
   \( \hat{a}^{2u} = 0 \)
   \( \hat{a}^{2u} = \text{FMV}^{2u}(\hat{a}^{2u}, r^{2u}). \)

2. Correct \( \hat{a}' = \hat{a}' + I^t_2\hat{a}^{2u}. \)

3. \( \hat{a}' = \text{MV}^i(\hat{a}', r') \) \( v \) times.

The scheduling of grids in the FMV-cycle begins at the coarsest grid where the iteration begins (See Figure 2.3). A single V-cycle is performed at the next finer grid.

![Figure 2.3: Schedule of Grids for the FMV-cycle on Four Levels.](image)
This continues as each V-cycle is preceded by a smaller one designed to provide the best initial guess possible to the next finer grid. The extra work done in these preliminary V-cycles is not overly expensive and greatly enhances the performance since the low frequency components of the error are dealt with directly on the coarse grids. The FMV-cycle is the culmination of ideas and techniques which individually have been known and used for a long time. The result is a very simple but powerful scheme that can be used to improve the convergence properties of most iterative algorithms. [Ref. 7]

D. PERFORMANCE COMPARISONS

The preceding section was devoted to the development of the multigrid cycling schemes. The practical issue of complexity and performance will now be addressed. For convenience, the computational cost of multigrid methods is estimated in terms of work units (WU). A work unit, WU, is the cost of performing one iteration on the finest grid. The number of fine grid iterations performed will be referred to using the variable $k$. It is customary to neglect the cost of the intergrid transfer operations which could amount to as much as 15-20 percent of the entire cycle.

Consider a $d$-dimensional grid with $N^d$ points, where $N = 2^n$. An example would be a one-dimensional modeling problem with a parameter vector of $N=16$ points, i.e. $d=1, n=4$. With one iteration on each grid level, i.e., $v = 1$, each grid level in a single V-cycle is visited twice (once at each grid level as the algorithm telescopes its way down to the coarsest grid and once at each grid level on the way back up to the finest grid).
Each grid \( S^p \) requires \( p^d \) of a work unit. Adding these costs from each grid level gives the \( V \)-cycle computation cost as

\[
2 (1+2^{-d}+2^{-2d}+\ldots+2^{-nd}) < \frac{2}{1-2^{-d}} \ WU. \tag{2.12}
\]

Therefore a single \( V \)-cycle costs 4 WU for a one-dimensional problem; the cost is 8/3 WU for \( d = 2 \) and 16/7 WU for \( d = 3 \). [Ref. 7]

The computational cost calculation for the \( FMV \)-cycle is similar. Again, using only one iteration on each grid level, i.e. \( v = 1 \), an \( FMV \)-cycle beginning from the \( S^i \) grid costs \( 2(1 - 2^{-d})^{-1} \) WU. A \( V \)-cycle beginning from \( S^{-d} \) costs \( 2^d \) of a full \( V \)-cycle and in general, a \( V \)-cycle beginning from \( S^p \) costs \( p^d \) of a full \( V \)-cycle. Summing these costs gives the \( FMV \)-cycle computation cost

\[
\left( \frac{2}{1-2^{-d}} \right) (1+2^{-d}+2^{-2d}+\ldots+2^{-nd}) < \frac{2}{(1-2^{-d})^2} \ WU. \tag{2.13}
\]

For the one-dimensional problem, a single \( FMV \)-cycle costs 8 WU, the cost is about 7/2 WU for \( d = 2 \) and 5/2 WU for \( d = 3 \) [Ref. 7]. Table 2.1 displays the previously mentioned computational costs of the multigrid cycles in terms of work units.

<table>
<thead>
<tr>
<th>TABLE 2.1: COMPUTATIONAL COST OF A SINGLE MULTIGRID CYCLE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
</tr>
<tr>
<td>(( v = 1 ))</td>
</tr>
<tr>
<td>Iterative</td>
</tr>
<tr>
<td>( V )-cycle</td>
</tr>
<tr>
<td>( FMV )-cycle</td>
</tr>
</tbody>
</table>
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The more interesting and more important comparison between the straight iterative method and the multigrid cycles is the effectiveness of the technique versus its computational complexity. As a typical result, take a one-dimensional case with $N^d=16$ grid points and $n=4$. In order to achieve similar results, the straight iterative method required $k=12$ fine grid iterations. Using $v=3$, i.e., 3 iterations were done at each grid level, the $V$-cycle technique required $k=6$ fine grid iterations and the $FMV$-cycle technique required less than 1 fine grid iteration. This means the $FMV$-cycle technique had converged to a similar solution before having conducted its first fine grid iteration.

The computational complexity comparisons of this example are shown in Table 2.2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Fine Grid Iterations, $k$</th>
<th>Work Units (WU's)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterative</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>$V$-cycle</td>
<td>6</td>
<td>11.63</td>
</tr>
<tr>
<td>$FMV$-cycle</td>
<td>&lt; 1</td>
<td>10.89</td>
</tr>
</tbody>
</table>

Although Table 2.1 shows that a single multigrid cycle is computationally more costly than its iterative counterpart, the results displayed in Table 2.2 provide a very different conclusion. The multigrid cycles are more efficient per iteration [Ref. 7] and thus can be computationally less expensive in certain instances. It should be noted that the savings will vary according to the specifics of each problem. As a general rule, the greater the number of points in the grid, the greater the effectiveness of the multigrid techniques and thus the greater the savings will be. Also, the $FMV$-cycle is usually
preferable over a single V-cycle. Chapter IV deals more specifically with the issue of effectiveness using the system modeling algorithms discussed in Chapter III with varying grid sizes.
A. THE FINITE IMPULSE RESPONSE (FIR) MODEL

We are trying to model a system with input $x(n)$ where $y(n)$ is the output of the system and $\hat{y}(n)$ is the output of the $M$th-order model (see Figure 3.1). The output at time $n$ is simply a weighted linear combination of the input:

$$\hat{y}(n) = x(n) b_0^M + x(n-1) b_1^M + \ldots + x(n-M) b_M^M. \tag{3.1}$$

This can be written as

Figure 3.1: Input and Output Relationships of System Modeling.
\[ \hat{y}(n) = x_n b^M, \] (3.2)

where \( x_n = [x(n) \ x(n-1) \ldots x(n-M)] \) and \( b^M = [b_0^M \ b_1^M \ldots b_M^M]^T \) are the \((1 \times M+1)\) input data vector and the \((M+1 \times 1)\) vector containing the filter weights, or coefficients, respectively. The filter output at time \( n \) is \( \hat{y}(n) \). The superscript \( M \) indicates that these are the coefficients of an \( M^{th} \)-order filter. Because the true value of \( b^M \) is not known, equation (3.2) produces an estimate for the output, \( \hat{y}(n) \). Consequently, the error \( e(n) \) between the system output \( y(n) \) and the FIR filter output \( \hat{y}(n) \), is given by

\[ e(n) = y(n) - \hat{y}(n) = y(n) - x_n b^M. \] (3.3)

We seek a least squares solution to (3.2) that minimizes the sum of squared errors. The key is to form an overdetermined set of \( P+1 \) equations (where \( P \geq M \) is necessary for a unique solution) [Ref. 5] which can be written compactly in matrix notation as

\[ \hat{y} = X b^M \] (3.4)

where \( X = [x_n^T \ x_{n-1}^T \ldots x_{n-P}^T]^T \).

From (3.4), the error vector can be written as: \( e = y - \hat{y} = y - X b^M \). The sum of squared errors \( \zeta \) is given by

\[ \zeta = \sum_{j=n-P}^{n} |e(j)|^2 = e^T e = y^T y - y^T X b^M - b^M X^T y + b^M X^T X b^M. \] (3.5)

The minimization of \( \zeta \) is accomplished by taking its derivative with respect to the filter coefficient vector \( b^M \) [Ref. 1,5,10,11] and setting the resultant to zero:
Rearranging the terms in (3.6) gives

\[ X^T b^N = X^T y \]  

(3.7)

as the requisite condition for the sum of squared errors to be minimum. Solving (3.7) yields the optimal FIR filter coefficients

\[ b^N = (X^T X)^{-1} X^T y \]  

(3.8)

A more standard representation of (3.7), referred to as the normal equations is

\[ R b^N = r \]  

(3.9)

where \( R = X^T X \) is the correlation matrix, and \( r = X^T y \) is the cross-correlation of the input data matrix \( X \) and the output data vector \( y \). Theoretically, if \( R \) is of full rank, the solution to (3.9) is given by \( b^N = R^{-1} r \). This thesis develops iterative algorithms for FIR, AR, IIR and 2-D AR models utilizing multigrid techniques which are alternatives to the direct inversion of \( R \).

B. THE AUTOREGRESSIVE (AR) MODEL

AR modeling is approached through the related process of linear prediction [Ref. 1]. The output of an \( N \)th order linear predictor is given by
\( R(n) = -a_1 x(n-1) - a_2 x(n-2) - \cdots - a_N x(n-N) \) \hspace{1cm} (3.10)

where \( a_i \) are the linear predictor coefficients, \( N \) is the linear predictor order and \( x(n-i) \) for \( i = 1, 2, \ldots, N \) are the inputs to the linear predictor. The error can then be written as

\[ e(n) = x(n) - R(n) = \sum_{k=0}^{N} a_k x(n-k), \] \hspace{1cm} (3.11)

where \( a_0 = 1 \). To formulate the least squares version of the problem, define the vector

\[ \mathbf{x}(n) = \begin{bmatrix} x(n) \\ x(n+1) \\ \vdots \\ x(n_F) \end{bmatrix} \] \hspace{1cm} (3.12)

where \( n_i \) and \( n_f \) are some initial and final values of \( n \) that define the interval over which the minimization is performed. The vector of estimates can be expressed as

\[ \mathbf{\hat{x}} = -\mathbf{x} \mathbf{x}^T \] \hspace{1cm} (3.13)

where

\[ \mathbf{x}^T = \begin{bmatrix} x(n_i-1) & x(n_i-2) & \cdots & x(n_i-N) \\ x(n_i) & x(n_i-1) & \cdots & x(n_i-N+1) \\ \vdots & \vdots & \ddots & \vdots \\ x(n_f-1) & x(n_f-2) & \cdots & x(n_f-N) \end{bmatrix} \] \hspace{1cm} (3.14)

and
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\[
\mathbf{a}' = \begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_M \end{bmatrix}.
\] (3.15)

This problem is a special case of the Wiener filtering problem [Ref. 1], therefore the solution here can be written as

\[
\mathbf{a}' = -(\mathbf{X}'\mathbf{X}')^{-1}\mathbf{X}'\mathbf{x}_0
\] (3.16)

where \((\mathbf{X}'\mathbf{X}')^{-1}\mathbf{X}'\) is the pseudo-inverse of the data matrix \(\mathbf{X}'\) [Ref. 1].

In order to produce a set of normal equations, the error vector is defined as

\[
\mathbf{e} = \mathbf{x}_0 - \mathbf{\hat{x}}_0.
\] (3.17)

It then follows that

\[
\begin{bmatrix} \mathbf{x}_0 & \mathbf{X}' \end{bmatrix} \begin{bmatrix} 1 \\ \vdots \\ \mathbf{a}' \end{bmatrix} = \mathbf{Xa} = \mathbf{e}
\] (3.18)

where

\[
\mathbf{a} = \begin{bmatrix} 1 \\ a' \\ \vdots \\ a_M \end{bmatrix} = \begin{bmatrix} 1 \\ a_1 \\ \vdots \\ a_M \end{bmatrix}.
\] (3.19)

From the orthogonality theorem [Ref. 1] we can write
\[ X^T e = \begin{bmatrix} X_0^T \\ X^T \end{bmatrix} e = \begin{bmatrix} S \\ 0 \end{bmatrix} \]  \hspace{1cm} (3.20)

where \( S \) is the sum of squared errors. Combining equations (3.18) and (3.20) produces the normal equations

\[ R a = \begin{bmatrix} S \\ 0 \end{bmatrix} \]  \hspace{1cm} (3.21)

where \( R = X^T X \) is the correlation matrix.

There are two well-known methods for linear prediction which result in two different choices for \( n_i \) and \( n_F \) (see (3.12)). They are the autocorrelation method and the covariance method. The discussion of these methods will be limited to the covariance method here.

In the covariance method the values of \( n_i = N \) and \( n_F = L \) are chosen where \( L \) is the number of samples in the data sequence to be modeled by the \( N \)-th order prediction error filter. The data matrix has the form

\[ X = \begin{bmatrix} x(N) & x(N-1) & \cdots & x(0) \\
\vdots & \vdots & \ddots & \vdots \\
x(L-1) & x(L-2) & \cdots & x(L-N-1) \end{bmatrix}. \]  \hspace{1cm} (3.22)

The resulting correlation matrix is symmetric and positive semidefinite but it is not Toeplitz. The covariance method is often preferred because it makes use of only the measured data, thus eliminating the windowing effects and frequently results in a more accurate model. [Ref. 1]
C. THE INFINITE IMPULSE RESPONSE (IIR) MODEL

The infinite impulse response (IIR) model is more complicated than the two previously presented models. As in the FIR case, we are trying to model a system whose input is \( x(n) \). The output of the system is \( y(n) \) and the output of model is \( \hat{y}(n) \) (See Figure 3.1). The filter output \( \hat{y}(n) \) is a linear combination of the input sequence \( x(n), x(n-1), \ldots, x(n-M) \), as well as the previous output samples \( \hat{y}(n-1), \hat{y}(n-2), \ldots, \hat{y}(n-N) \), where \( M \) and \( N \) are the orders of the input and output coefficients, respectively. As in the FIR case, start with the difference equation representation:

\[
\hat{y}(n) = \hat{y}(n-1) a_1^N + \hat{y}(n-2) a_2^N + \ldots + \hat{y}(n-N) a_N^N + x(n) b_0^N + x(n-1) b_1^N + \ldots + x(n-M) b_M^N ,
\]

which can be written as

\[
\hat{y}(n) = \mathbf{a}^N \mathbf{z}_n + \mathbf{b}^N \mathbf{0} ,
\]

where \( \mathbf{z}_n \) is a 1 x \( N+M+1 \) data vector and \( \mathbf{0} \) is a \( N+M+1 \) x 1 vector containing the IIR filter weights. Because the true values of \( a^N \) and \( b^N \) are not known, equation (3.24) will only produce an estimate for the output, \( \hat{y}(n) \). Thus, the error between the true output \( y(n) \) and the IIR filter output \( \hat{y}(n) \) is given by
As in section A, the least squares solution to (3.24) for \( \theta \) comes from an over-determined set of \( P+1 \) equations (where \( P \geq N+M \) is necessary for a unique solution) [Ref. 5]. In matrix notation it is given by

\[
y = Z\theta ,
\]

where the data matrix \( Z = [z_n^T z_{n-1}^T \ldots z_{n-P}^T]^T \). The error vector is defined as \( e = y - Z\theta \). Minimizing the sum of the squared errors, similar to equations (3.5 - 3.7), gives

\[
Z^Te = Z^Ty .
\]

The normal equation representation of (3.27) can be written as

\[
R\theta = r ,
\]

where \( R = Z^TZ \) is referred to as the correlation matrix, and \( r = Z^Ty \) is the cross-correlation vector.

D. THE 2-D AUTOREGRESSIVE (AR) MODEL

The 2-D AR model assumes a stationary random process \( x(n_1,n_2) \) that is the output of an AR filter excited by a white noise input \( w(n_1,n_2) \) having a variance \( \sigma_w^2 \). The AR model is an all pole filter with a region of support \( A \) over which the parameters \( a(k_1,k_2) \) are non-zero. The difference equation for the system that generates \( x(n_1,n_2) \) can be expressed as
In this thesis we only discuss the \textit{quarter-plane} support and the \textit{combined quadrant} support which were investigated in this research. Multiplying both sides of (3.29) by $x(n_1-l_1,n_2-l_2)$ and computing the statistical expectation of the resulting expression [Refs. 6,8] leads to the \textit{normal equation}

$$R_x(l_1,l_2) = \sum_{(i,j) \in A} a(i,j) R_x(l_1-i,l_2-j), \quad (i,j) \neq (0,0)$$

(3.30)

which holds for $l_1,l_2 \geq 0$. The coefficients $a(i,j)$ can be derived from this normal equation. The structure of the normal equation depends on the region of support $A$.

1. \textbf{Quarter-Plane Support}

The region $A$ is said to have quarter-plane (QP) support when $a(i,j)$ are non-zero in one quadrant only. For QP support the normal equation has the form [Ref. 8]

$$R_x(l_1,l_2) = \sum_{l=0}^{P_1-1} \sum_{j=0}^{P_2-1} a(i,j) R_x(l_1-i,l_2-j), \quad (i,j) \neq (0,0)$$

(3.31)

where $l_1 = 1,2,\ldots,P_1-1$ and $l_2 = 1,2,\ldots,P_2-1$ with $P_1$ and $P_2$ being the dimensions of $A$.

If we assume that $a(0,0) = 1$, then (3.31) may be expressed in a \textit{block matrix} form as
Iterative algorithms utilizing the multigrid technique are presented in Chapter IV to solve these equations more efficiently. Details of each block in the matrix and the error variance vector $e^{(0)}$ can be found in [Refs. 6,8].

2. 2-D AR Spectral Estimation

The 2-D AR power spectral estimate is given by

$$\hat{F}_x(\omega_1, \omega_2) = |H(\omega_1, \omega_2)|^2 P_o,$$  \hspace{1cm} (3.33)

where $P_o$ is the power spectral density of the input and $H(\omega_1, \omega_2)$ is the transfer function of the 2-D AR model [Refs. 6,8]. If the input is white noise with a constant power spectrum of amplitude $\sigma_w^2$, then (3.33) can be written as

$$\hat{F}_x(\omega_1, \omega_2) = \frac{\sigma_w^2}{|1 + \sum (k_1, k_2) a(k_1, k_2) e^{-j(\omega_1 k_1 + \omega_2 k_2)}|^2}. \hspace{1cm} (3.34)$$

The 2-D AR spectral estimate is used to study the performance of the 2-D AR algorithm.

E. INTEGRATING MULTIGRID WITH THE MODELING ALGORITHMS

The previous sections develop the theory of the modeling algorithms used to test the performance of the multigrid techniques in a digital signal processing (DSP) application. In Chapter II, the multigrid theory and the Toeplitz approximation iterative
algorithm is presented. We now turn to the application of the multigrid techniques to the
algorithms that have been discussed.

The first step is to develop multigrid programs. These are developed from simple
iterative algorithms that they are designed to enhance in a modular fashion. Modular
programs are easier to verify and debug. The various components of the program, (i.e.
the modeling algorithm, the iterative algorithm, the V-cycle algorithm, the FMV-cycle
algorithm, the residual computation, and the interpolation and restriction operator
functions), can be mixed and matched and replaced individually.

These multigrid techniques can be applied with varying degrees of success to any
problem that can be formulated in the form $Ra = r$ discussed in Chapter II. Each
application works best if it has its own calling routine that can be tailored specifically to
the problem at hand. For example, calling routines in this thesis have been written to
perform system modeling on FIR, AR, IIR, and 2-D AR systems. Each of these
modeling problems can be solved using the straight iterative algorithm, the V-cycle
method, or the FMV-cycle method.

Sufficient error checking must be done to ensure that the filter order is compatible
with the intergrid transfer functions, e.g., the parameter vector length must be odd. This
in itself can be a drawback of multigrid and is further discussed in Chapter V. Calls to
the modeling algorithm then take the data sequence and compute the correlation matrix,
$R$, and the cross-correlation vector, $r$. Once this preliminary processing is complete, the
appropriate multigrid subroutines are called to solve for the parameter vector, $a$. 
The core of the multigrid technique in any application consists of the V-cycle and the FMV-cycle recursive algorithms. It is important to note that the recursive nature of these definitions absolutely requires that they be written as subroutines and thus leads to the modular nature of the multigrid programs. These routines can be implemented exactly as stated in the recursive definitions presented in Chapter II. The key is to substitute the iterative algorithm that works best in your application wherever the definition requires that an iteration or relaxation takes place.

The V-cycle and FMV-cycle algorithms do not stand alone, however. Both must call supporting subroutines. Each of the multigrid cycles require that the residual, \(d\), be computed somewhere in the routine. Once the residual is computed, the correlation matrix, \(R\), the cross-correlation vector, \(r\), and the residual, \(d\), must be transferred to a coarser grid; this requires use of the intergrid transfer subroutines. The intergrid transfer functions may also be implemented directly as discussed in Chapter II.

Each application of the multigrid technique has its own associated peculiarities. When applying the multigrid technique to any problem, it is helpful to keep in mind the overall goal which is to solve for the coefficients or parameters, \(a\), in a system of equations of the form \(Ra = r\). The theoretical basis behind each modeling problem determines how the correlation matrix, \(R\), and the cross-correlation vector, \(r\), are to be computed. Once that is done, each problem looks very much alike except for the application specific iterative algorithm used.
IV. RESULTS OF SIMULATIONS

A. FIR SIMULATIONS

In order to conduct the following computer simulations, a suitable reference system is required. Given a generated input and output data sequence, the algorithms described in Chapter III could then be used to model or "identify" the system. For the FIR simulations the output data sequence, $y$, was generated by filtering a zero-mean, unit variance, white noise input sequence, $x$, with a 22<sup>nd</sup> order elliptical IIR filter. The selected IIR filter was of a bandpass design with cutoff frequencies of $0.3\pi$ and $0.7\pi$. The bandpass design was chosen in order to provide a sufficiently long impulse response. The IIR filter impulse and frequency response are shown in Figure 4.1.

![Impulse Response (order=22)](image1)

![Frequency Response (order=22)](image2)

Figure 4.1: 22<sup>nd</sup> Order Digital Elliptical IIR Filter Impulse and Frequency Response (cutoff frequencies $0.3\pi$ & $0.7\pi$)

FIR filters of orders ranging from 31 to 255 were simulated. Only the results of the 127<sup>th</sup> order ($M=127$) simulations are presented here. Figures A.1 - A.12 in
Appendix A present the remaining FIR simulations. To compare the relative performance, results of the straight iterative algorithm, the V-cycle, and the FMV-cycle methods are presented for the 127th order model. The relative effectiveness of each method is shown by running the same number of fine grid iterations and comparing the results of each method. In each FIR simulation the number of data points, L, used is equal to 1000. This method of comparison is used for this and all remaining simulations presented in this chapter.

Figure 4.2 shows the results of the straight iterative method. Note that the straight iterative method converges in about four fine grid iterations. It converges rather quickly with a noticeable change in the parameter values for the first few iterations. Notice the normalized frequency response at the first iteration is dominated by a spurious peak at a very low frequency. This is because of the less than optimal parameter values at the first iteration. By the sixth iteration all parameter values are steady and the impulse and frequency response results plots are fairly close to their true values.

The V-cycle simulation is presented in Figure 4.3 using the same format to display the results. Note that the change in the parameter values in the first few fine grid iterations is noticeably smaller. This method reaches the solution one fine grid iteration before the straight iterative method and ultimately converges to the same impulse response at the sixth iteration. Of greater interest is the noticeable improvement of the normalized frequency response at the first fine grid iteration.

The FMV-cycle simulation is shown in Figure 4.4. The change in parameter values is almost non-existent and the coefficients have certainly converged by the second fine
grid iteration. The normalized frequency response at the first fine grid iteration is much superior to the first two methods presented. The corresponding impulse and frequency responses at the sixth iteration are equivalent to the straight iterative and the \textit{V-cycle} methods. The results illustrate the fast convergence performance of the \textit{FMV-cycle}.

To show that all three methods converge to nearly the same solution, a comparison of impulse response errors is displayed in Figure 4.5. The purpose of this comparison is to show that the multigrid techniques do not sacrifice accuracy for computational
complexity and indeed enhance the speed of convergence to the correct solution. For the 127th order FIR model case, the impulse responses of the three methods at the sixth fine grid iteration are very close to the true impulse response of the 22nd order IIR elliptical
Figure 4.4: 127th Order FIR Model Using FMV-Cycle Method. Impulse and normalized frequency response are shown with L=1000 data points.

A bandpass filter. The impulse response error of the two multigrid methods can be seen to be smaller than the straight iterative method because of the enhanced convergence rate.
Figure 4.5: 127th Order FIR Model Impulse Response Error Comparison. a) True System Impulse Response; b) Iterative Method Error; c) V-cycle Method Error; d) FMV-cycle Method Error.

B. AR SIMULATIONS

For the AR model simulations, an \( L=300 \) sample frame of voiced speech was selected to process for comparison purposes. The AR covariance method modeling algorithm developed in Chapter III was used in these tests. This method is also known as Linear Predictive Coding (LPC) in speech processing literature [Ref. 9]. The speech was sampled at 10 kHz resulting in a frame length of 30 ms.
As in the FIR case, only one representative case is presented here (the 15th order or N=15 model). Simulations ranging from 3rd to 63rd order models were conducted and the results of these additional cases are included in Appendix B (see Figures B.1 - B.12).

Figure 4.6 displays the results of the straight iterative method.

Figure 4.6: 15th Order AR Model of Voiced Speech Using Straight Iterative Method. Original speech waveform shown with dashed lines, synthesized speech waveform shown with solid lines for L=300 data points.

The LPC parameters converge very quickly because of the low order model. The sum of squared errors, S, decreases rapidly from 0.37 to approximately 0.25 at the sixth fine grid iteration. The original speech waveform is shown with dashed lines.
Synthesized speech waveforms are shown in solid lines for two cases after completing one and six iterations. It can be seen that no intelligible speech is synthesized at the first iteration as compared to the fairly good speech synthesized at the sixth iteration.

Using the same 300 sample speech signal, the V-cycle method produces the results shown in Figure 4.7. The results of the V-cycle method are almost identical to the straight iterative method. Three fine grid iterations ($\nu=3$) are conducted prior to transferring to a coarser grid for the telescoping V-cycle and the coarse grid correction. Because of these three fine grid iterations and the effectiveness of the Toeplitz approximation iterative algorithm, the LPC parameters and their corresponding sum of squared errors have almost converged to the correct solution before any intergrid transfers are conducted. Therefore, very little correction is made and the results presented in Figure 4.7 look remarkably similar to those of the straight iterative method.

As in the straight iterative method, the LPC parameters converge quickly and the sum of squared errors, $S$, decreases just as rapidly. Again, the synthesized speech (shown in solid lines) at the first fine grid iteration is unintelligible. But, by the sixth iteration, fairly good speech can be synthesized from the LPC parameters.

In this case, the V-cycle showed no improvements over the straight iterative algorithm used. This is partly due to the effectiveness of the iterative algorithm used and partly because three fine grid iterations were done before any intergrid transfers took place. This does illustrate one important point, however. If an iterative algorithm converges, adding the multigrid technique will neither slow down that convergence nor cause the algorithm to diverge.
Figure 4.7: 15th Order AR Model of Voiced Speech Using V-cycle Method. Original speech waveform shown in dashed lines, synthesized speech waveforms shown in solid lines for $L=300$ data points.

In the FMV-cycle method shown in Figure 4.8, a remarkable increase in effectiveness can be seen. The sum of squared errors curve decreases much more smoothly than before and the synthesized speech at the first iteration is not only intelligible, but it matches closely to that of the sixth iteration. This is a case when the FMV-cycle may converge to a satisfactory solution without even performing a single fine grid iteration.
C. IIR SIMULATIONS

The IIR simulations were conducted using the same 22nd order IIR elliptical bandpass filter used in the FIR simulation shown in Figure 4.1. As before, only one representative case is presented here. The results of the 31st order \((M=31, N=31)\) IIR model simulation are discussed here and the additional simulation results covering model orders ranging from 7th to 63rd can be found in Appendix C (Figures C.1 - C.12).
A stability problem arose using the algorithm developed in Chapter III for IIR modeling. The problem occurred whenever an attempt was made to "over-model" the system, i.e., using a model order greater than the system order. The resulting frequency response was not affected, however. Only the impulse response of the model showed the effects of the instability. In order to compensate for this problem, a method of pole correction was developed. Using the ideas of a minimum phase filter in [Ref. 12], the algorithm checks for poles outside the unit circle. If poles are found outside the unit circle, leading to an unstable model, they are moved inside the unit circle to the conjugate reciprocal locations, thus maintaining the desired frequency response of the model. It should be noted that the instability problem was not due to the multigrid techniques used in the modeling process, but was inherent in the modeling algorithm used. The straight iterative algorithm had the same instability problem each time an attempt was made to over-model the system.

Figure 4.9 presents the results of the straight iterative method using $L=1000$ data points. The change in the filter parameters is most noticeable in the first two or three fine grid iterations and it seems that the parameters have converged by the sixth iteration. The filter impulse response is provided for comparison purposes. The frequency response of the resulting filter at the first iteration is remarkably recognizable and is very close to its true values by the sixth iteration.

The V-cycle method shown in Figure 4.10 shows little improvement over the straight iterative method for all the same reasons discussed in the section on AR simulations. With three iterations at each grid level, i.e. $v=3$, the IIR filter parameters
Figure 4.9: 31st Order IIR Model Using Straight Iterative Method. Impulse and frequency responses are shown using \( L = 1000 \) data points.

Nearly converged to their final solution prior to any intergrid transfers. Therefore, in this case, the benefits of the multigrid V-cycle are not fully realized.

Figure 4.11 presents the FMV-cycle simulation results. The fine grid iterations beyond the first two seem to be unnecessary and the impulse response at the sixth iteration is quite similar to the other two methods. The normalized frequency response at the first fine grid iteration is much improved over the straight iterative and V-cycle methods. This shows the effectiveness of the coarse grid correction and the nested
iterations prior to the intergrid transfer to the finest grid. Finally, the frequency response at the sixth iteration is much closer to the system frequency response provided by the other methods. This is apparently because the low-frequency components of the error have been effectively removed prior to the transfer to the finest grid.

The impulse response error of the three methods at the sixth fine grid iteration is compared to the true impulse response of the system in Figure 4.12. A close scrutiny of each impulse response error reveals similar deviation from the actual impulse response.
although the \textit{FMV-cycle} error is the smallest of the three methods. This supports the fact that multigrid techniques only enhance an iterative method and in no way degrade the results.

To conclude the discussion of the IIR simulations, we compare the phase responses of the systems, i.e., the true phase response of the system is compared to the phase responses of the straight iterative method, the \textit{V-cycle} method, and the \textit{FMV-cycle} method at the sixth fine grid iteration. From Figure 4.13 it is evident that there are some
differences in the phase response of each method outside the passband (as there are in each of the frequency responses), however, the phase responses in the passband of each filter are quite similar. Since the magnitude of the frequency response outside the passband is small, the error in the phase response is relatively insignificant.
Figure 4.13: True vs. Modeled Phase Responses Using the Straight Iterative Method, V-cycle Method, and the FMV-cycle method.

D. 2-D AR SPECTRAL ESTIMATION SIMULATIONS

The 2-D AR modeling algorithm developed in Chapter III was used to estimate the parameters of a set of sinusoids in noise generated by

\[ x(n_1, n_2) = A_1 \cos(2\pi f_1 n_1 + 2\pi f_2 n_2) + A_2 \cos(2\pi f_3 n_1 + 2\pi f_4 n_2) + \ldots + A_p \cos(2\pi f_p n_1 + 2\pi f_p n_2) + w(n_1, n_2) \]  \hspace{1cm} (4.1)

where the amplitudes \( A_i \) are all equal to \( \sqrt{2} \) and the \( f_i \) are the normalized frequencies in the range \( 0 \leq f_i \leq 0.5 \). The term \( w(n_1, n_2) \) is zero mean gaussian noise with variance,
The value of $\sigma_w^2$ is chosen to give a desired signal-to-noise ratio (SNR) according to [Ref. 13]

$$SNR = 10 \log_{10} \sum_{i=1}^{p} \frac{A_i^2}{2\sigma_w^2}.$$ \hspace{1cm} (4.2)

For all 2-D AR spectral estimation simulations conducted the SNR is maintained at 10 dB.

When using quarter-plane (QP) support, a method exists that involves combining the first and second quadrant spectral estimates [Ref. 6,8]. This method is called combined quadrant (CQ) [Ref. 14] support and is given by

$$\hat{P}_x = \frac{2\sigma_w^2}{[\hat{P}_{q1}^{-1} + \hat{P}_{q2}^{-1}]}$$ \hspace{1cm} (4.3)

where $P_{q1}$ is the first quadrant estimate and $P_{q2}$ is the second quadrant estimate.

Numerous simulations were conducted with the 2-D AR spectral estimation problem. Filter mask sizes ranged from (3×3) to (9×9) with 2-D data sequence sizes ranging from (21×21) to (64×64) respectively. Along with these distinct changes, the sinusoidal frequencies were varied widely in order to determine whether or not the algorithm was spatially dependent. It was observed that the algorithm does provide different results as the spatial location of the frequencies is varied.

In this section, only one representative case is presented. A (36×36) data sequence with eight sinusoids in noise (SNR = 10 dB) with frequencies equally distributed in the frequency domain was modeled with the algorithm using $k=5$ fine grid iterations. The spectral estimate was then computed from the model parameters. The normalized
frequencies of the sinusoids used in this simulation were placed at \((\omega_1, \omega_2)\) values of (0.1,0.1), (0.4,0.1), (0.25,0.17), (0.1,0.25), (0.4,0.25), (0.25,0.32), (0.1,0.4), and (0.4,0.4). The results of the straight iterative algorithm are displayed in Figures 4.14 and 4.15. The crosses indicate the true spatial frequencies. See Figures D.1 - D.18 in Appendix D to examine additional simulations.

Figure 4.14: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the Straight Iterative Method. 1st & 2nd quadrant estimates are shown, \((k=5, 9 \times 9\) mask).

The first quadrant estimation discerns all of the eight frequencies present with noticeable bias. The bias is thought to have arisen due to the ineffective means by which
most iterative algorithms remove the low-frequency components of the error [Ref. 7].

Figure 4.15: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the Straight Iterative Method. CQ estimate shown, \((k=5, 9 \times 9\) mask).

The second quadrant estimate does not improve the spectral estimate. The first quadrant estimate completely dominates the second quadrant in that the combined quadrant estimate is affected mostly by the first quadrant estimate results. The combined quadrant estimate determines that eight sinusoids are present in the signal but with the noticeable bias of the first quadrant estimate.
It should be mentioned that as the number of iterations is increased the algorithm appears to diverge and the estimates degrade. This observation is similar to that reported in [Ref. 6]. In this case, the straight iterative method's performance degraded when ten fine grid iterations were conducted.

Figures 4.16 and 4.17 show the results of using the V-cycle method to first model and then estimate the spectral components of the system described above. In both the 1st and 2nd quadrant estimates, the average magnitude of the spectral peaks is much lower with very little detail appearing in either estimate. Not much about the nature of the signal, let alone the spatial frequencies, can be gathered from these results.

The V-cycle method CQ spectral estimate shown in Figure 4.17 demonstrates the power of the CQ method. Even when both the 1st and 2nd quadrant estimates appeared to be uninteresting, the CQ estimate displays great promise; eight sinusoids can be discerned. Most importantly, however, is that those frequencies shown are closer to the true spatial locations than those in the straight iterative method. This can be attributed to the removal of the low-frequency components of the error by the V-cycle method.

Like the V-cycle case, the FMV-cycle simulation in Figures 4.18 and 4.19 produces unrecognizable results in the 1st and 2nd quadrant estimates. The spectral peaks are irregular in terms of their magnitude and only a few of the correct spatial frequencies can be perceived from the contour plots. However, significant improvement results in the CQ method. Figure 4.19 shows the CQ spectral estimate using the FMV-cycle method. All eight sinusoids are placed close to their true spatial frequencies. Once again these superior results can be attributed to the removal of the low-frequency components of the
Figure 4.16: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the V-cycle Method. 1st and 2nd quadrant estimates shown, (k=5, 9x9 mask).

error by the combination of the favorable attributes of the coarse grid correction and nested iteration schemes in the FMV-cycle method.
Figure 4.17: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the V-cycle Method. CQ estimate shown, (k=5, 9×9 mask).
Figure 4.18: 2-D Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the FMV-cycle Method. 1st and 2nd quadrant estimates are shown, \( k=5 \), 9×9 mask.
Figure 4.19: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the *FMV-cycle* Method. CQ estimate is shown, (k = 5, 9×9 mask).
V. CONCLUSIONS

A. PERFORMANCE EVALUATION SUMMARY

In this thesis, the theory of multigrid is developed and applied to several system modeling applications. The results of these simulations are presented for representative cases in Chapter IV; many more are available for examination in the appendices. These results have all been quite favorable, but prior to drawing any conclusions, a discussion of the limitations of the multigrid techniques is in order.

Multigrid techniques are limited mainly by the intergrid transfer operators. Recalling from Chapter II, the linear interpolation operator transfers vectors from $\mathbb{R}^{(N-1)/2}$ to $\mathbb{R}^{(N-1)}$ space. For the case of $N=8$, the linear operator will transfer a vector of coefficients from three to seven. The limitation spoken of is that the vector length must always be odd. In the one-dimensional case, this means that only odd order FIR and AR models can take advantage of multigrid. For the IIR modeling case, the length of the coefficient vector must be odd which will determine the orders of the numerator and denominator polynomials used in modeling the particular system. Finally, for the 2-D AR modeling problem, the number of coefficients in the filter mask must be odd. This means that if a square filter mask is to be utilized the filter masks must be of sizes such as $3 \times 3$, $5 \times 5$, $7 \times 7$, etc. This is a limitation of the intergrid transfer operators, but is usually one that can be easily worked around.
The effectiveness of the \textit{V-cycle} and the \textit{FMV-cycle} is directly proportional to the order of the model used. As a general rule, the higher the order the greater the computational savings. Model orders or coefficient vector lengths on the finest grid of $2^n - 1$, where $n \geq 1$ is an integer, allow the multigrid cycles to provide the maximum advantage. For example, for the case of $n=5$, the \textit{V-cycle} will progress through the following grids in a telescoping fashion: $31-15-7-3-1-3-7-15-31$. Note that all of the grids visited by the \textit{V-cycle} are odd and thus the cycle may progress to a theoretical single point and then telescope back up to the finest grid. As another example, take the coefficient vector length on the finest grid of $33$. The first intergrid transfer to a coarser grid results in a vector length of $16$, which is an even number. The \textit{V-cycle} will then progress as follows: $33-16-33$. This does not take advantage of what the coarse grid correction and nested iteration schemes can offer.

If the limitations of the intergrid transfer operators can be dealt with properly, the multigrid techniques offer significant advantages over the straight iterative methods. It has been shown that the use of the \textit{V-cycle} and especially the \textit{FMV-cycle} leads to more efficient fine grid iterations. In most applications the multigrid cycles are more effective and computationally less complex than the iterative method used alone. The actual savings realized depends on the specific application, the type of iterative method used, and most importantly the length of the coefficient vector. In order to achieve maximum benefit of the multigrid technique, the coefficient or parameter vector must be of length $2^n - 1$. 
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B. RECOMMENDATIONS FOR FUTURE WORK

The multigrid technique can be applied to solving any system of equations of the form $Ra = r$ in conjunction with an iterative method. This in itself leads to an endless list of possible applications that can benefit from the ideas presented here. The technique can be applied on multiple level problems, a variation not discussed here, which provides even more flexibility. [Ref. 7] The work reported here can be easily extended to data adaptive filtering. Multigrid techniques should also be explored for the possible application in the eigenvalue problem and the singular value decomposition (SVD) problem. Wherever large systems of equations of the form discussed in this thesis are being solved iteratively, the multigrid techniques should be evaluated for possible computational savings and/or an increase in the rate of convergence of the iterations.
APPENDIX A: FIR SIMULATIONS

This appendix provides further FIR modeling simulations of the reference system described in Chapter IV. Filter orders of 31, 63, and 255 are presented using a data sequence of $L=1000$ points created by filtering zero mean, unit variance white noise with the bandpass filter of Figure 4.1. Graphical results of these filters are provided for the straight iterative, the V-cycle, and the FMV-cycle methods.
Figure A.1: 31st Order FIR Model Using the Straight Iterative Method. Impulse and normalized frequency responses are shown using \( L = 1000 \) data points.
Figure A.2: 31st Order FIR Model Using the V-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure A.3: 31st Order FIR Model Using the FMV-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure A.4: 31st Order FIR Model Impulse Response Comparison. a) True System Impulse Response; b) Iterative Method Error; c) V-cycle Method Error; d) FMV-cycle Method Error.
Figure A.5: 63rd Order FIR Model Using the Straight Iterative Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure A.6: 63rd Order FIR Model Using the V-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure A.7: 63rd Order FIR Model Using the FMV-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure A.8: 63rd Order FIR Impulse Response Error Comparison. a) True System Impulse Response; b) Iterative Method Error; c) V-cycle Method Error; d) FMV-cycle Method Error.
Figure A.9: 255th Order FIR Model Using the Straight Iterative Method. Impulse and normalized frequency responses shown using \( L = 1000 \) data points.
Figure A.10: 255th Order FIR Model Using the V-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure A.11: 255th Order FIR Model Using the FMV-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure A.12: 255th Order FIR Model Impulse Response Error Comparison. a) True System Impulse Response; b) Iterative Method Error; c) V-cycle Method Error; d) FMV-cycle Method Error.
APPENDIX B: AR SIMULATIONS

This appendix provides further AR modeling simulations of the voiced speech system described in Chapter IV. Filter orders of 3, 7, 31, and 63 are presented using a frame of voiced speech data of $L=300$ points as the system. Graphical results of these filters are provided for the straight iterative, the $V$-cycle, and the $FMV$-cycle methods.
Figure B.1: 3rd Order AR Model of Voiced Speech Using the Straight Iterative Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.2: 3rd Order AR Model of Voiced Speech Using the V-cycle Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.3: 3rd Order AR Model of Voiced Speech Using the FMV-cycle Method. Original speech waveform shown in dashed lines, synthesized waveform shown in solid lines.
Figure B.4: 7th Order AR Model of Voiced Speech Using the Straight Iterative Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.5: 7\textsuperscript{th} Order AR Model of Voiced Speech Using the V-cycle Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.6: 7th Order AR Model of Voiced Speech Using the FMV-cycle Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.7: 31\textsuperscript{st} Order AR Model of Voiced Speech Using the Straight Iterative Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.8: 31st Order AR Model of Voiced Speech Using the V-cycle Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.9: 31\textsuperscript{st} Order AR Model of Voiced Speech Using the FMV-cycle Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.10: 63\textsuperscript{rd} Order AR Model of Voiced Speech Using the Straight Iterative Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.11: 63\textsuperscript{rd} Order AR Model of Voiced Speech Using the V-cycle Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
Figure B.12: 63\textsuperscript{rd} Order AR Model of Voiced Speech Using the \textit{FMV-cycle} Method. Original speech waveform shown in dashed lines, synthesized speech waveform shown in solid lines.
APPENDIX C: IIR SIMULATIONS

This appendix provides further IIR modeling simulations of the system described in Chapter IV. Filter orders of 7, 15, 23, and 63 are presented using a data sequence of \( L = 1000 \) points created by filtering zero mean, unit variance white noise with the bandpass filter of Figure 4.1. Graphical results of these filters are provided for the straight iterative, the \( V \)-cycle, and the \( FMV \)-cycle methods.
Figure C.1: 7th Order IIR Model Using the Straight Iterative Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.2: 7th Order IIR Model Using the V-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.3: 7th Order IIR Model Using the FMV-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.4: 15th Order IIR Model Using the Straight Iterative Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.5: 15th Order IIR Model Using the V-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.6: 15th Order IIR Model Using the FMV-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.7: 23rd Order IIR Model Using the Straight Iterative Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.8: 23rd Order IIR Model Using the V-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.9: 23rd Order IIR Model Using the FMV-cycle Method. Impulse and normalized frequency responses shown using \( L = 1000 \) data points.
Figure C.10: 63rd Order IIR Model Using the Straight Iterative Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
Figure C.11: 63rd Order IIR Model Using the V-cycle Method. Impulse and normalized frequency responses are shown using $L=1000$ data points.
Figure C.12: 63\textsuperscript{rd} Order IIR Model Using the FMV-cycle Method. Impulse and normalized frequency responses shown using $L=1000$ data points.
APPENDIX D: 2-D AR SPECTRAL ESTIMATION SIMULATIONS

This appendix provides further 2-D AR spectral estimation simulations of the system described in Chapter IV. The filter mask size of $9 \times 9$ is used to filter a $36 \times 36$ data sequence consisting of eight sinusoids in noise (SNR=10dB) for $k = 1, 3, \& 10$ fine grid iterations. Graphical results of the 1st quadrant, 2nd quadrant, and CQ spectral estimates are provided for the straight iterative, the V-cycle, and the FMV-cycle methods.
Figure D.1: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the Straight Iterative Method. 1st & 2nd quadrant estimates shown, (k=1, 9×9 mask).
Figure D.2: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the Straight Iterative Method. CQ estimate shown, (k=1, 9x9 mask).
Figure D.3: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the V-cycle Method. 1st & 2nd quadrant estimates shown, (k=1, 9x9 mask).
Figure D.4: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the V-cycle. CQ estimate shown, \((k=1, 9 \times 9\) mask).
Figure D.5: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the FMV-cycle Method. 1st & 2nd quadrant estimates shown, (k=1, 9×9 mask).
Figure D.6: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the \textit{FMV-cycle} Method. CQ estimate shown, \((k=1, 9 \times 9\) mask).
Figure D.7: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the Straight Iterative Method. 1st & 2nd quadrant estimates shown, (k=3, 9x9 mask).
Figure D.8: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the Straight Iterative Method. CQ estimate shown, \((k=3, 9\times9\) mask).
Figure D.9: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the V-cycle Method. 1st & 2nd quadrant estimates shown, (k=3, 9x9 mask).
Figure D.10: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the \textit{V-cycle} Method. CQ estimate shown, \((k=3, 9 \times 9\) mask).
Figure D.11: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the FMV-cycle Method. 1st & 2nd quadrant estimates shown, (k=3, 9×9 mask).
Figure D.12: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the FMV-cycle Method. CQ estimate shown, (k=3, 9x9 mask).
Figure D.13: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the Straight Iterative Method. 1st & 2nd quadrant estimates shown, (k=10, 9×9 mask).
Figure D.14: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the Straight Iterative Method. CQ estimate shown, \((k=10, 9\times9\) mask).
Figure D.15: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR=10dB) Using the V-cycle Method. 1st & 2nd quadrant estimates shown, (k=10, 9×9 mask).
Figure D.16: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the V-cycle Method. CQ estimate shown, (k=10, 9×9 mask).
Figure D.17: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the FMV-cycle Method. 1st & 2nd quadrant estimates shown, (k=10, 9x9 mask).
Figure D.18: 2-D AR Spectral Estimate of Eight Sinusoids in Noise (SNR = 10dB) Using the FMV-cycle Method. CQ estimate shown, (k=10, 9×9 mask).
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