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Preface
The purpose of this study is to investigate the effecﬁveness of low-thrust

propulsion techniques in satellite attitude control. Of particular interest are any
differences in attitude control system design methods that make use of the
advantages of low-thrust propulsion,{such as small minimum impulse bits, high
frequeqcy of operation, or controllability. |

| | would like to thank Capt. Jim Planeaux, who assisted e anc-advised
me during the initial stages of this project. | would also like to thank Dr. Wiesel,
who then assumed his duties as my advisor, and gave me the guidaﬁce and
questicning I'needed to eccomplish my goal. Finally, ! am grateful te my

classmates, who found the time to share their knowledge and expertise.
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£ Equations of motion for a satellite controlled through continuous, low
.thrust propuision systems are analyzed through numerical integration
techniques. The equations of motion are derived using the Euler Momeﬁt .
Equations. The prope&ies of the satellite model are based upon the Intelsat Vil
design of commurications satellité. A simple rate and error feedback cohtroller
is used in providing active attitude control about two and three axt:s
Perturbatioh models are createc and applied based upon the satellite model.
Parameters varied include thrust levels and controller deadband widths.

System response times, pointing accuracy, and total impulse required for

aftitiude control.are determined as measurements of relative performance.




| APPLICATION OF LOW THRUST PROPULSION TECHNIQUES

"TO SATELLITE ATTITUDE CONTROL SYSTEMS

. Introduction

Satellite designers are constantly worki'ng towards improving the
'performanpé and life expectancy of their spacecraft designs. One approach to
this goal has been the use of non-chemipél propulsiop techniques, such as
electrothermal or el{actrostatic, in thg attitude control systems. Some examples
| of research in this areé,ére‘ presented by Beatiie [4], Burton [6',7],_Ghislanzoni
{10], Hirata '[1?.], Sovey [17], and Valéntian [19]. These examples cover just a
few of the possible non-chemicall propulsion tephniques available today or in the
near future. Non-chemical methods have the potential for a much higher
specific impulse than is available from cliemical propulsion, resulting in lower
fuel c.opsumpt'ion and thus a longer satellite’ lifetime for a given' propellant mass.
However, they also requ:re a electrical power supply if the pcwer requwements‘
are. to be kept reasonable for a soiar powered satellite, the maxnmum possubip
, thrust is low

Thas Iow thrust can be advantéoeous in that greater contro! of total
nmpulse apphed over a pe'aod of time is poss:ble However, it may also -
requires a different approach to modeling spacecraft attiwude dyn}amics.

Typically, chemical thrusters have a relatively high impulse delivered per
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shortest pnssible firing time. This minimum impulse bit limits the maximum
pussibie accuracy of the system. If too narrow of limits are atltempted for the
attitude accuracy, the thrusters fire nearly continuousiy, with each‘pu!se nushing
the spacecraft axis fronﬁ c'm'e side of the limits 1o the other. The much smaller
minimum impuise bit available to Iow-thrust.propulsio;': can allow mucn smaller
accuracy limits to be used.

if the primary mode of attitude control is the use of reacfion wheelé, with
* the thrusters metely used to remove excess momentu;n due to secular
perturoations, the accuracy cf the system is not limited by the minimum impulse
bit, as long' as thé momentum wheels are capable of counteracting the impulse.
In this case, determining relative éffectiveness of differént propulsion systems
simply involves calculating the total momentum to be rémoved over the life
expec:ancy of the satellite and determi.ning the propulsion system that requirés
ihe least mass in order to accomplish this. Hcowever, if the propulsion system is
the primary attitude <':ontroi actuator, then the effecﬁveness of the system
depends upon the magnitude of the impulse bit and the frequeﬁcy of Ithruster
operations. .

Thereforle_, this ‘thesis will examine the spacecraft attitude dynamics,
'using a non-linear numerical analysis scheme. The primary goal is to
determine the poterit:al effe ‘tiven~ss of low-level propulsion in controling the -
attitude of a satellite, and investigate how the application of these systems to

attitude control differs from that of chemical thrusters. Figures of merit will
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include the ability to maintain optimal attitude in the presence of perturbative

' effects, time required to realign the attitude, and the thruster usage percentage.

The analysis will use a non-tinear dynamical model of a non-spinning,

non-symmetriczl satellite in a geosynchronous orbit about the Earth.

' Perturbative influences examined will include grevitational gradient torques,

"solar radiation pressure, radio-frequency transmission pressure, and the effects

of imper2ci.ons in the spacecraft orbit. Perturbations that affect the orbit itseif
will not be modeled, as station|keeping methods using low-thrust propulsion
have already bée‘n examined in many papers, such those by Day [8],
Ghislanzoni [10]. and Sov.'ey [17], and are outside of the area of interest in this
discuésion., Activatior Qf the thrusters will be determined théugh a simple rate-
and-error feedback controller.

In .addition to gaining insigﬁt into the rel...ve perfor'r'nancbe of low thrust'
levels, this analysis will ‘also examine;'the magnitude of the perturbative effects

and the lower limit: "hey set upon attitude control systems. While the

. perturbations ..ue to solar radiation and radio-frequency pressures are highly

Ideoendevnt upon sbacecr_,aft config'ura_tion. the other perturbations will be.
applicahle‘ to any spacegraft.
All calculm»dns énd s;mumt‘ions wnllvbe based upon several assu;mbtions.
First, the ma$§ properties of the satellite will be he.ld constar:t. ITr;is means that‘
| the mass_expelléd by the thr.usters; is considered to be negligible, and that the

spacecraft is treated as a rigid body. In addition, all thrusters are assumed to
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be-perfecily. aligned, with repeatable performance.

The information to be gained through this analysis v)ill aid in determining
the effectivenesé of non-chemical attitude control systems. It will provide
figures 'of> r'nerit‘for use in comparing possible performance with that of chemical

systems, and will be of use in the design and selection of satellite systems.



Il. Theory
Th.: chapter follows the derivation of the equatiqns of rﬁotion of a non-
symmetrical, 3-axis stabilized satellite. These eQuations are derived using
Newtonian dynamics, resuiting in a set of second order, nonlinear differential
equations. A satellite model is thgri created aﬁd' used to detlermine the
perturbativg forces acting on the satellite. A range of thrust levels of interest is
~ determined, and two simplified controllers are désigned using rate and position

. feedback.

2‘.7 Equations of Motion’
Euler's Momert Equations are}u'sed és a starting point in the derivation

- of the equations of motion for thé'aﬁitude of a ,non—éymmetric satellite. Thes;e'
equations are reduced to the form of six nonlirear, coupled, first order
.dlmerential equations to form a state vector fo} the sateliite attitude. The
: équations are left in a. general form to allow for greater flexibility in the ar\'alysis‘.
Sinc;e'. numerical jntegration techﬁiques ate used in the 'anz'ilysi's. the equations
“are not linearized. However, the development of thes‘e' equatioInS follows the

linear derivations presented by Agrawal [1:106-131].

'2.1.1 Angular Attitude Velocity. The coordinate frames used in this

development include a body frame B, a nominal attitude frame A, and an . -

21




inertial reference frame I. Figure (2.1) shows the orientation of the nominal
attitudet frame with respect to the inertial reference frame.' The Z axis ,Iies in the
‘plane of the orbit and points alor.g the radius vector towards., the Earth. The X
axis lies in the plane of the orbit in the direction of satellite motion. The Y axis
is perpendicular *o the orbit plane, and complétes a standard Right-Hand-Set

coordinate system.

4+ K

Orbital track

Fiqure 2.1 Nominal Attitude Coordinate Frame vs!. Inertial
Frame .

The bady frame 1s obtained from the A frame by a 3-2-1 rotation through
'the angles vy, 8, and ¢. The relationship between these two fra.as is shown in

ﬁgure (2.2). [The body frame is fixed with respéct to the satellite and is‘.ai;gne'd
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along the Principal Mcment Axis. Therefore, the satellite’s angulér velocity is

the sum of the rotation rates from the inertal frame to the body frame.

OBl = B X

Fiqure 2.2 Spacecraft Body Frame vs. Nominal Attitude Franme

The rotation rate of the A frame with respect to the inertial 1rame is the rate of .
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change of the true anomaly for the orbit, w,, with the axis of rotation being
aldng the -Y axis.

The rotation rate of the body frame with‘respect to the A frame can be
broken down into three parts - the yaw rate dy/dt about the Z axis, .9e pitch
rate de/dt about an intermediate axis Y’, and the roll rate d¢vdt about th2 X or

x axis. Therefore:

1 0 . ~sin 6 :
0¥ =10 (¢ +Jcosd (6 +)cosOsing [ (2-2)
0 -sin ¢

J cOs 6 cos ¢

for use in the analysis. the rotation rates must be expressed in a common
reference frame, and the body frame was chosen in order to simplify
perturbation modeling and the Moment of Inertia matrix. The rotation matrix

from the A to the B frame as the result of tHe 3-2-1 rotation is:

cosfcosy cosisiny ' -sin@ |
i - . , o /
-cos¢siny COSpCosy + . Singcos8 - (2.3)
V(= ssingsin@Cosy  +singsindsiny J |
K | singsiny | ' -sindcosy . . cos¢pcosh K
*cos¢sineéovsw +COssinBsiny "

The intermediate axis system is obtained from the body frame through the

rotation through y about the z axis. Summing thése angular velocities results

24



in the total angular velocity of the body frame with respect to inértial‘space:

1 0 -sin 6 :
J-1] ‘ . ' ¢
o™ =10 cos ¢ cos 0sing [{ @
[ 0 -sin ¢ cos 0 cos <_p b (2.9)
'cos 9 uin ¥
- wp{ COS ¢ COS ¥ + sin ¢ sin O sin ¢
-sin ¢ cos ¢ + cos ¢ sin O sin ¢
To simplify equations, this will be written as
o =[RE - o,N (2.5)

2.1.2 Angular Momentum. Since the angular momentum of the system
ic the sum of the momenta of its parts, the satellite angular momentum can be

divided into that of the rotating body (H,) and that of any reaction or momentum

wheel system (h).

. o . H=H,+h | (2.6)
where the momentum of the rotating body is

Hy=le> @

The rate of change of the ang'ular mormentum of the system equals the

external moments applied to that system, and determimng'the defivatiye of the
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angular momentum vector in a non-inertial frame results in:

M=H =8Hb + 0¥ x H, Bh + P'xh (2.8).

Replacing H, with equation (2.5) and applying the chzin rule for derivatives,

M = [f](oe" + [/]d)au . u)a”x[l}o)a” B+ ¥ x h (2.9)

Assuming a rigid satellite structure, the momenfs of inertia are constant
and d{l}/dt =[0]. |
The momentum and rate of change of the momentum of any momentum
wheel system (h and dh/dt)‘, if one is used in the spacecraft, depends upon the
' control system uséd and its effects upon the wheel sneeds. Therefore these

two vectors will be left as parameters to be varied as required.

 Replacing dw/dt with the derivative of equation (2.5) results in:

- M = [I][[R]é - [RlE - oyN - wON] « 0¥ x[ljo®" +Oh « WP x h (2.10)

Solving for d’e/df’:

.(?

. K , 11)
£ = ,[R]“[I]"[IM - (,)"”x[l](;)s’f -Bh - 0¥ x h] - [R]f'{[ﬁ]i: - @,N - o)ON]

2.1.3 Reduction to State Vector format. Since the body frame is aligned

with the principal axis, [l] is a diagonal matrix and is easily inverted:
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I 1
J oo o
IXX

] 1
=0 - o

: Yy
o o -

i L ]

(2.12)

The [R] matrix is more complex, but the inverse. can still be dctermined, -

along with the first derivative of {R]:

1 singtan® coso¢tan
R =10 cosd -sin¢
0 singsecd cosdpsechd

0 -.é-COSe

0
[R] =0 -psing -BsinBsing +¢coéecos¢
|0 .-dcos¢p -BsinBcoso- ¢cosBsing

~ Separating the vectors into their components resuits in :

27
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r

1 .
_I.._(M;(Izz—lyy)o)pl-h,—hzwy+hp_,)

+0 N+ N, +j6cos6)
¢l Y . ' (2.15)
) —[R}‘ T(My-(l‘_,—la)o),coz—h y—h,w;hzwz) Sl
9 h yy ' . Py . 3
" +(i)0Ny+(x)0Ny+Q)9$in(1)+9\jf$iﬂ9$in¢-—¢\IICOSGCOS(1))4

1
/

22

0N+, N, +$8.c0s 6 + 81 sin 8 cos ¢ +drrcosdsin )

(M~(L,~1 )00 ~h ~h o +he)

Yy “xx

Applying equation (2.13) and simplifying results in three second- order
equations: |
b= LM, o1, )00,-F,-h.0,5h0)

22z Yy
xx

4 Sin O Ml )00,y -ho, h0)
- (2.16)

cosdtan®
+-__I:.__.( M,-( L,

)00 ~h,~hm +hw)

6y, Sing w0 (y225Y L ptanBcosy)+ Oy «Bptand
cos 6 coso cos9

6 = SOSOM ~(1,,1,)0,0,-h ~h e, +h )

1 xx 22
'yy
-El"li?(M,—(/"-/,,)m,my—ﬁ,—h_,m;h_(.,,) (2.17)

iz

L 0, CosY 0 (dsinBsiny ~ysiny)-dycoso
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. 1 sin ¢ ) " .
v E__o-s_e[T(My"(lxx_Iz.z)wx(j‘)z-f,:y_hxmz'*hzwx)

cos ' . :
o M1, 1, J0,0,-F,-h g +ho) (2.18)
<<i)osinesinwﬂoo(g;sih9cosw'~d>cosw+écosesin\u)

2z

81 sin 6]
These can then be represented as six, first order equations forming the stéte

vector of the satellite attitude dynamics:




A

1 3
T‘( Mx-( Izz-lyy)wywz_hx -hzmy+hy('oz)

+_S.l_n_¢t_a.n_e_( My—(, ‘I )(l)xmz-hy-h-xmz +hz(‘)xz)

Iy; 9 xXx 22 |
L cosotan o :
_,Z.Z___(MI (1~ Lo, ~h,-h o +hw )
. sing . COSY oy -
® +, +ptanbcosy)+—* __
®cos6 oV cosa ¥ V) cose,ﬁ‘eq)tane
cos ¢

(M,~(1,~1)0,0,-h -ho,+hw)
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2.2 Satellite Model

‘Tne spacecraft model is based (.n 'an idealizaiion of the Intelsat Vi
communication satéllite. This satellite was chosen 'sincé work 'has élready_been
conducted on the application of non-impuicive propqlsion techniques to orbit
maintenance [9]. The spacecraft design was simplified, resulting in the iayout '
shown in figure (2.3). This design can be broken dqwn into just a few sinljple
structures for the burpose of analyzing the dynamics of the vehicle.. The
dimensions for thel spacecraft are available from Neyret [15] and Wilson
[20:369]. The values are rounded off for simplicity of use.

The center of mass of thé spacecraft is located at the geometiic center
of the central body. The two sqlar arrays are pos‘i.tioned along the + and -y v
axis, syrﬁmetricaﬂy with reSpect to the satellite'center of rﬁass. The feed horn
structure is modeled as a homogeneous box ce<ntered‘on the +z axis. The two
antenna reflectors ére treated as flat disks. Tﬁey ére mounted with fheir

centers of mass on the x axis, the 2.5 meter diameter trahsmi: antenna along

' the.+x and the 1.5 meter receive antenna-on the -x. Both antenné reflectors ’

are canted at a 30 degree angle from the x-y plane.

| All components are treated as simple, homogeneous _stiuétur( ‘1 the
spacecraft ﬁnodei. From this layout, the apbmximate values 'for the Mome"nts of
lnerfia are determined. Since the spacecraft body frame is aligned aioﬁg the

Principal axis, the Moment of Inertia matrix is a simple diagonal matrix.
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2.3 Perturbative Fo}ces

In the absen'ce of perturbations, it would theoretically be po’ssible to
place the satellite into an'orbit so that it would maintain a perfect attitude,
rotating about its y axis once per orbit so as té remain pointing at the same
spot on the Earth’s surface. In such a case, the only purpose of an attitude
control system would be to change the spot on the Earth at which the satellite
is pointing. For this purpose, any level of thrust is sufficient, affecting only the
time required to change spots. However, the perturba,ti'ons present in actual
satellite .opératior;s set lowér limits on tﬁe thrist lovels capable of maintain the
desired attitude. In this analysis, a rumber of sources of perturbations will be

considered.

2.3.1 Gravity Groient Torques. The method followed for determining

the gravity gracient torgues is based upon the presentation by Agrawal [1:131-

133]. The 'gravitational force, F. cperating on a differential element of mass, dM.,

is:

RIM (R, . . |
Fo W RM, (R oM  (2.20)

. where r is the position vector of the element with respect to the spacecraft

center of mass, as shown in figure (2.4).

-




Figure 2.4 Source of Gravity Gradient Torques

Reducing this,

F - uAR,-ryaM (1 -3 r‘aoon{ r"
R R (R

" (2.21) "

' _ wiRy-ryaM (1 r'Ro '
- R.‘ L R'\

!
*
W

Y]

The moment on the spacecraft is then the sum of the moments of the

diffr-~ntial elements.



3u, ¢ :
M= "2 [(rxRy){r-R)dM L (2.22)
) .

Expressing R, in body frame coordinates and separating the moment vector

into its components gives:

[(y?-z9)dM sincos bcos?

- 3“@ 2_52 ; '
= [(x?-2%)dM sinBcos6cos ¢

M R

f(y?-x?)dM sinBcos8sind
' (2.23)

(1,-1 )singcospcos 6

. 3u. (1,,-1,)sinBcosBCosé

R03

(I,-1 )sinBcosBsing

Since I,, > 1,, > 1 _, the gravitational moment about the x axis is perturbing, and

‘the morhent about the y axis is correcting. The moment about the z axis is a

function of the error about that axis only so much as that error is a function of

the roll and pitch errors. Itis primarily a function of the errors about the x and

‘y axis.
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2.3.2 Solar Radiation Pressure Torques. The reflection or absorption of
photons involves a transter of momentum, resulting in a force acting on the
s.atelli‘te. This force, where non-symmetrical about the center of mass, results
in a net torque.‘ Solar radiation pressure acting on a symmetric satellite simply
results in a transverse force, with no resulting torqbe. The calculétions used in
modeling these forces are similar to those presented in Agrawal [1:133-139].

| A percentage of the photons, p, will be reflected from the spacecraft,
while the remainder will be absorbed In gerneral, the reflected photons would
be o'livided between those diffusely and those specularly reflected, but in order
to determine a limiting value for the solar pressure, all reflected photons will be
treatd as specularly reflected.

The number of photons impinging on a spacecraft surface depends upon
the surface's effective area with respect !0 the sun’s radiation. Given a ;udace
of area A‘,.with a hormal vector n, as éhbwn in figure (2.5), its effective surface |

area with respect to the direction of the sunlight, S, is

A, =AnS! (2.24)

It @ photort is absorbed, it transfers its entire momentum vector to the surface,

resulting in a force due to absorption of




Specularly
Ref lected
Photons

incoming Photons

Figure 2.5 Geometry of Solar Radiation Forces

F,=(1-p)FAln-ss | (2-25)

where P is the value of the solar radiation pressure at the satellite’s orbit.

For specul‘arly reflected photicns, the photons reverse the cbmponent of
their momentum vector ndrma! to the surface, resulting in a net change of 2p
cos ¥ = 2p(n.-S), where p is the magnitude of tﬁe momenturﬁ véctor.‘ Tﬁis
change in momentum is applied along the noﬁnal vector, n, and results Iin a

force due to reflection of:

- F,=2pPAln-S|(n-S)n (2.26)

| Combining these two forces gives a net force of:
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F=PAln-S| (1-p)S*2p(n'S)nJ - (227)

Therefore the moment acting on the spacecraft due to the solar radiatior

pressure on this ¢ne surface is

M=PAl-Sir x |(1-p)S-2p(n-S)n - 223

where r is the vector from the spacecraft cénter of mass to the center of
pressure of the surface. The total momernit is thep the sum of the moments due
to all contributing (non-symmetrical) surfaces.

The satellite mode! used in this analysis has only three areas of non-
s"nimetry - thé feed horn assembly, and the two anfen'na reflectors. The
anter'rna reflectors are modeled as flat plates, and for the purpose of
detérminir)g solar pressure, the feed horn assembly is treated as two fiat plates
perpendiculé_r to eéch other, one in the x-z plane, the other in the y-2 pléne.
—-The areas, positionlvec'tors, and normal vectors of these surfaces, expressed >in

body frame coordinates, are:
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Surface Area 1 e n.

2.5 m Antenna 4.91 m? E '.(3.40,0,0) | (0.5,0,0.866)
15mAntenna | 177m :'(-:2'.85,0,6) (0.5,0,0.866)
x-z plate 3 m? i | .“(Q,Q.Z) . I(0,1,0)
y-zplate 3m? N (0,0.2) C(1:0,0)

Table 2.1 Non-symmetric Components

The unit vector S for the direction of the solar radiation is

S=sinacosd/ + sindJ + cosacosdK - (2.29)

where § is the declination of the sun and a is the orbit angle as measured from

th = spacecraft local noon. Translating into body frame coordinates.

cosecoswsinacoss + cos@sinysing - sindcosacoss

(-cosdsiny + sm«psmecosw)smacosb o ' (2. 3'0,
S = { o« (cos¢cosw * singsin@siny)sing + sm¢cosecosacoss y

(smq)smw + cos¢>smecosw)smacoss '
~ + (-sindcosy + cos¢sinBsiny)sind + cOSPCOSOBCOS U COSH

F,

The position of satellite local noon moves along the orbit at arate of -
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approximately 1° per day, but the variation in S over one orbit is sufficiently
small that S can be treated as a constant vector.

Therefore the total torque due to solar radiation pressure is

-2A, |S,|(1+p}S, - 24, | S,|(1-p)S,

-3.4A |-1128, +\3128,| [(141/2p) S, V31208, )

2854, | 128, + 3128, | [(1+1120)8, - V31298, ) |(2.31)

-24, |8, |(1-p)S, 24, | S,|(1+p)S,

344, |-1128, /312, |(1-p)S,

-2.854, | 1128, +V312S, |(1-p)S,

where §,, S, and S, are the body frame components of the S unit vector.

?.3.3 Transmitter Radio;Freque'nCy 70qué. ,The'phbtons making up the
satellite downlink also have momentum, and transmitting "them results in a
change of momentum to thé spacecraft, acting éyt the transmitting antenna. If
the beérﬁWidth of the transmitting antenna is narrow enough, the photuﬁs can
all ‘be.'treated as having the same velocity vector. Assuming that ‘this
transmitted beam is directed in the z direction, the force acting on the antenna
IS | |

. 2-20




£ --b  (232)

where P, is the power transmitted.
The center of pressure of this force is at the geometric center of the

antenna, and it has a position vector of

3.4 (2.33)

o0

Thus the net torque due to Radio Frequency transmission from the primary .

antenna is

M= xFo=l3alt | (2:34)

!

A total transmitted power for all channels of 500 watts is assumed for this
analysis, based upon data on the capabilities of Intelsat VIl presented by Nabi

[1'3],‘ gi\/ing a torque of

M =566x10"% Nmj | (2.35)
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2.3.4 Effects of Imperiect Orbits. If the satellite is in a perfect
geosynchrdnous orbit, with both the eccentricity and the inclination equal to
zero, then by rotating the spacecraft at a rate of w, about the -J axis, the
satellite remains pointing at the same point on the surface of the Earth.
However, imperfections in the orbit will have two types of effects and may
recuire the éttitude control System to compensate.

The first effect is caused by the fact that the angular motion of the
satellite, dv/dt, is not constant in an elliptical orbit. Thus the satellite must
change its rate of rotaiion in-order to remain pointing at the center of the Earth.
In the derivatian o‘f the equations of métion in section (2.1), this rate of fotatidn
corresponds to thé angular rate of the A frame with respect to inertial space, |

.and is termed w,. Using the relationship between the true anomaly, v, and the
mean' motion, shown in Bate [3:185-187], an equ'ation can be derived
expressing the rate at which w, cha'nges as a function of v.

9- (1 _e2 )3/’2 e

Thié value can then be used in the state vector equaticns in order to take these
effects into account. |

The second effect of a non—geosyncﬁronm;s orbit is due to the fact that -
the satellite is often aligned with a specific point on the Earth’s surfape. and not

at the center of the Earth. The vector frcm the satellite to this surface point is -
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at an angle to the satellite’s position vector with respect to the center of the

Earth, as shown in figure (2.6)

Alming Pol

Figure 2.6 Off-center Pointing

The angle v is the difference between the satellite’s position vector and
the sub,—péint position vector with respect to the center of the Earth. Solving for
the anglé A results in

R-cosy
(R? +1-2Rcosy)'?

cosA = (2.37)

~ where R is expressed in units of Earth radii.
If the satellite's orbit is ciréular. but inclined, then yis a function of the.

orbital inclination and the angle, u, between the ascending node and the
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satellite’s current position, and measures the angle from the orbital plane. In

this case,

v = sin"'(sini sinu) . (2.38)

If the satellite is in an elliptical, eccentric orbit, then v is a function of the true
anomaly, v, and the Earth’s rotation since the satellite’s last perigee passagé.
In this case, A is in the plane of the orbit and has a value of

R-cos(w, t-v)
(R? #1-2Rcos(w,t-v))'?

COSA =

(2.39)

If the orbit is both inclined and elliptical, A is'a function of a combination of the
two factors. For orbits that are nearly geosynchronous, with inclination less
than 2° and eccentricity of less than 0.01, the maximum value for A is still small,
on the order of 0.4°. The second derivative of A is the value of greatest

interest, since it determines the angular acceieration that the satellite must

‘achieve in order to maintain the proper attitude. This can be determined from

i - $(R?+1-2Rcosy)(Reosy-1)- § Rsiny(R*-1) (240
(R?+1-2Rcosy)? '

where v is the resuit of the combined angles determined in equations (2.37) and
(2.39).

For an orbit within the limits expressed above, the required angular
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acceleration is on the order of 107° radians/sec®. For *he satellite modelled in
this analysis, this requires a torque on the order of 10° Nm. Note that for
satellites in a lower altitude, highly eccentric orbit, such as a Molniyz orbit, the

requirements for angular acceleration will be much highe:.

2.3.5 Net Peﬂurbaiive Torques. The net torques applied to the satellite |
are therefore a combination of secular and cyclic components. The major
component is’causeq by the solar radiation préssure, which acts about all three
axis if the solar declination is non-zero. In the case of an orbit with a
declination of 0°, the solar radiation pressure contributes a moment about only

the y axis. The torques caused by solar radiation and radio frequency pressure

ure plotted over the period of one orbit in figures (2.7 - 2.10).
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2.4 Thruster Performance Limits

The thrust of an electnc propulsion system 'depends upon three
parameters - the effectve exhaust velocity (V,), tne input power (P}, and the
system efficiency (n). Frorﬁ these three.pérlameters. the thrust delivered can be

modeled as

2Pn

Thrust = (2.41)

e

Current electric p-opulsion methods have V,'s that range frorh 3000 m/s
for Resistojets to 100000 m/s for lon engines [16]. Higher levels are possible,
but the power levels required for a meaningful levet of thrust become exorbitant.

Sincé the thrusters will be used at short intervals with a somewhat
irregular period, they need to'be ready to operate at all times. In some forms of
electric prépulsion, this requires electncal power 10 maintain the system in a
standby rﬁode due to,the need t;) méintain heater temperatures or avoid a
length power-up (9:7, 14:7]. Therefore, the use of I.Jatteries. as the primary
source of power is not acceptable, sincé they would be in constant use. Either
adgitional solar arrz;yé must 'be added to increase the available pdwer. or the
thrysters must operate on the margin of péwer available after spacecréft
payload, housekeebing. and battery recharging demands are met.

The specific mass of the solar arrays and required suppcrt equipment for
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Intelsat VIl is 78 kg/kW {8:5].  Any additional solar arrays added will also

inbr.ease the'satenites moments of inertia.

If ho additional solar arrays are added, then the system must require less
power than reméins after other spébecraft needs are met. On the Intelsat VI,
this is. 399 watts at End-of-Life power levels [15:4].

System efficiencies vary considerably depending upon the method of
propulsion in use. Electrothermal systéms have efficiencies u'p'lto n = 0.8,
dropp'ing oft with increasing V, fo a value of 0.3 at V, of 10000 m/s.

Electrostatic systems also have efficiencies of 0.3 at 10000 m/s, but the

“efficiencies risé to about 0.8 above V, of 40000 m/s [6:4].

| Using these limits.l for a system with V, of 30001m‘/s, P 6f 400 watts, and
n of 0.8, a maximum thrust of 0.22 N is calculated. A lower level of thrust
correé_ponding to a system with lower pdwer or a higher V_ could be used, with
the only- limit being that the'thrust be requirec to exceed the perturbative fclarces.

There are far foo many types of electrotherfnal, eléctromagnetic’;, and
dedros-tatic piopulsfon systems fcr them to be des'.cribed_’here. Some, such as

resistojets, operate in much the same manrer as chemical thrusters, being

~ controlled by limiting the propellant flow [2:2]. Others, such. as Radio-frequency .

ionlthrusters. can be controlled by varying the radio power applied 10 the
ionization chamber or by controlling the voltage applied across the accelerator

grid [11, 5:2]. Pulsed ion and electrothermal thrusters typically have no direct

~ control of the thrust delivered per pulse.. Instead, they control total impulse by
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varying the number of pulses used or the pulse duration [7:142, 10:3, 18:1].

2.5 Controller Design

Twe different controller designs are used in this analy,sis; Both are
" based using upon a rate-and-error feedback system to determine when to fire
the thrusters. The first design drives three _sets of thrusters, one set about each
of the body axis. The other combines a momentum wheel with its spin axis -
aligned along the -y axis anq one set of thrusters acting about an axis iyin’g in
the x-z plane. The systems are based upon calculations provided by Agrawal
[1:137-146] and Dougherty [9]. |

In the controlier developed to command the three-axis tnruster package,
a linear, non-coupled sct of equations is used so that each axis may be
considered separately. The system uses rate and error feedback to develop a
~ proportional signal for the thrusters. In chemical thrusters, such a signal is
typically used tolmodulate the pulsing of the thruster valves, thus producing ‘a

net impulse proportional to the signal {1:142]. The signal is determined by

M =K (:0+0) - (242)
v_vhere
K = ThrustsMomentarm (2.43)
‘ deadband
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;=0 | 2 (2.44)

- This produces a signal profile as shown in figure (2.11). Howevek, since the
thruster are being treated as on/off devices, with each thruster pulse lasting for

one time step, the imphlse delivered to the spacecraft is as shown in figure

(2.12).

Thrust

KCTO+0d

Figure 2.11 Proportional signal to Thrusters
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Thrusters

K(Té», =Y

Deadband

Figure 2.12 Controller Cutput Signal to Thrusters

The second method investigated in this thesis; actively conals the pitcﬁ
and roll axis, while leaving the yaw axis to be controlled thrcugh gyroscdpic o
coupling. Tlhis is ¢one because of the difficuity and expense in .accurately
sensing yaw errors througﬁout the entire Cibit [1:142). Whilersdﬁgiér,ensors can
be used,ltheyv do not function during eclipse season at either sateiite fizcn or
midnight. ' |

The errors about the y axis are contrilled through a reaction wheel, with
its angular momentum vector aligned along tne -v axis of the spacecratt. By

controlling the speed of the reaction wheel, the ar.qutar velocity 'of the
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spacecraft about that axis is controlled. The wheel is biased so aé to albways
have angular jfnomentum, ihus providing gyroscopic stiffness to the satelite.
Because bf this gyroscopic effect, thevx and z axis are coupled, and
attitude errors in both can be corrected with a single set of thrusters. :rhe
sensors detect only fhe roll errors, but as the satellite proceeds around its orbit,
the yaw and roll errors interchange, upon which they are detected and
correéted. The thrusters pairs are not mounted directly ‘along the spacecraft y-z
plane, but are instead offset so as to provide torque apouf both the roll and the
yaw axis. This offset fs selected so as to ‘damp out the oscillations introduced

by the spacecraft’s orbital frequency, and is calculated from

c - tan“ 2 ,zz (‘00 ’ (245)

m

where h is the magnitude of the momentum wheel’s angular momentum and

1
1+h?/(1,, Kcos{)

m

(2.46)
The brbfile for this system is identical in shape to that of the pre'vious .

method. - The equations used in the cbntrouer are -

M, f-KcosC_(rd);q») _ : (2.47)
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M, =Ksin{(16+9). (2.48)

=2 Ay (2.49)
N_Kcos( ,

These two contro! systems will both be used and the results compared in

~where

order provide repeatability. This will assure that any characteristics of operation

revealed are not caused solely by the controller used in the study.
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ll. Method of Numerical Analysis

‘This chapter provides a description. of the humerical integration

techniques used in this analysis. The;Haming integrator, the method used in

. propagating the state vector, will be described, alo'ng with the requirements for

its use. The characteristics of the system modeled will then be specified. The
parameters to be vavried.wi'll be described, and the range of values chosen for
the investigation will be cefined. Somle of the difficulties encountered in using -
the .Haming to model this system will be discussed. Finally, the programs
developed and their ese wiil be descr.ib‘ed.

The dynamical system developed in this analysis was encoded using
Fortran 77, and compiled and executed on the AFIT corﬁputer network Sun
workstations. One form of the code deveioped is presented in Appendix A.

Several other forms of the code were breated using different initial condition,

~ output, and the attitude controller sections. 'All versions use identical'sbalcecra‘ft

equations of motion and perturbation equations.

3.1 The Haming Integrator

The I{iéming lnt‘eg‘ramr Qses a founh-erder .eredictien-correction ailgprit.hm'
in_order to integrate first-order diffefenti_al equations, such as the equ'aiions of
motion of the satellite attitude state vector presented in equétion (2.1€). #t -

requires continuous differential equations, with continuous derivatives of those
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equétions. If an equation has a discontinuity, Haming treats it as a céntinuous
equaticn through a form of curve-fitting. In order to integrate discontinuous
equations, the state vector must be propagated across the discontinuity using
| some other method, 'and Haming reinitialized.

Haming also requires that the différential equations be smaoth over the
interval determined by the step size. If a differential equation varies too greatly
over one step, the Hamin‘gﬂintegrator algorithm used fails to initiali‘ze. Reducing

the step size can solve this problem, but the integrations take a cdrrespondingly

larger amount of processing capability.

3.2 Special Redt)iréments for Modeling with Haming

The largest problem encountered in propagatmg the state vector with a
Hammg integrator is the need for a very small step size, especially as the
desired attitude error limits get smaller. This requirement is.most obvious when
the thrusters are active. By reducing the step size, the processing time
required is inéreaseo. Since the angular accelerations due to the perturbations
are very smalll, the state vector must be propagated through a relat_ivély long
period in order to collect the desired data. fhus, the use of Haming abd a
computer model to examine th'is subject is very expensive in terms of |
computing pdwer. |

Dlscontlnumes in the equatuons of motion also requnre specnal care,

Activating and deactivating thrusters results.in a discontinuity in the applled
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moments. As a result, the iteration must be halted and Haming reinitialized
with the new moments applied. By treating the activafion/deactivation of |
thrusters as an instantaneous ever;t, with no riSé 6r fall time in the thrust, no i
6ther metﬁod of propagation is required, since' the new initfal state. vector is
simply the same as the last state vector obtained. For long thrust tirlnes this is
an accurate assumption. For burn times that are short relative to the rise and
fall times, this method may still be used if _t_hé effective thrust uséd r.eflects'a.n |
average tﬁrust over the burn time. |

Dislcontinuiti’es also occur in the moments due to the solar radiation
pressure. These are spaced around the ofbit at approximately 60° iniervals,
and are a result of the different sections rotating to an edge-on aspect to the
sun, resulting in'a sharp minimum in solér pressure at that attitude. ' The exact
'time depends upon the sateliite’s attitﬁde and thérefore must be determined as
the state vector 'is propagated. At each of these discontinuities, the iteration is
halted, and the state vector is propagéted'ag:ross the discohtinuity by .

Xtea) = X(0eatRO . (31

t

Haming is then reinitialized and the process continues. The Iéss of accuracy

through using this form m;or the propagation is min%m_a_i due to the smau’ step size

and the small changes in the derivatives of the étété vector over ‘one step.
These'breaks in the prOpégation are used to aliow greater efficiency in

the program. During the periods the thrusters are inactive and the rate of
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change of the state vector is small, the step size is increased, and processing
is faster. When the thrusters are active, Haming is reinitialized with a smaller
step size to allow the algorithm to integrate the equations of motion more
accurately. Thus the program matches ‘the step size to the requirements of the‘

moment.

3.3 Description of Programs‘

One principal program was written for this analysis, and several variants
created from it in order to investigate diffe(ent facets. .The primary program
includes the assignment of constants, the equatior{s for the perturbations, the
first-order derivatives of the state vector elements for use by Haming, Haming
itself, and an iterative loop to initialize and then drive Haming though the

desired interval. The variants added the desir_ed controller and its

‘implementation, output, and initial condition sections, and made necessary

changes to the iterative loop.

~The form of the code included in this paper propagates the equations of
motion throughout one orbit of the satellite about the Earth. During this time a |
record is kebt of the success of the sateliite' in maintaining its attitude w.ithin thé
desired ‘limitsl éhd the amount of timé that the thrusters Were used.in
maintaining that atﬁtude. This information is collected for a range of thrust
Ievells' for each of several pointing error deadbands.

The ‘secc'md primary form of the code was developed in order to model
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error correction response times. The attitude initial conditions are chosen with
a pointing error tﬁat is greater than the allowed limit. - The prog’ram‘then
propagates the state vector until the attitude is corrected, while recording the
time required to meet pointing requirements'and vthe total thruster use during
that time.

A third form of the program was developed in order to examine the
effects of faster controller rates and better control of thruster output. The
controiler rate is simulated by varying the integration 'step size, thus performing
the controller Ealculatione more often‘. The control of thruster output is queled '
by Iirﬁiting the number of possible levels the thrusters at which the thrusters
may be operated. | |

In addition, the basic program is used to verify controller operation in the
* absence of perturbations and to examine the magnitudes of the perturbaﬁons _
and their dependency on the satellite attitude. The program is also used to
integrate the perturbative moments and thus determine tatal impulse required

over one orbit.

3.4 System Specifications
The satellite mode! described in section (2.2) provides the Bynamicai_
constants and pérturbation equations used in the analysis. The perturbation |

calculations are performed with the following constants and orbital data:




- p=0.9 : Reflectivity of polished aluminum
- 8=23.44° : Maximum declination attainable

- e=0.01 : High end of eccentricity for geostationary sateintes

-i=0° : Inclination effects are described in section (2.3.4) | ‘

In all cases it is assumed that the desired satellite orientation is with‘ th‘e body . ‘ *@a
frame and the A frame aligned (i.e. antenna directed at the center of the Earth). | 4 “
Each set of integraﬁons begin at satellite noon, which also corresponds to the *
perigee passage. |
3.5 Parameters
The initial data is collected by varying the thrust produced and |
determining the relative pointing accuracy and the thruster usage req_uired. | , ‘ ’:ﬁ
Thrust is varied using a logarithmic selection of values from a high of 0.2 N to a r
low of 0.00025 N. The high Iimit is slightly less than twice the expected ﬁ
maximum as cal'c:jlateo in section (2.4) if only one pair of thrusters are used on
the spacecraft. The lower limit is selected so as to provide a controll_;'n'omenf | '
-that is still Qreater thén the maximum mo.ryneht due to perturbative forces. The | v
valués selected to cover this range are shown in'tab!e (3.1). .
In addition, the desired pointing error limits are varied tolexamir'we the

: éffect that this will have on the performance at differedt thrust leve.s. One
advantage of low thrust engines is the fact that the total impulse delivered ‘“
during one thruster aitién i§ more controllable than that of a cherﬁical
3;6 |




propulsion system, thus aflowing greater pointing accuracy. The pointing error
limits examined range between 0.5° and 0.0005°, with the points selected
presented in table (3.1).

Finally, the step size used in the Haming integration will be varied. Since

' the program requires that a thruster pulse last an entire step, this models the

effect of different pulse leng&hs and controller operation rates. The step sizes
used are between 0. 5/0 1 seconds which is the largest steps that Haming can
complete a simulation wuth and 0. 05/0 01 seconds. The first of each pair is the
step size used when no thrusters are firing, and program changes tc the shorter
step size when Haming is reinitialized when a thruster is turned on. The
smallest pair of step sizes nears the lowé'r préctical limit for the compter
system used. At this step size, integrating over an entiré orbit requires
approximatély an hoqr per thruster setting. To comp.let‘e an entife data

collection run with ten thruster levels and ten error limits at this rate would

require on the order of eighty hours of computer operatibns. plus additional time

for formatting the results.

The simulations that are processed with the largest step,size cover the

period of one orbit. The data collected at'shorter step sizes represent results

. over a four hour period of the orbit. In addition, integrations over smaller

periods of-time are made in order to validate the operation of the model. Other
values are also used' for these parameters as the-data collected shows areas of

further interest. . These values are specified in Chapter IV as the results are
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discussed.

02 N
01 N
005 N
0.02 N
0.01 N
0.005 N
0.002 N
0.001 N
0.0005 N
0.00025 N

~ Thrust Levels

Deadbands
0.5°
0.2°
0.1°
0.05°
0.02°
0.01°
0.005°
0.002°
0.001°

0.0005°

~ Step Size

0.5/0.1 sec
0.25/0.05 sec
0.1/0.02 sec
0.05/0.01 sec

Table 3.1 Parameters




IV. Results
The numerical integrations programs are used to generate data on the

performance of low-level thrusters over a variety of conditions. The first series

of calculations are parformed in order to validate the controller design and the

satellite dynamics package. Data is then collected on the ability of the system .
to maintain Earth pointing within the limits specified, and on the thruster usage
required in accomplishing this. This data is then examined, and additional

calculations performed to more closely investigate areas of interest.

4 1 Verification of Controller

In order to verify th‘e performance of the conirollers, an initial Corﬁbuter
run is made and the errors graphed versus time. The graphs are mad'e_v‘With an
initial deadband of 0.5°, step sizes of 0.5/0.1 seconds, énd thrust of 0.2
Newtons per thruster. Figures (4.1 - 4) demonstrate the errors for the firs't.
controller,design‘. The first two curve's resemble the .rlespo'nses éxpécted frvo_fn
an impulsive control scheme, with éharp corners as the pointiﬁg error‘s'

approach the 'deadbands and relatively constant rates of change between

thruster firings. . This is due in part to the step size, which places a lower limit

on the minimum impulse allowed. Thus the thrusters are firing for lohger than
is required, resulting in the cycling between limits seen in the plots.
Figure (4.3) represents a case in which the penurbativé forces are acting

to keep the error near one limit. This is shown in greater detail in figure (4.4).
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The initial portion i each plot also show the effects of the perturbative

moments quite clearly.
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4.2 Pointing Accuracy

The pointing accuracy graphs are constructed by comparing the total
time that the error about at least one of axis is greater than the allowable limit
and comparing this tme with the durafion of the integration. These graphs
clearlsl show the accuracy in maintaining narrow pointing iimits using a simple
on-off controller. The most interesting point about these graphs is the fact that
at the narrowest tolerance examined, the ‘more poyverful thrusters start to be the
least capéble. The least powerful thrusters maintain their performance
capability despite the change ir) the limits. ’l"he graphs shown here are all using

the three-axis control method.

" 0.08
0.08 -
c.o7} .
©.06 - -4
¥ ocoslf ' .
"g 0.0e | .
= ' .
0.03 ¢ . B
c.oz} ' E
0.0 = -
'Po-‘ 1T0—8 10~ 10— 100
Thevet (N) ' |

Figure 4.5 Pointing accuracy, Meihod 1, db = 0.5°, At = 0.5/0.1
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When usi'ng the momentum wheel plus one axis control, the efror in ¢
follows the same pattern. The error in 0 Iis dependent upon the controller, not
the thrusters used. The error in y is out of the limits for most of the time. In
order‘ to maintain this axis within limits it is necessary to increésé the angular
momelntum of the mohentum wheel, thus providing greater gyrosccpic stiffness.

It is clear from these graphs that accurate attitude control cén be
maintained with thrust levels as low as 0.5' mN per thruster. At the lowest
thrust setting, 0.25 mN, the limits ére, exceeded approximately 14% of the time.
This figure is independent of the pointing limits desired.

Thrust levels above this remain consistently within the limits; except for
the at the narfowest limits, where ihe highest thrust settings lose the ability to
maintain the sateliite attitude withiﬁ limits. This is due to the fact that the
minimum impulse 'b_it is too large and the operating frequéncy too low for the
limits specified. One pulse from a thfuster results in an angular velccity that is
Itoo high to be éonsistently corrected before the error limit is exceeded. As a
result, the spacecraft i Qnable to maintain' pointihg accuracy within the selectea

limits. -

4.3 Total Angular Impulse Required
The total angular impulse required in order to maintain the spa(:ecraft's'
attitude is also of interest, as it is this factor that determines the total mass of -

_propellant required over the life of the satellite. In these graphs, the time that
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each thruster pair was active is summed over the orbital period and multiplied

“times the moment delivered by the thruster to obtain a total angular impulse.
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The total angular impulse éan be seen to be near constant for a given
deadband as long as the thrust level is low. At higher thrust levels, the total
angulér impulse required increases sharply, because of the larger minimum
impulse bit. Where the total is constant, the thrusters are merely acting to push
the satellite axis away from one side of the deadband, and aliowing thev
perturbative moments to force it back. As the thrust level is in;:reased, a single
pulse from the thruster drives the axis to the other side of the deadband,
causing the opposing thruster to fire and drive it back. - ln‘stead of thé t'hrustérs
being uséd to maintain only one side of the deadband. they are used on both
| sides.‘resullting in a reduction in efficiency.l At still higher levels of thru'st. the
axis traverses thé deadband in a shorter time, requiring the thrusters to fire .
more ofte'n.' The limiting éase is reached when the thrusters are firing during
every time step. When this cccurs, the system loses the ability to maintain the

attitude within limits.
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Figure (4.25) is of special interest, as it represents 'a set of conditians
that réquires no ttlmruster firings during the period observed. Due to the
gyroscépic effect of the momentum wheel, the small magnitudes of the
lperturbing moments cannot cause the attitude error in ¢ to ex‘ceed the limits

within one orbital period.
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4.4 Effects of Smaller Step Size

When examining the data already coliected, it becomes obvious that the
Iimitiné factor is the minimum impulse bit. By ?educing the step size, the
minimum duration of one thruster firing can be reduced, thus reduciﬁg the
minimum impulse bit. The next series of graphs show the data changes
causled in the system effectiveness by reducing the step size. All data covers a
period of one-sixth of an orbit. The first set, figures (4.35-41) uses a deadband
of 0.0005°, while varying the step size. The pointing accuracy results for a ,s‘tep
size of 0.05/0,01 seconds is not 'includéd as it is identical to the results with a
step size of 0.1/0.02 secondsv. In both of these cases, the system is able to

maintain itself within the limits with 100% accuracy.
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As a final look at the effect of step size on system effectiveness, data is
presented on performance with error limits of 0.000002°, or approximately one-
hundredth oi an arcsecond. The data covers a period of one-sixth of an orbit,

and is presented in figures (4.42-49).
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From the graphs, it can be seen that none of the levels of thrust
examined offer acceptable performance if a time step of 0;5/0.1 is used, as all
result in the attitude being out of limits during over 98% of the control systém
sampling times. At shorter time steps, it becomes possib|¢ to achieye adequate
performance, and each further reduction in the time step results in higher levels
of thrust being acceptable.

| 'As a result of the data collected, it can be seen that the two factors of
greatest importance in the performance of the attitude con‘_t'rol are the minimum
ahgular inribulse delivered and.’the' frequency of the controller. Either redgcing
the change in angular momentum per .pulse or in‘cr.easing the frequgnc§ of
control actions aqus narrower limits to be met. Thg level 6f thrust providéd |
has no. effect on 't'he ability of the system, except in as much as it affects the
minimum impulse bit and as long as it surpasses thé perturbative forces acting

on the spacecraft. If the thrust level is decreased beyond that required to
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achieve an acceptable minimum angular impulse, there is no effect on the total -

angular impulse required to maiﬁtain proper attitudevcontrol.. Thus it has no
effect upon the mass of propellant required, since the propellant required to
deliver a givén total angular impulse is a funqtion of the thruster specific
impulse and position, not of its thrust. This is true in all of the combinations of

factors examined in this analysis.
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4.5 Response Time

| The analysis of the response times is brief. The results of the data
collected indicates that the nonlinearities, axis coupling, and perturbations have
very little eﬁeét upon the time required for the system to recover from an
attitude error about one axis. Instead, all responses can be approximated by
Newtonian dynémics, where the aanar acce!er.ati'on equals the applied
moments divided by the Moment of Inertia of that axis. - Thus, doubling the
thrust will reduce the time required to correct an error by the square root of two.
Verification of this treatment is provided by the following plots of résponse times
shown in figures (4.50-52). Each graph shows three curves: one with the
perturbative forces oppesing the corrective action,'one with the perturbative
forces assisting the corrective action, and the third generated from a Newtonian

treatment of the control laws. In each graph, the Newtonian approximation

results in a value between the other two.
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V. Conclusion

In order to mvesngate the use of low thrust propulsuon systems using
numerical integration techmques |t IS necessary to use a very small step size.
The impulse bit of the_.thr.uster as applied by this analysis ‘s limited to no less
than the thrust times the steb size. . Therefore, in order to examine the
advantages of low thrust'systems versus chemical rockets, the step size must '
approximéte the thrgster'pulse duraticns. Af the same time, the low angular
accelerations experi‘encedl meens that relatively long pericds of time must be '.
covered in the inteétaticn limits in order to examine cyclic behavior. fhese two
‘facets combing to fequire a large amount of computer processing time. If the
effects of}variations:in the perturbative moments are to be considered, the
duration covered by.-the integration must be stiil longer, since these effects
follow a cycle with a period of one day.

However, euch integrations are vnot necessary in the design process.

The primary figures of merit in-a propulsion system for attitude control are the

minimum impdlse bit and the pulse rate. Beyond that, as long as the thrusters

| procuc- greater moments than those caused by the penurbatlons the thrust of

the systzm has no effect upon its effscuency or accuracy Thus Iow thrust

systems can be treated the same - . chemical propulsion systems of much -

~ higher thrust. The propella-.. required in either case is determined by the total

impulse requi_red_divir'-ed'by the_ specific impulse of the thruster. In this case, a

low thrust system mightfhave a mass advantage due to its higher specific




impulse and correspondingly lower mass of propellant required. However, the
decision must be based upon total mass of the system, including the thruster
itself and any supporting equipment. The eqdations for determining the
optimum specific irhpulse for a given total impulse are wéll understood and in
common uée in satellite design.

The influence of response times upon the system design is dependent
upon the purpose énd requirements of the §pacécraﬂ. A communications
‘'satellite, such as the Intelsat Vii has no need to perform rapid attitude changes
during normal operations, and a low thrust system is adéquate for its use.
However, during initial deployment of ihe spacecraft, some supplementary
method may be needed for in order to allow the spacecraft to attain an Earth
pointing attitude within a reasonable time frame. At the lowest thrust level
| examinéd in this analysis, a satellite the size of Intelsat VIl would require over

one hundred and seventy hours to ﬁalt a rotation' of one revolution per minute.
If the satellite cannot depioy its solar arrays until the attiiude has stabilized, all
of this manéuver"\g must be performed uéing baitery power. Therefére the.
restrictions on how long the deployment and attitude acquisition sequence can
take may restrict the minimum thrust allowed, require additional de'spin' thrusters
to halt spacecraft spin, or r_eduire that spaCecréft inj'ect.ion into the
geosynchronous orbit be accomplished with riear' zero residual angular motion.

The results of this analysis indicate that low thrust systems are capable

of accufate attitude control. Their treatment in designing an attitude control
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system should be no different than that of chemical ‘propulsion. In both.cases,
the limiting factor is the minimum impuise bit of the thruster and the operations

rate of the system. Further examination of this subject is not recommended.
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Appendix A
PROGRAM thesis _
This program uses a Hamming Integrator to apply perturbations to .
satellite dynamics. Thruster firings are continuous, with hammg
being reinitialized as thrusters turn on and off.
implicit double precision(a-h,m,0-2)
double precision Ix,ly,lz,nu thrusts(10),nun ‘
data thrusts/0.2,0.1,0.05,0.02,0.01,0.005,0.002,0.001,0. 0005
1 0.00025/
logical flagxp,flagxm,flagyp,flagym,flagzp,flagzm

.common /ham/ t,x(12,4),f(12,4),errest(12),n,h
common /wheel/ hx,hy,hz,hxdot,hydot,hzdot
common /consY Ix,ly,lz,w0,wOdot,ecc

~ common /state/ phi,theta,psi,phidot,thetadot,psidot

O

(9]

43
c

common /moments/ db,thrust,mcx,mcy,mcz,mx,my,mz
common /sun/ alpha0,delta,Sx,Sy,Sz

common /nominal/ phi0,thetad,psi0

common /dbug/ xblock,yblock,zblock,wx,wy,wz

OPEN OUTPUT FILES

open(15,file="th2a.0’ status="unknown’)
open(14.file="lim2a.0’,status="unknown’)

SET CONSTANTS

Ix = 8000

ly = 3700

Iz = 7850

alpha0 = 0.0

psi0 =0.0 * |

thetaO = 0.0

phi0 = 0.0

delta =23.443597°3.1415962/180. 0
ecc = 0.01

db = 0.5°3. 1415962/180 0

h=05

WRITE HEADERS TO OUTPUT FILES
write (15,43) db
write (14,43) db
format(2x,” Deadband= ',{10.8,", Step= 0.5, 0.1?)
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SET UP TIMING AND DIMENSIONS FOR HAMING

=10

t=0.D 00
tf = ((23°60+56))"60

nstep = int((tf-t)" h)

INTEGRATE OVER ONE PERIOD FOR EACH LEVEL OF THRUST

- do 300 k1 = 1,10

*** INITIAL CONDITIONS ***

thrust = thrusts(k1)

arm = 1.25

gain = 2'thrust*arm/db

tau = 2*sqrt(Ix/gain)

meanmot = 2°3.1415962/((23*60+56)*60)
zeta = datan(2 sqrt(lz* meanmot/35))

x(1 1)=

oo nn
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ZERO ouT PERFORMANCE STATISTICS .
onx=0
ony=0
onz=0

. offx=0
offy = 0
offz=0
inx =0
iny =0
inz=0"
outx = 0
outy = 0
outz = 0.




outtot = 0

flagxp = .false.
flagxm = .false.
flagyp = .false.
flagym = .false.
flagzp = .false.
flagzm = .false.

mcx =0
Mcy =0
Mcz =0
ct=0
c
¢ """ INITIALIZE HAMING ***
c
nxt=0
call haming(nxt)
if(nxt .ne. 0) go to 50
write (15,1)
1 format(2x,’ haming did not initialize’)
stop
50 continue
c -
¢ """ INTEGRATION LOOP ***
c .

200 continue
if (ct .ge. tf) then
goto 100
else

phi = x(1,nxt)
theta = x(2,nxt)
psi= x(3,nxt)
phidot = x(4,nxt)
thetadot = x(5,nxt)
psidot = x(6,nxt)
hx = x(7,nxt)

hy = x(8,nxt)

hz = x(9,nxt)

¢ CONTROL SYSTEM OPERATIONS

¢ SET TRIGGERS
tr1 = tau’phidot+phi
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¢ CHECK FOR THRUSTER START/STOP

¢ CHECK X-AXIS .
if ((tr1 .ge. db) .and. (ﬂagxp .eq. (.false.))) then
Mcx = -2.5*thrust
Mcz = 2.5 thrust*dtan(zeta)
flagxp = .true.
flagxm = .false.
call initham(nxt)
endif
if ((tr1 .It. db) .and. (flagxp .eq. (.true.))) then
mex = 0. :
Mcz =0
flagxp = .false.
call initham(nxt)
endif . '
JE((tr1 le. (0-db)) .and. (flagxm .eq. (.false.))) then
- Mcex = 2.5%thrust ,
Mcz = -2.5*thrust*dtan(zeta)
flagxm = .true.
flagxp = .false.
call initham(nxt)
endif :
if ((tr1 .gt. (0-db)) .and. (flagxm .eq. (.true.))) then
Mcx =0 '
Mcz=0
flagxm = .false.
call initham(nxt) .
endif '

o CHECK FOR PERTURBATION DISCONTINUITIES
b1= 1.047197551
" b2 = 0.017453292
if (dmod((x(10,nxt)+b2),b1) Je. (2 b2)) then

c Manually Propagate State Vector
Phin = phi+h*phidot ,
’phidotq = phidot+h*F{4,nxt)
thetan = theta+h"thetadot
thetadotn = thetadot + h*F(5,nxt)
psin = psi+h’psidot
psidotn = psidot+h*F(6,nxt)

.nun = x(10,nxt)+h*f(10,nxt).
ailphan= nun+alpha0




c

c

Determine next Solar unit vector~
Sxn = dcos(thetan)*dcos(psin)*dsin(aiphan)
1 *dcos(delta)+dcos(thetan)

+ 2 *dsin(psin)* dsm(delta)-dsnn(thetan)‘dcos(alphan)'dcos(delta)

Svn = (dsin(thetan)*dsin(phin)*dcos(psin)-dcos(phin)*dsin(psin})

1 *dsin(alphan)*dcos(delta)+(dcos(phin)“dcos(psin)+dsin(phin)
2  *dsin(thetan)* dsin(psin))'dsin(delta)+dsin(phin)‘dcos(thetan)

3  “dcos(alphan)*dcos(delta)

Szn = (dsin(phin)*dsin(psin)+dcos( phm)‘dsm(thetan)'dcos(psm))

1 *dsin{alphan)*dcos(delta)+(ccos(phin)*dsin(thetan)*dsin(psin)

-2 . -dsin{phin)*dcos(psin))*dsin(delta)+dcos(phin)*dcos(thetan)

3  *dcos(alphan)*dcos(delta)

Check to see if crossmq oceurs

z=0

if ((sxn*sx) .le. (0.0)) then
2=z+1
endif

if ((Syn*Sy) .le. 0.0) then
Z=2+1 -

endif.

if (({Sxn/2+0.8660254°Szn)*(Sx/2+0.8660254°Sz)) .le. 0.0) then
z=z+1

endif

if (((Sxn/2-0.8660254°Szn)*(Sx/2-0.8660254°Sz)) .le. 0.0) then
2=2+1

endif

. If crossing occurs, Reinit Haming with Propagated state
if (z .gt. 0) then

x(1,1) = phin .

x(4,1) = phidotn-

x(2,1) = thetan

- x(5,1) = thetadotn
- x(3,1) = psin

x(6,1) = psidotn .

x(10,1) = nun

t=t+h

nxt =0

call haming(nxt) '

if (nxt .ne. 0) go to 91
write(15,") '"Haming bombed’
stop
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91 continue

endif
endif

‘STEP HAMING THROUGH TG NEXT TIME INCREMENT

_call haming(nxt)

CHECK LIMITS AND TOTAL THRUSTER ACTIVITY

if (dabs(phi) .gt. (db)) then
outx = outx+h
else
inx = inx+h

endif

if (dabs(theta) .gt. (db)) then
outy = outy+h .
else -
iny = iny+h

endif _,

if (dabs(psi) .gt. (db)) then
outz = outz+h

else
inz = inz+h
endif
if (Mcx .eqg. 0.0) then
- offX = offX+h
else -
" onx = onx+h
endif

if ((dabs(theta) t. (db)) .or.

outtot = outtot+h
_endif

1 ((dabs(psi) -gt. o)) on. (dabs(phi). .gt. (db)))) then

‘GRAPHING DATA OUTPUT BLOCK"
if (tt .ge. 500) then
write(15,*) ct,phi,phidot,theta, thetadot psi,psidot,f(4, nxt)
write(14,”) wx,wy,wz,xblock,yblock,zblock

- write(15,") psi,theta phn
t=0 -
endif

tt = tt+h

ct=ct+h

AG
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goto 200 |
endif

100 continue

41

NumFire = onX+onY+onZ

time = ct

percentx = onx/time

percenty = ony/time

percentz = onz/time

outx=outx/time

outy=outy/time

outz=outzAtime

outtot = outtot/time

percentt = percentx+percenty+percentz

timp = percentt*t{*2.5*thrust

write(14,41) thrust,time,outx,outy,outz,outtot

write(15,44) thrust,percentt,timp,hy
format(f10.8,f12.2,4(x,f10.8))

44 format(2(x,f10.8),x,f12.4,x,f10.6)
300 continue

close(14)
close(15)
stop

end

SUBROUTINE initham(nxt)
REINITIALIZE HAMING AFTER THRUSTER START/STOP

implicit double precision(a-h,m,o-2)
double precision Ix,ly,lz,nu,thrusts(12)

common /ham/ t,x(12,4),f(12,4),errest(12),n,h
common /wheel/ hx,hy,hz hxdot,hydot,hzdot

common /const/ Ix,ly,lz,w0,w0dot,ecc

common /state/ phi,theta,psi, phidot, thetadot ps:dot
common /moments/ db,thrust,mcx,mcy,mcz,mx my mz
common /sun/ alpha0,deita,Sx,Sy,Sz '
common /nominal/ phi0,theta0,psi0

x(1,1) = phi

+ x(2,1) = theta

x(3,1) = psi

'x(4,1) = phidot
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 x(5,1) = thetadot

x(6,1) = psidot

" x(7,1) = hx
x(8,1) = hy
- x(9,1) = hz

x(10,1) = x(10,nxt)
nxt=0 -
if ((mcx .eq. 0)) then
h=0.5
else
h = 0.1
endif
call haming(nxt)
if(nxt .ne. 0) go to 51
write (15,") * haming did not reinitialize’

" NumFire = onX+onY+onZ

time = ct

stop

51 continue

return
end

SUBROUfINE perts(nxt)

. A2 2222222232222 X222 2222222 22222122222

Determines perturbative effects

LI T2 2222222222 R 222 XA 222222 222

implicit double precision (a-h,m,0-z)

double precision Ix,ly,Iz,nu

cemmon /ham/ t,x(12,4),£{(12,4),errest(12),n,h
common /consY Ix,ly,Iz,w0,w0dot,ecc

common /state/ phi,theta,psi,phidot,thetadot, ps:dot
common /moments/ db,thrust,Mcx,Mcy,Mcz,Mx My Mz
common /sun/ alpha0,delta,Sx,Sy,Sz

DETERM]NE SATELLITE MEAN MOTION AND ANGULAR VELOCITY:

meanmot = 2°3.1415962/{(23* 60+56) 60)

nu = x(10,nxt)

w0 = meanmot (1+ecc’ dcos(nu))“2/((1-ecc ecc)*"1 5)
f(10,nxt) =

mu = meanmot"2.0'3'((1+ecc'dcos(nu))/(1~ecc'ecc))"3.0
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¢ GRAVITATIONAL. TORQUES
c
Mgx = mu*{lz-ly)* dsin(phi)*dcos(phi)* dcos(theta)
1 *dcos(theta)
Mgy = mu*(lz-Ix)*dsin(theta)*dcos(theta) .
1 *dcos(phi)
Mgz = mu*(Ix- Iy)'dsun(theta)'dcos(theta)'d5|n(phl)
o
¢ SOLAR PRESSURE TORQUES
c ,

Al =1.25"1.25"3.1415962
A2 = 0.75"0.75"3. 1415962
A3 =3.0

A4 = 3.0

Ps = 4.644D-6

rho = 0.9

n3 = sqrt(3.0)

alpha = alpha0+nu

¢ DETERMINE SOLAR UNIT VECTOR IN BODY FRAME COORDINATES

Sx = dcos(theta)*dcos(psi)*dsin(alpha)*dcos(delta)+dcos(theta)
1 *dsin(psi)*dsin(delta)-dsin(theta)*dcos(alpha)*dcos(delta)
Sy = (dsin(theta)*dsin(phi)*dcos(psi)-dcos(phi)*dsin(psi))
1 *dsin(alpha)*dcos(delta)+(dcos(phi)* dcos(psi)+dsin(phi)
' 2 *dsin(theta)"dsin(psi))*dsin{delta)+dsin(pni)* dcos(theta)
3  ‘*dcos(alpha)’dcos(delta)
Sz = (dsin(phi)*dsin(psi)+dcos(phi)*dsin(theta)*dcos(psi))
-1 . *dsin(alpha)*dcos(d=ita)+(dcos(phi)*dsin(theta)’dsin(psi)
2  <dsin(phi)*dcos(psi))* ds:n(delta)+dcos(phx)'dcos\theta)
3 . ‘*dcos(alpha)*dcos(delta)

¢ CALCULATE SOLAR PRESSURE TORQUES

 ‘Msx = -Ps*(2°A3"dabs(Sy)*(1+rho)* Sy+2*Ad*dabs(Sx)* (1-rh0)*Sy)
Msy = Ps*(-3.4*A1*dabs(0-3x/2+r3/2°S2)*(Sz*(1+rho/2)
1 -n3/2'rho Sx)+2.85°'A2*dabs(Sx/2+rt3/2°Sz)
2  * ((1+rho/2)*Sz-rt3/2°rho’Sx)+2*A3°dabs(Sy)* (1-rho)
3 +2°A4°dabs(Sx)*(1+rho)’Sx)
Msz = Ps*(3.4°A1°dzbs(-Sx/2+1t3/2°S2)*(1-rho)* Sy
1 -2.85°A2*dabs(Sx/2+r3/2°Sz)*(1-rho)*Sy)
C i
¢ CALCULATE WGDOT




Oo0

(9]

OO0 00

OO0OO0OO0O0O000000O0

wOdot = 0-2*meanmot*meanmct*ecc dsininu} {1+ecc*dcos(nu))**3
wOdot = wOuov/({1-ecc*ecc)**3)

CALCULATE RAD!O-FREQUENCY TORQUES

Mtx =00
Mty = 5.667d-6
Mtz = G.0

SUM DISTURBANCE TORQUES

Mx = Mgx+Msx+Mix
My = Mgy+Msy+Mty
Mz = Mgz+Msz+Mtz
return

end

SUBROUTINE rhs(nxt)

HARRAARR RS A AR AN AT AR R EA RN IR SRR AR AR A NSRS RANRNRNA R AR I NN AR ANSD

rhs is the right hand side of the differential equations.

ER 2 AR 2 A 2R T2 2 L 2 T 221222 R A2 2222222220 23

implicit double precision (a-h,m,0-z)

double precision ix,ly,1z

common /ham/ t,x{12,4),f(12,4), errest(12) n,h

common /const/ Ix,ly,lz,w0,w0dot,ecc -

common /wheel/ hx,hy,hz hxdot,hydot,hzdot

common /state/ phi,theta,psi,phidot,thetadot,psidot
common /raornents/ db,thrust,Mcx,Mcy,Mcz,Mx,My,Mz
common /dbug/ xblock,yblock,zblock,wx,wy,wz

w0 = satellite mean motion
wOdot = rate of change of w0

phi = roll :x(1)
theta = pitch x{2) .
psi = yaw. x(3)

phidot, thetadot, and psidot are first derivatives
Mx, My, Mz are moments about each axis ‘
hx,hy,hz are reaction wheel moments, and _ dot are their rates of _

' change
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Set new values of Phi,Theta, Psi and dot terms

phi = x(1,nxt)
theta = x(2,nxt)
psi = x(3,nxt)
phidot = x(4,nxt)
thetadot = x(5,nxt)
psidot = x{6,nxt)
hx = x(7,nxt)

hy = x(8,nxt)

hz = x(9,nxt)

(¢]

| CALL SUBROUTINES TO DETERMINE MOMENTS

call perts(nxt)
Mx = Mx+Mcx
My = My+Mcy
Mz = Mz+Mcz
hydot=592*(5*thetadot+theta)

(o]

wx,wy,wz are the rotation of the body frame wrt inertial space

wx = phidot-psidot*dsin(theta)-w0*dcos(theta)*dsin(psi) ,
wy = thetadot*dcos(phi)+psidot*dcos(theta)*dsin(phi)-w0" (dcos(phi)
1 *dcos(psi)+dsin(phi)*dsin(theta)*dsin(psi))
'wz = psidot’dcos(theta)*dcos(phi)-thetadot*dsin(phi)+w0*(dsin(phi)
1 *dcos(psi)-dcos(phi)*dsin(theta) dsin(psi))

00

F(1) = PHI’
1 F(1,nxt)=PHIDOT
F(2) = THETA’
'F(2,nxt)=THETADOT
F(3) = PSI'
3 F(3,nxt) = PSIDOT
F(4) = PHI" -
F(5) = THETA"”
F(6) = PSI”
xblock = (Mx-wy*wz*(lz-ly)+wz*hy)/Ix
yblock = (My-hydot-wx*wz*(Ix-12))/ly
zblock = (Mz-wy*wx*(ly-Ix)-wx*hy)/lz =
-4 F(4,nxt)=xblock+dsin(phi)*dtan(theta)*yblock
1 +dcos(phi)*dtan(theta)’ zblock
2 +wOdot‘dsin(psi)/dcos(theta)

ONO
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+w0*(psidot*dcos(psi)/dcos(theta)
+phidot*dtan(theta)*dcos(psi))
+thetadot*psidot/dcos(theta)
+thetadot*phidot*dtan(theta)
5 F(5,nxt)=dcos(phi}*yblock-dsin(phi)*zblock
1 +wOdot*dcos(phi)
2 +wO* (phidot*dsin(theta)* dsm(psn)-psndot'dsm(psn))
3 -phidot*psidot”dcos(theta)
6 F(6,nxt)=(dsin(phi)* yblock+dcos(phn)'zblock ~
+wO0* (thetadot*dcos(theta)*dsin(psi)-phidot*dcos(psi)
+psidot*dsin(theta)*dcos(psi))
+w0dot*dsin(theta)*dsin(psi) '
+phadot‘thetadot+thetadot'psndot'dsm(theta))
f(6,nxt)=F(6,nxt)/(dcos(theta)) -
7 F(@nxt)=0 .
8 F(8,nxt)=hydot
9 F(9,nxt)=0
return
end

O esW
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' SUBROUTINE HAMING(NXT)

* Version of 11/07/30

.* Purpose
Subroutine for integrating a system of first order dnfferentnal

. equatxons ‘It is a fourth order predictor-corrector algorithm

which means it carries the last four values of the state vector,
and extrapolates these values to obtain a predicted next value
(the prediction step) and evaluates the equations of motion at
the predicted point, and then corrects the extrapolated point .
using a higher order polynomial (the correction step). -

Input
NXT = specifies which of the four values of the state vector iS

the current one. NXT is updated by HAMING automatically,
but must be set to ZERO on the first call.

* Call Subroutines

y RHS(NXT) = evaluates the equataons of motaon

* External Functions

* None ..

* Common Blocks

*  HAM = Memory block shared by the main driver and subroutine RHS

*  The common block contains:

X = is the independent variable (often time) ,

' Y(MAX 4) = the state vector (4 copies), with NXT pomtmg to -

»
»
»
*
-
£
*
L]
.
*
*
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.the current one, the limit of MAX EOM can be changed
* through the PARAMETER in main driver, sub program
RHS, and helow.
F(MAX,4) = are the EOM evaluated at the same times as the state
vector Y ... it is the job of sub program RHS to
calculate these.
ERR(MAX) = is an estimate of the one-step integration error
N = is the number of ODES ... limit is MAX unless you change
the PARAMETER statement in main driver, sub program
RHS, and below.
H =is the timestep ... one call to HAMING increments X by H
* References _ ‘
*  Donald G. M. Anderson — Harvard (1972)
* Analysis
*  William Wiesel - AFIT
* Programmer
*  Rodney D. Bain - AFIT
* Program Modifications
-*  Original program slightly modified by Weisel and Bain.
* Comments ‘
*  TOL = is HAMING's startup tolerance ... set to reasonable value
as necessary in PARAMETER statement.
The user must supply a main driver, and the subroutine RHS(NXT)
which evaluates the equations of motion.

*
.
*
*
*
*
*
*
*
*
*

* » »

IMPLICIT REAL*8 (A-H,0-Z) ! Global double precision
PARAMETER (ZERO=0.D0, ONE=1.D0, TWO=2.D0, THREE=3.D0,
1 FOUR=4.D0, MAX=12, TOL=1.D-12)

COMMON /HAM/ X,Y(MAX,4),F(MAX,4),ERR(MAX),N,H

* Check if this is the ﬁrst"call ... HAMING (like alt predictor-
* correctors) needs 'previous’ values

IF(NXT) 190,10,200

* Itis a forward Picard iteration (slow and expensive) to step
* backwards in time three steps to get the 4 previous points. A
* successful startup retums NXT=1, and time has not been

* incremented. If startup fails, NXT will be retumed as ZERO.

10 XO=X
' HH=H/TWO
CALL RHS(1)
. DO 40 L=2,4



X=X+HH
DO 20 i=1,N
20 Y(I,L)=Y(I,L-1)+HH*F(I,L-1)
CALL RHS(L)
X=X+HH
DO 30 I=1,N
30 Y(LL)=Y(I,L-1)+H*F(I,L)
40 CALL RHS(L)
JSW=-10
50 ISW=1
DO 120 I1=1,N
HH=Y(1,1)+H*(9.D0*F(1,1)+19.D0*F(1,2)-5.C*F(1,3)
1 +F(1,4))/24.D0
IF( DABS(HH-Y(I,Q)) .LT. TOL) GOTO 7n
ISW=0
70 Y{l,2)=HH
HH=Y(1,1)+H"*(F(l,1)+FOUR*F(1,2)+F(1,3))/THREE
IF( DABS(HH-Y(I',S))V .LT. TOL) GOTO 90
ISW=0
90 Y(1,3)=HH
HH=Y(l,1)+H*(THREE"F(l,1)+9.D0"F(1,2)+9.D0*F(l, 3)
1 +THREE'F(1,4))/8.D0
IF{ DABS(HH-Y(!, 4)) .LT. TOL) GOTO 110
1SW=0
110 Y(,4)=HH
120 CONTINUE
X=XO
DO 130 L=2,4
X=X+H
130 CALL RHS(L)
IF(ISW) 140,140,150
140 JSW=JSW4+1 :
.. IF(JSW) 50,280,280
150 X=X0 ‘ .
ISW=1
JSW=1
DO 160 I=1,N
160 ERR()=ZERGC
NXTe1
GOTO 280

" * A call to HAMING with NXT=-NXT, after a successful startup,
* will turn off the second evaluation of the equations of motion
* following the corrector step. In systems where the equations of
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motion are very expensive, this can halve your run time.

190 JSW=2
NXT=IABS(NXT)

* This is the predictor-corrector algorithm ... first the indices
* are premuted. ‘ .

200 X=X+H
NP1=MOD(NXT,4)+1
GOTO (210,230),ISW
210 GOTO (270,270,270,220) NXT
220 ISW=2
230 NM2=MOD(NP1,4)+1
NM1=MOD(NM2,4)+1
NPO=MOD(NM1,4)+1

.. then the predictor part is run to find an extrapolated value
of the state vector at the new time ..

DO 240 I=1,N |
~ F(1,NM2)=Y(1,NP1)+FOUR*H*(TWO*F(1,NPO)-F{,NM1)
1 +TWO*F(I,NM2))/THREE

240 Y(I,NP1)=F(1,NM2)-0.925619835D0"ZRR(l)

* The equations of rnotion are evaluated at the extrapolated value
* of the state vector ...

CALL RHS(NP1)

* and the corrector algon‘hm is used to add this new mformatuon
*-and obtain a better value of the new state vector ..

DO 250 I=1,N
~ Y(LNP1)=(9.00°Y(1,NPO)-Y(I,NM2) - THREE*H* (F(L.NP1)
1 +TWO*F(1,NPO)-F(I,NM1)))/8.00
ERR(1)=F(I,NM2)-Y(I,NP1) -
250 Y(LNP1)Y(,NP1)+0.0743801653D0°ERR()
GOTO (260,270)..ISW

* Finally, the equations of motion are re-evaluated at the better
* value of the state vector ... this can be suppressed.

260 CALL RHS(NP1)
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270 NXT=NP1

280 RETURN
EMD
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