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Abstract

This research introduces an optical method of segmenting potential targets using

wavelet analysis. Implementation of an optical Harr wavelet is fulfilled using a magneto-

optic spatial light modulator (MOSLM). Two methods of controlling wavelet dilation

are explored: 1) spatial filtering of a ternary modulated MOSLM; 2). a single aperture

positioned in front of a binary modulated MOSLM.

Segmentation is performed through Vander Lugt correlation of a binarized image

with a binarized optical wavelet. Three different image binarization methods are inves-

tigated for use in the correlation scheme: 1) average pixel value over an entire scene; 2)

localized 4 x 4 pixel average followed by an average pixel value over the remaining scene;

3) localized 3 x 3 pixel average "ANDed" with an average pixel value over the entire

scene. Frequency-plane masks necessary for the correlation process are generated using

thermal holography.

Results show image segmentation for six possible experimental methods comprised

of combinations of wavelet dilation and binarization techniques. The most successful

correlation design used a single aperture to control wavelet dilation and binarization based

on a localized 4 x 4 pixel average followed by an average pixel value over the remaining

scene.
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OPTICAL IMAGE SEGMENTATION

USING WAVELET CORRELATION

L Introduction

Researchers have spent many years attempting to develop an automatic machine-

based pattern recognition system. Moreover, AFT has studied the pattern recognition

process in detail while attempting to recognize targets in a scene (4,32,33,7, 8,22,24,27).

The pattern recognition process consists of three stages: image segmentation, feature

extraction and classification. Image segmentation is simply removing potential targets

from a background. Feature extraction refers to the important object features retained

for further processing. Finally, classification is identifying segmented objects using the

important features extracted earlier (21).

Optical image segmentation has the unique advantage of speed over digital process-

ing, that is, the speed of light. An optical image segmentation scheme has recently been

implemented using spatial filtering techniques (32); however, this thesis takes a different

approach.

1.1 Problem Statement

This research introduces an optical wavelet processing technique for separating

objects of interest (potential targets) from the background in a cluttered image.

1.2 Scope

The primary goal of this research is image segmentation. Results will reflect six basic

methods used to perform this segmentation. A combination of three image binarization

techniques and two wavelet implementation techniques comprise the six methods. Image

I



binarization techniques include: 1) average pixel value over an entire scene; 2) localized

4 x 4 pixel average followed by an average pixel value over the remaining scene; 3)localized

3 x 3 pixel average "ANDed" with the average pixel value over an entire scene. Optical

wavelet implementation was performed using two methods of controlling wavelet dilation:

a single aperture and spaial filtering. This research does not attempt to perform feature

extraction or classification of the segmented objects.

1.3 Approach

A block diagram is shown in Figure 1 detailing the various steps involved in this

method of image segmentation. First, the image to be segmented was binarized using one

of three techniques mentioned in the previous section. Next, the Fourier transform of the

binarized image was recorded as a frequency-plane mask using thermal holography. Now,

the Fourier transform of a binary or ternary wavelet is aligned with the frequency-plane

mask recorded earlier. Optical correlation of the binarized image and wavelet will produce

segmentation.

1.4 Outline of Thesis

Chapter II provides background on several different segmentation algorithms. The

various approaches employed in these articles provide a sample of current image segmen-

tation research. Chapter III discusses the methodology used in this research to obtain

segmentation results. Necessary equipment and technologies used are outlined; moreover,

schematics of correlation setups are explained. Chapter IV presents results obtained during

this research. Separate discussions for the different methods of segmentation are offered

while examining characteristics of each. Finally, Chapter V presents conclusions and

recommendations for future research in this area.

2
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Figure 1. Optical wavelet segmentation approach
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I. Segmentation Background

The initial problem encountered in the pattern recognition process is the extraction

of objects from an image. Any method used to perform this extraction of objects (potential

targets) is referred to as segmentation. A variety of filtering techniques, most of them

digital, have been developed to perform image segmentation.

Segmentation of a battlefield image for target tracking is of primary concern to the

Air Force; indeed, the entire Department of Defense is working on this problem. The next

generation of "smart" bombs may utilize image segmentation algorithms to find targets

autonomously in a complicated scene. Currently, pilots use lasers to designate targets for
"smart" bombs. This laser designation precludes "launch and leave" operation by the pilot.

As the pilot loiters above the battlefield waiting for his bomb to hit the designated enemy

target, his plane becomes a target itself. Many pilots' lives could be saved if their "smart"

weapons utilized automatic target recognition systems; in that case, pilots would no longer

be required to hover over hostile areas while lasing targets.

The articles summarized in this chapter represent examples of image segmentation

techniques which are real-time or near real-time solutions for the pattern recognition

problem. These examples will illustrate the direction image segmentation research is

heading.

2.1 Model Based

In their 1990 article, Bhanu and Holben described model-based image segmentation

based on intensity and edge-based information. Forward looking infrared (FLIR) images

were segmented more efficiently by using edge information combined with the intensity

of the gray scale image, rather than the intensity or edge information alone. Histograms

of the pixel intensity values were used to select the threshold for segmentation of target

edges. The edge magnitude of pixels are compared in one small region at a time. If

the majority of pixels in a paiicular region are low, then the region is considered to be

4
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a.

d.

Figure 2. Segmentation technique comparison, a. Original FLIR image; b. Intensity-
based segmentation; c. Edge-based segmentation; d. Joint relaxation segmen-
tation. (5:9)

part of the background. Gray-scale and edge detection values are then used to "body fill"

che target. This joint relaxation technique (Figure 2) using both intensity and edge based

information segmented better than either technique used alone.

The model-based segmentation proposed is quite effective, especially in low con-

trast situationis. Real-time segmentation of FLIR images using this approach have been

demonstrated at TV frame rates.(5)

2.2 Edge Detection and Subtraction

In their 1990 article, Qui and Hartley, used edge detection to produce image seg-

mentation of real-time, real-world situations. Window gradient masks co volved with a

real world reference image and current image produced edge extraction. After developers

5



completed convolution of the images with the gradient masks, a local adaptive threshold

technique was used to create binary edge images. Subtracting the binary edge image of

the reference scene from the binary edge image of the current stne produced the desired

segmentation.

Changes in the ambient lighting of the reference and current image produce random

noise pixels in the segmented image. However, contiguous edge pixels suppressed or

eliminated random noise pixels through neighboring of the pixels in the subtracted image.

Qui and Hartley performed this real-time segmentation algorithm with limited com-

puting power. The results shown in their article are useful for tracking purposes; nev-

ertheless, this type of segmentation may not have enough resolution for post-processing

classification.(20)

2.3 Digital Gabor Transforms

In his 1989 thesis, Ayer used Gabor transform computer algorithms to perform digital

image segmentation of FLIR images. He performed energy normalization of the images

using pixel brightness to prevent erroneous image processing. Following normalization,

Ayer employed a fast Fourier transform algorithm to prepare the image for filtering. Sine

and cosine Gabor functions filtered the transformed image.

Because Gabor transforms depend on frequency and orientation, to a large degree,

Ayer selecteA spatial filters based on the target being detected. To this end, he computed

orientations of 0, 45, 90 and 135 degrees separately and superimposed them on one filter.

Binarization of the FLIR images followed segmentation. Histogramming of the

pixel brightness determined the binarization threshhold level for the filtered image. Ayer's

simulations showed sine Gabor transforms to be "edge detectors" while cosine Gabor

transforms acted as "body fillers." An example of these dramatic effects is shown in figure

3. Using superposition, Ayer utilized both sine and cosine Gabor transforms to obtain

complete segmentation of FLIR images.(4)

6



Figure 3. Examples of FLIR image segmentation using Gabor transforms. Orginal FLIR
image (top); Binarized sine Gabor transform of top image showing edge detec-
tion (middle); Binarized cosine Gabor transform of top image showing body
filling (bottom). (4:46,49)

7
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Figure 4. Set-up for optical image segmentation using spatial filtering (32:1-4).

2.4 Optical Segm ?ntation

As a follow-on to Ayer's work, Vercmn (32, 33) used coherent imaging and spatial

filtering to optically segment an image. The optical set-up shown in Figure 4 produced in-

stantaneous segmentation of real-time FLIR images. The liquid crystal television (LCTV)

at input (Pi) displayed a VCR tape of real-time FLIR images. Lens Li produces a two

dimensional Fourier transform, at lens L2, of the image at Pi. Lens L2 and L3 magnify

the two dimensional Fourier transform produced by lens Li. The resultant spatial filtering

performed by the filter segments the image. The segmented image is again Fourier trans-

formed by lens L4 and recorded by a charged coupled device (CCD) camera at the output

(Po).

Veronin implemented several filter designs in the frequency domain on an optical

bench. These filters include: simple pinhole pairs drilled in aluminum, computer generated

8



a. c.

d. e. f"

Figure 5. Truck segmentation using different pinhole filters, a. Original FLIR im-
age; b. separations=2mm, dilations=.5mm, orientations=0 and 900; c.s=2mm,
d=lmm, o=0 and 90'; d. s=4mm, d=2mm, o=0 and 900; e. s=6mm, d=2mm,
o=0,45,90,and 1350; f. s=6mm,d-3mm,o=30,90,and 135'. (32:4-14)

holograms of sine and cosine Gabor filters, and pinhole pairs displayed on a LCTV. The

pinhole pairs drilled in aluminum produced the best overall segmentation of the images.

Segmentation of a FLIR image for various pinhole filters is shown in figure 5.

Optical segmentation has a distinct advantage over other methods in that the segmen-

tation occurs at the speed of light. True real-time segmentation may require an effective

optical scheme.(32)

2.5 Wavelets

Stephane Mallat, in hi., 1789 arti"le describes image processing using wavelets. A

wavelet can be thought of as a unique Junction which, through its translation and dilation,

can decompose any signal. Resoli'*on of the wavelet processed image will depend on the

si7e of the wavelet performing the decomposition.

Normally, an image is made up of different size objecs. To highlight these diffe,,nt

size objects, Mallat used different resolutions (different size wavelets) to decompose the

image.

9



In some sense, !he details of the image at a coarse resolution provide the
"context" of the image, whereas the finer details correspond to the particular
"modalities." For example, it is difficult to recognize that a small rectangle
inside an image is the ,dow of a house if we did not previously recognize
the house "context." .i i,. -, -fore natural to first analyze the image details at
a coarse resolvtion e. :: neease the resolution. This is called a coarse-to-
fine processing s. y. (

The computation time I'm firn detail processing is quite lengthy; therefore, Mallat

recommends employing cos -2 ,%-;ils wh:rever possible

Some wavelets use a z,.,ro-crossing representation to locate signal edges making

the wavelets ideal ca. :..dates for image segmentation. Optical implementation of these

wavelet techniques may be the ne-t step to better pattern recognition.(15)

2.6 Summary

Of the segmenting techniques described in this paper, only Veronin's optical set-

up performed in true real-time. If we are to solve the preprocessing problem of image

segmentation for an automatic real-time target recognition system, optical piocessing

appears to be the best alternative. An optical image segmentation algorithm utilizing the

wavelet transform explained in Mallat's article is the purpose of this thesis.

10



III. Methodology

This chapter presents the underlying technolog.cs needed to implement an optical

wavelet and perform segmentation of an image through correlation. Chapter organization

is divided into three sections. First, wavelet analysis is discussed from the view of

hardware implementation. This section briefly covers the background of wavelets, the

hardware neces.sary to make a Harr wavelet, and the methcd of programming the wavelet

onto the hardware. The second section covers optic. J correlation information, Included in

this section are discussions of Vander Lugt filtering, thermoplastic holograms, and optical

setups used. Tids siction also covers the two methods of wavelet implementation used to

perform the optical correlations. Finally, a brief summary will conclude the chapter. All

segmentation results are discussed in Chapter IV.

3.1 Wavelet Analysis

3.1.1 Bat around Optical image segmentation has been explored from many

different perspectives and image processing techniques. However, no one method stands

out as a solution to the segmentation problem. Wavelet analysis is another method for

multifrequency decomposition of an image to analyze its characteristics.

Wavelet decomposition of a signal is similar to that of a Fourier tranbf'cm. A

Fourier transform seeks to represent a given function as a combination of weighted sinu-

soidal components. Thewe sinusoidal components are complex exponentials which form a

complete orthogonal basis set. The Fourier transform can thus decompose an image from

the space domain into a spatial-frequency domain. Once transformed, the image is viewed

as sinusoidal components having harmonically related spatial frequencies. Unfortunately,

the Fourier transform does not give any information about the location of the frequency

components in a scene.

On the other hand, a wavelet decomposition does give informatior as to the location

of frequencies. The wavelet transform decomposes an image using translations and

11



dilations of a mother wavelet tk(x). These translations and dilations are known as the

wavelet basis set. It is possible to perform multiscale edge detection optically using a Harr

wavelet basis set. An orthogonal Harr wavelet is given by:

1 if0 _ x < .5

lk(x) = -1 if.5 : x < 1

0 otherwise

Through optical correlaticn of a dilated and translated Harr wavelet with an image,

edge detection will result. Correlation with a larger wavelet will yield coarse resolution

of the scene, whi!, correlf-ton with a smaller wavelet will reveal details not detectable

with a large wavelet. A Harr basis set was chosen due to its piecewise constant nature; a

binary spatial light modulator can accommodate this type of signal. Detailed information

about digital multifrequency channel decomposition of images using wavelets is available

(15, 14,26).

3.1.2 Magneto-optic Spatial Light M*1odulator (MOSLM) The MOSLM is an elec-

trically addressable array of pixels which can be used in optical image processing sys-

tems. This device can randomly alter the magnetic state of individual pixels through the

magneto-optic (Faraday) effect. Advantages of the MOSLM over other optical display

systems include: nonvolatile display, fast swikching times (lOOns), and high contrasts.

Array sizes of 48 x 48, 128 x 128 and 256 x 256 pixels are currently available, while

array sizes of 512 x 512, 1024 x 1024 and 2048 x 2048 pixels are planned (9).

Operation of the MOSLM is shown in Figure 6. Polarization of light entering

the device is magnetically rotated by electrical addressing of crossed electrodes at each

pixel. Only one pixel is affected by this electical addressing because of an ion implanted

region located where the electrodes cross. This ion implanted region forces individual

pixels to be highly susceptible to the Faraday effect. Once the pixels have been addressed

(nucleaimed) they are fully rotated by apolying a uniform magnetic saturation pulse from a

12
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Figure 6. MOSLM theory of operation. (25)

coil which surrounds the entire array. Thus, when the pixels are viewed through an output

polarizer they will appear dark or light depending on the rotation of their polarization and

the position of the output polarization analyzer.

In order to clear the image displayed on the MOSLM an erase pulse, 40 to 50 times

as large as the write pulse, is applied to the array. The erase pulse will magnetically rotate

the polarization of all pixels back to their original state.

Although the MOSLM is normally used as a binary device, there is a third stable

statethe pixel magnetization will support (19, 23). This third state is known as the

demagnetized or neutral state because each pixel is comprised of "worm-like" regions of

the two magnetization states discussed previously.
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An enlarged picture of a section of the magneto-optic chip showing the three different

states is shown in Figure 7. The "on" state is shown in the top left, while the "off" state

is shown in the top right portion of the picture. On the bottom of the photograph the
"worm-like" neutral state can be seen.

In order to achieve this third state the MOSLM is first addressed exactly the same

as in the binary case described earlier. However, after the saturation pulse is applied

an additional nucleation pulse is applied to desired pixels which were erased, but not

previously written to. These nucleated pixels will now be in the demagnetized state. The

demagnetized pixels do not require an additional saturation pulse.

Not all Semetex Corporation MOSLMs are capable of achieving the demagnetized

state. In fact, Semetex has installed permanent magnets in newer MOSLMs in order to

prevent accidental selection of this state (34).

Addressing the individual pixels is accomplished via a computer interface card

supplied with the MOSLM. This card has dip switches used to set the base address which

the interface card will occupy in memory. For this thesis, segment hex BOOO was used.

Data written in bytes from BOOO to B7FF will address all pixels in the 128 x 128 array.

The data is written to the MOSLM from left to right then top to bottom. The result

is 16 byte rows and 128 byte columns. Data files contain simple binary l's and O's to

address individual pixels. There are no special codes which need to be programmed. For

example, a byte written to memory segment BOOO will nucleate the upper left most pixel

as well as the seven pixels below it. An erase pulse is generated by a write to address

B800; additionally, a saturation pulse is generated by a write to address B801. Detailed

programming information is available in the MOSLM Operations Manual (25).

3.1.3 Wavelet Implementation Implementation of the Harr wavelet (Figure 8) is

ideally suited to the MOSLM. When the output polarizer is rotated perpendicular to the

input beam, polarization modulation states of +1 and -I are achieved. These modulation

states are the result of the 180 degree phase difference between the oppositely rotated

14



Figure 7. Section of MOSLM chip showing ternary state operation. The three states
are the "on" state (top left), "off' state (top right) and neutral "worm" state
(bottom).
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Figure 8. Hair wavelet

magneto-optic states. The zero state is obtained with an additional nucleation pulse to

previously erased pixels. Consequently, the three states necessary for implementation of

the Harr wavelet are accomplished.

A wavelet of 128 x 128 pixels needs no zero state because it utilized the entire array.

Figure 9 shows a 128 x 128 wavelet written as rows of data (Figure 9a) and as columns of

data (Figure 9b). The wavelets in Figure 9 are shown with the output polarizer adjusted

for maximum contrast. Wavelet results depended on how the "C" code was written and

how the MOSLM x and y current drives were adjusted. The wavelet written as rows had

very few random bad pixels as opposed to the wavelet written as columns. In addition, the

y current drive was adjusted higher than the x current to minimize random bad pixels.

Further adjustments to the MOSLM were accomplished using the COIL, WR and

ERA controls. The ERA was increased until the entire MOSLM was completely erased

with one erase pulse. The coil was increased to the point wKre all nucleated pixels were

fully saturated with one print pulse. Finally, the WR was adjusted for minimum random

16



a.
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Figure 9. MOSLM image displaying a 128 x 128 pixel wavelet produces fewer random
bad pixels when data is written as rows. a. wavelet written as rows; b. wavelet
written as columns.
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bad pixels. The WR control was very touchy and needed readjustments numerous times

throughout this research.

As reported by Kast (13), the zero modulation state is produced using high-order

diffraction produced by the MOSLM. This was tested using a 64 x 64 pixel wavelet as

displayed in Figure 10. First, a programmed wavelet is shown with the output polarizer

rotated to produce maximum contrast between the three MOSLM states (Figure 10a).

Next, the output polarizer is rotated perpendicular to the input polarization producing the

+1 and -1 states (Figure 10b). Notice the zero state surrounding the wavelet appears just

slightly darker than the +1 and -1 states. This is due to the random worm-like nature of

the demagnetized pixels. Finally, the wavelet shown in Figure 10b is viewed through the

optical spatial filtering setup of Figure 11. A low-pass (pinhole) filter designed to pass

spatial frequencies up to half of the Nyquist spatial frequency is positioned in the Fourier

plane of the setup. The result shown in Figure 12, shows transmission )f the zero state

through the low-pass filter is greatly reduced. Indeed, the neutral state produces high-order

diffraction. The wavelet zero crossing is clearly revealed in the filtered image (Figure 12).

Wavelet sizes used in this thesis are shown in Figure 13. The 128 x 128, 64 x 64

and 32 x 32 pixel wavelets are photographed on the entire MOSLM display. On the other

hand, the 16 x 16, 8 x 8 and 4 x 4 pixel wavelets are enlarged, showing only the portion of

the MOSLM necessary to view the wavelet. Although me pixels measure only 76 microns

each, they can be counted from the photos of the enlarged wavelets. All wavelets were

programmed in Turbo C for dir'l'.y on the MOSLM. Wavelet source code is provided in

Appendix C.

3.2 Correlation

3.2.1 Vander Lugt Filtering In order to produce coherent optical correlation, it

is necessary to record amplitude and phase information of a desired transfer function.

Vander Lugt demonstrated a method for producing a single frequency-plane mask for
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Figure 10. MOSLM image displaying a 64 x 64 pixel wavelet. a. polarizer adjusted for

maximum contrast; b. polarizer adjusted for equal intensity (actual wavelet).
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Figure 11. Spatial filtering of wavelet.

Figure 12. Wavelet in Figure 10b spatially filtered by setup in Figure 11.
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Figure 13. Wavelet sizes used in this research include: a) 128 x 128; b) 64 x 64; c)
32 x32;d) 16 x 16;e) x 8;04 x 4.
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Figure 14. Schematic for recording a frequency-plane mask. (11:172)

this purpose. Prior to this important discovery, amplitude masks and phase masks were

recorded separately. This limitation allowed reproduction of only very simple transfer

functions. Vander Lugt's technique of interferometrically recorded frequency-plane masks

overcame this limitation. (3 1)

The optical setup for recording a Vander Lugt filter is shown in Figure 14. Briefly,

a collimated light source is used to generate an interference pattern on the film plate at

P2. The interference pattern is caused by the reference beam (collimated light deflected at

angle 0 by prism P) mixing with the object beam (Fourier transform of object with desired

impulse response at PI). The film plate will record the amplitude and phase of the desired

transfer function as an interference pattern. Goodman provides a complete explanation

and derivation of Vander Lugt filtering (11: 17 1).

Generally, developing Vander Lugt filters requires holographic techniques which

utilize chemical processing of high resolution film. In this thesis thermoplastic holograms

were created electrically.
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3.2.2 Thermoplastic Holograms A Newport HC-300 Holographic recording de-

vice was used to store the interference pattern of the Vander Lugt filter. The thermoplastic

recording medium used by the HC-300 is developed electrically in about one minute.

Thermoplastic recording plate, are guaranteed to produce high quality holograms for 300

exposure/erasure cycles or one year. It is possible to obtain as many as 1000 expo-

sure/erasure cycles for up to 3 years; however, diffraction efficiency will be reduced.

The thermoplastic recording plate is a transparent four layer structure: quartz sub-

strate, transparent heating elements, photoconductor and thermoplastic material. A typical

hologram is created in a four-step process shown in Figure 15 (for simplicity, only 2 layers

of the thermoplastic medium are shown).

First, a uniform charge is deposited on the plate using a moveable coronotron

cylinder located in the camera. The coronotron scans up and down, one cycle, across the

thermoplastic plate. Once the plate is charged, it must be kept in complete darkness due

to its sensitivity to light.

Next, the plate is exposed to both the object and reference beams. The exposure time

is calculated by the HC-500 Holographic System Controller. Exposure time will depend

mainly on the intensity of the two light beams on the thermoplastic plate. This exposure of

the plate will redistribute the charge according to the interference fringe pattern developed

by the object and reference beams.

The third step is a second charging of the thermoplastic plate by the movable

coronotron. This charging will increase the charge density on the exposed areas oi the

plate.

Finally, the thermoplastic is developed by heating the plate. A current is passed

through the transparent electrodes, delivering 20 joules in 20 msec into the thermoplastic.

Areas of the plate which received a high charge density tend to thin out while other areas

bulge.
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Figure 15. Four-step process for recording a thermoplastic hologl am. (17:2)
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The resulting surface-relief phase hologram can achieve diffraction efficiencies nom-

inally of 10%. High diffraction efficiency is possible because the surface-relief hologram

does not absorb light like a conventional amplitude hologram.

For this research, the holographic setup is shown in Figure 16. The HC-310 Holo-

graphic Camera held the thermoplastic plate during the recording process. Filtered nitrogen

was used as a cooling gas for the HC-310. An HC-320 Holographic Camera Controller

and a HC-500 Holographic System Controller operated togethei to control the object and

reference beam shutters, exposure time, beam intensity ratio, and camera. Prior to devel-

oping a hologram, the beam intensity ratio was adjusted using a ratio detector mouned in

the HC-310 camera. A beam ratio of 10 to 1, reference beam to object beam, was achieved

by using neutral density filters. Prior to making a hologram, the ratio detector must be

removed from the camera and replaced with a thermoplastic plate.

Once the holographic system was setup and adjusted correctly, holograms were cre-

ated in one minute by pressing the SGL (Single exposure) button on the HC- 500. Pressing

this button initiates an erase process, as well as the four-step hologram recording process

discussed earlier. Detailed system information is available in the Newport Operator's

Manuals (17, 18).

3.2.3 Optical setups A coherent processing system for optical correlations can

utilize the Vander Lugt filter discussed in section 3.2.1. The basic system is shown in

Figure 17. A point source S is collimated by lens LI to strike an object at P.. At Pf

the Fourier transform of the object at P, is optically multiplied by the frequer cy plane

mask generated earlier. Lens L3 performs another Fourier transform rather than -n inverse

Fourier transform; therefore, the output at P, is flipped.

Plane P, of Figure 17 will produce three separate light fields (Figure 18). First,

the field centered at the origin of P, is of little interest because mathematically it is the

addition of two terms which cannot be separated. Next, the convolution of the object at P,

with the impulse response of the Vander Lugt filter is located at (0, -f sir.LC). Finally, the
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Figure 16. Holographic setup used to record a frequency-plane mask.
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correlation of the object at P, with the impilse response of the Vander Lugt filter is located at

(0, f sin0). It is the last field we are concerned with for this research. A complete derivation

for processing Vander Lugt optical correlations is provided by Goodman (11:174).

Two basic optical setups were constructed for this thesis due to the different methods

of wavelet implementation. First, wavelet dilation is controlled using a single aperture to

reduce the size of the collimated object beam. As mentioned in section 3.1.3, the other

method for controlling wavelet dilation is by spatial filtering of the MOSLM display.

3.2.3.1 Wavelet Implementation Using a Single Aperture For the first setup,

the acLual optical components of the correlation system are shown in the schematic of Figure

19. The laser source was a 60mW HeNe (632.8nm) mounted beneath a Newport optical

table. A beam splitter directed the laser light into object and reference beam paths. The

path lengths were equal to within .5cm, well within the coherence length of the laser. An

angle of 31 degrees was used between the object and reference beams in order to obtain a

spatial frequency of 800 lines/mm at the holographic camera. Wavefront reconstruction is

greatest for a spatial frequency of 800 lines/mm because this is where diffraction efficiency

is highest (17).

Following a lengthy alignment process for the object and reference beams, correla-

tions are performed automatically. The Vander Lugt filter is first created using an input

scene displayed on the MOSLM. Binarization methods for displaying the input scene on

the MOSLM are explained in Appendix B. Optical correlations are performed by pro-

gramming a 128 x 128 wavelet on the MOSLM and blocking the reference beam using a

remotely switched shutter. Wavelet dilation is controlled using an aperture immediately in

front of the MOSLM. For smaller wavelets, only the central portion of the MOSLM would

be illuminated by the collimated object beam through the aperture. The Fourier transform

of the wavelet is achieved by lens L3 and is aligned with the frequency-plane mask held

by the holographic camera. The correlation results are viewed with a CCD camera located

in-line with the reference beam path. The CCD camera sends the images to a TARGA
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framegrabber for viewing on a television set and saving on a floppy disk. Framegrabber

operation is reviewed in Appendix A.

3.2.3.2 Wavelet Implementation Using Spatial Filtering The second setup

is identical to the first except for two additional lenses (L3 ans L4) and a spatial filter to

control wavelet dilation (Figure 20). For this setup, lens L3 Fourier transforms the wavelet

displayed on the MOSLM. The Fourier transform is spatially filtered using a low pass

(pinhole) filter as described in section 3.1.3. A filtered image of the Fourier transformed

wavelet is then imaged onto the holographic camera by lenses L4 and L5. '-stead of using

an aperture for smaller wavelets, as in the first setup, the worm-like neutral state is filtered.

Correlations are viewed in real-time as various wavelets are programmed onto the

MOSLM. The holographic camera performs as holder for the Vander Lugt filter, eliminating

the need to align the filter with the MOSLM. If correlation with a different frequency-plane

mask is desired, a new thermoplastic hologram must be made. Optical joint transform

correlation techniques can eliminate the need for holography (7).

3.3 Summary

Segmentation of an image is performed by the following method: 1) binarize and

display an input image on a MOSLM device; 2) record a frequency plane mask of this

binarized image using thermal holography; 3) implement a Harr wavelet onto the MOSLM;

4) optically correlate the input image with the wavelet using a Vander Lugt filter as a

coherent processing system. All the relevant technologies are discussed in this chapter

for performing segmentation by this method. Correlation results are discussed in the next

chapter.
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IV Results and Discussions

This chapter, divided in six parts, presents and discusses results based on the method-

ology described in chapter III. The reference image used for image segmentation is dis-

cussed in the first section. Next, correlation tests are presented for both experimental

setups shown in chapter III. The third section covers correlation results using a signal

aperture wavelet implementation. Included in this section are discussions on aperture se-

lection as well as correlation results for all three binarization methods. The fourth section

covers correlation using a spatial filtering wavelet implementation is covered. This section

will also discuss correlation results from each of the three reference image binarization

techniques. Lastly, a short summary will conclude the chapter.

4.1 Reference Image

The reference image, Lenna (Figure 2ia), is used throughout this research. This

reference image was scanned (300 dpi) from the original photograph. A 400 x 512 TARGA

file was generated using a CCD camera and a framegrabber to capture the reference image.

The three binarization methods used to implement Lenna on the MOSLM were compressed

to 100 x 128 from the 400 x 512 TARGA file (Figures 21b thru 21d). The first method

binarizes the reference image based on an average pixel value of the entire image. The

second method binarizes the reference image based on a localized 4 x 4 pixel average of

the entire image followed by average pixel value over the remaining compressed image.

The third method binarizes the reference image based on a localized 3 x 3 pixei average

of the entire image "ANDed" with the average pixel value of the entire image. A complete

explanation of the three binarization methods, including Turbo C source code, is provided

in Appendix B.
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Figure 21. Reference Image and Binarization Techniques. a. Scanned reference image
(300 dpi). b. Binarized reference image based on an average pixel value over
entire image (Method 1). c. Binarized reference image based on localized
4 x 4 pixel average followed by average pixel value over remaining image
(Method 2). d. Binarized reference image based on localized 3 x 3 pixel
average "ANDed" with average pixel value over entire image (Method 3).
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4.2 Correlation Test

Testing of both optical wavelet implementation setups discussed in chapter III was

accomplished in order to verify correlation results. A frequency-plane mask was generated

of a binarized image of Lenna programmed onto the MOSLM. The displayed image of

Lenna on the MOSLM was then correlated with the frequency-plane mask of Lenna

generated earlier. Figure 22a and Figure 22b show results of correlating "Lenna with

Lenna" using the setups of Figure 19 and Figure 20 respectively. Both experimental setups

yield good correlation results.

4.3 Correlation Using Single Aperture Wavelet Implementation

4.3.1 Aperture Selection Square and circular apertures were tested with and with-

out an optical wavelet on the MOSLM. The idea was to determine the best aperture for

optical wavelet correlation results. Figure 23 shows the results of correlation with different

apertures. The binarized image displayed in Figure 21b was used for all correlation results

appearing in Figure 23.

First, a .4mm square aperture with no wavelet on the MOSLM is correlated with a

hologram (Figure 23a). The results is an averaging of the binarized reference image of

Lenna. The Fourier transform of the wavelet using a square aperture is periodic in nature

and varies as a two-dimensional sinc function (10). Off-axis frequency components of

the 2-D sinc function fall off rapidly and do not multiply well with the off-axis fivquency

components recorded on the hologram. On the other hand, on-axis frequency components

of the 2-D sinc function multiply very well in the frequency-plane with the recorded

hologram. The result is a multiplication of only low frequency components off-axis, while

high and low components are multiplied on-axis. Details of the binarized image are blurred

and no particular edge enhancement is achieved.

Next, a .4mm square aperture is used with a vertical wavelet implemented on the

MOSLM (Figure 23b). No significant difference is achieved with the wavelet because the

effect of the square aperture overwhelms the differentiation effect of the wavelet. Using a
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Figure 22. Correlations of "Lenna with Lenna." a. Using setup of Figure 19. b. Using
setup of Figure 20.
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square aperture the optical wavelet contribution to the reconstructed image is very difficult

to ascertain.

Experimenting with a .5mm circular aperture was first conducted with no wavelet

on the MOSLM (Figure 23c). Similar to Figure 23a, Figure 23c shows blurring of the

binarized reference image. However, the bright details of the image are washed out.

The Fourier transform of the wavelet using a circular aperture is periodic in nature and

varies as a two-dimensional sombrero function (10). Off-axis as well as on-axis frequency

components multiply equally well with the frequency-mask of the binarized reference

image. Nevertheless, since the sombrero function falls off faster than the sinc function,

only low frequency Fourier components will be multiplied using the circular aperture. Put

another way, the Airy disk, resulting from the circular aperture's Fourier transform, will

illuminate only the center low frequency spectra recorded on the hologram. The result is

that high frequency details of the picture are lost.

Lastly, a .5mm circular aperture was tested with an optical wavelet programmed

on the MOSLM (Figure 23d). Here we can see the best effect the wavelet has on the

reconstructed image. The circular aperture provides a dilation for the wavelet while the

wavelet itself produces a differentiation effect. The vertical wavelet differentiates between

areas of high contrast in the binarized reference image. The .5mm circular aperture was

used for all remaining results in this section.

4.3.2 Binarization Method I Correlation results with the single aperture wavelet

implementation technique varied greatly, depending on the binarization method used.

Binarization method 1 produced very good segmentation of the reference image (Figure

24). A vertical wavelet correlated with the thermal hologram was used to segment vertical

edges from the image (Figure 24a); similarly, a horizontal waveiet was used to segment

horizonal edges from the image (Figure 24b).

Comparing Figure 24a with Figure 21 b, the vertical details of the image are clearly

distinguished by the wavelet. Any vertical change in contrast caused the wavelet to act as
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Figure 23. Aperture selection results for maximum wavelet effect; hologram is using
binarization method 1. a. Correlation with a .4mm square aperture and no
wavelet. b. Correlation with a .4mm square aperture over a vertical wavelet.
c. Correlation with a .5mm diameter circular aperture and no wavelet. d.
Correlation with a .5mm diameter circular aperture over a vertical wavelet
(best wavelet correlation result).
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a differentiator; consequently, the light intensity increases at that point in the correlation.

Likewise, comparing Figure 24b with Figure 21b, the horizonal edges from the image stand

out. Notice the change in contrast at the sides of the image also produce high correlation

with the optical wavelet.

4.3.3 Binarization Method 2 Changing image binarization techniques requires

making a new thermal hologram. Moreover, no two holograms are ever the same in quality

or diffraction efficiency. The correlation results for binarization method 2 produced the

best segmentation results; although correlation contrast was not as good as that discussed

in section 4.3.2. This reduced correlation contrast appears to be due to hologram quality

rather than binarization methods. Although numerous holograms for binarization method

2 were produced, none of the holograms appeared to diffract as much light as the hologram

made with binarization method 1.

Comparing Figu::e 25a with Figure 21 c, the vertical details of the image are differen-

tiated quite well. However, the poor contrast of this correlation result tends to detract from

the segmentation capability. Additional vertical edges are segmented with binarization

method 2 which were not detected using binarization method 1. Therefore, binariza-

tion method 2 produced the best image segmentation using the single aperture wavelet

implementation.

Similarly, comparing Figure 25b with Figure 21c, the horizontal details of the

reference image are highlighted using a horizontal wavelet. Again, some horizontal

details are revealed in this segmented version which were not seen in Figure 24b.

4.3.4 Binarization Method 3 Image binarization based on a localized 3 x 3 pixel

average "ANDed" with the average pixel value over the entire scene has been very effective

when used in a joint transform correlation scheme (7). This binarization method, shown

earlier in Figure 21d displays much of the image texture lost in the other two binarization

methods. However, comparing Figure 26a with Figure 21d, it is clear that the wavelet

does not segmeni the horizontal details as well with binarization method 3. This lack of
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Figure 24. Correlation using single aperture wavelet implementation and a binarized ref-
erence image based on an average pixel value over entire image (binarization
method 1). a. Vertical wavelet results. b. Horizontal wavelet results.
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Figure 25. Correlation using single aperture wavelet implementation and a binarized
reference image based on localized 4 x 4 pixel average followed by average
pixel value over remaining image (binarization method 2). a. Vertical wavelet
results. b. Horizontal wavelet results.
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segmentation is primarily caused by not using a small enough wavelet during correlation.

A smaller wavelet could not be implemented in this research because the 60mW HeNe laser

used was not powerful enough When using a single aperture wavelet implementation,

most of the laser light is blocked by the aperture. A small wavelet dilation requires a

high number of photons to project through the small aperture onto the hologram. Because

hologram diffraction efficiency was typically 10% in this research, much of the laser power

was not directly used. With a more powerful laser, binarization method 3 has the potential

to perform the best segmentation.

Comparing Figure 26b with Figure 21d, very few horizontal edges were segmented

from the image. The wavelet (.5mm dilation) was virtually lost among all the changes

in contrast within this bina.-ized image; consequently, the wavelet could not differentiate

between such small sized contrast changes.

4.4 Correlation Using Spatial Filtering Wavelet Implementation

The spatial filtering of a wavelet, explained earlier in section 3.1.3, did not pro-

duce an aperture dark enough to block all light. Control of wavelet dilation, although

performed easily by electronically clocking different wavelet sizes into the MOSLM, was

compromised by the light passed by the MOSLM zero state. The Fourier transform of the

MOSLM programmed to display a wavelet showed a definite annular pattern. Through

spatial filtering of this annular ring created by the zero "worm" state, the image of the

wavelet should have a dark aperture. Indeed, the aperture was apparent (Figure 12), but

not opaque enough.

4.4.1 Binarization Method I Comparing Figure 27 with Figure 21b, the 128 x 128

and 64 x 64 wavelets did not highlight any edges. The smaller wavelets were capable of

contrast differentiation. The 16 x 16 and 8 x 8 pixel wavelets, Figure 27d and Figure 27e

respectively, produced the best segmentation for binarization method 1.
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Figure 26. Correlation using single aperture wavelet implementation and a binarized
reference image based on localized 3 x 3 pixel average "ANDed" with average
pixel value over entire image (binarization method 3). a. Vertical wavelet
results. b. Horizontal wavelet results.
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Figure 27. Correlation using spatial filtering wa, clct implementation and a binarized ref-
erence image based on an average pixel value over entire image (binarization
method I). Correlation results using the followingy wavelets: a. 128 x 128;
b. 04 x64; c. 32 x32; d. 16 x 16c. 8 x8;f. 4 x4.
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4.4.2 Binarization Method 2 Compaing Figure 28 with Figure 21c, there is no

great resemblance. In fact, the only way to adequately describe the correlation results in

Figure 28 is as unidentified flattened fauna. The wavelets should have performed as well

as the correlation results of section 4.4.1. Perhaps the difference in hologram quality was

partially to blame; however, numerous holograms of Figure 21c were produced with the

same correlation results as shown in Figure 28.

4.4.3 Binarization Method 3 The results displayed in Figure 29 compared with

the binarized image in Figure 21d show little similarity. While Figure 29c-29e do appear

to segment the vertical object to the left of Lenna, there is no other visible segmentation.

Again the poor results are primarily due to the light which passes through the zero state of

the MOSLM. The wavelet dilation is not complete because this zero state cannot be totally

filtered.

4.5 Digital Correlation Results

Digital wavelet analysis using the same reference image was performed by Laing

(14) and Srniley (26). Although the same reference image was used, resolution of the

digital results is 512 x 512 pixels; conversely, optical results were only 128 x 128 pixels.

Figure 30 shows digital correlation results for Harr wavelet dilations of 16 x 16, 8 x 8,

and 4 x 4 pixels. Following histogram manipulation, setting only pixels with low and

high projection value to I and all other pixels to zero, the binarized versions of Figures

30a 30c,and 30e are displayed in Figures 30b, 30d, and 30f respectively. Optical wavelet

correlation results compare favorably with their equivalent digital results. Vertical and

horizontal edges in Figure 30b can be found in Figures 24a and 24b respectively.

4.6 Summary

The reference image used throughout this thesis is discussed as well as correlation

tests for the two experimental setups. Three different image binarization methods are

used with two different optical wavelet implementations to produce image segmentation.
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a. b.

C. d

e.

Figure 28. Correlation using spatial filtering wavelet implementation and a binarized
reference image based on localized 4 x 4 pixel average followed by average
pixel value over remaining image (binarization method 2). Correlation results
using the following wavelets: a. 128 x 128; b. 64 x 64; c. 32 x 32; d. 16 x 16;
e. 83 × 8;f. 4 × 4.
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a. b.

C. d.

e.

Figure 28. Correlation using spatial filtering wavelet implementation and a binarized
reference, image based on localized 4 x 4 pixel average followed by average
pixel value over remaining image (binarization method 2). Correlation results
using the following wavelets: a. 128 x 128; b. 64 x 64; c. 32 x 32; d. 16x 16;
e. 8 x 8; f. 4 x 4.
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Figure 30. Digital Correlation results using several wavelet dilations. a. 16 x 16 wavelet
correlation; b. 16 x 16 wavelet correlation followed by binarization and
image inversion; c. 8 x 8 wavelet correlation; d. 8 x 8 wavelet correlation
followed by binarization and image inversion; e. 4 x 4 wavelet correlation;
d. 4 x 4 wavelet correlation followed by binarization and image inversion.
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Figure 30. Digital Correlation results using several wavelet dilations. a. 16 x 16 wavelet
correlation; b. 16 x 16 wavelet correlation followed by binarization and
image inversion; c. 8 x 8 wavelet correlation; d. 8 x 8 wavelet correlation
followed by binarization and image inversion; e. 4 x 4 wavelet correlation;
d. 4 x 4 wavelet correlation followed by binarization and image inversion.
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V Conclusions and Recomendations

5.1 Summary

This research introduces an optical wavelet method of segmenting potential targets

from an image. There are two main goals in this research effort. First, implementation

of an optical Harr wavelet using a 128 x 128 pixel magneto-optic spatial light modulator

(MOSLM). Second, actual segmentation of objects from an image through Vander Lugt

correlation of a binarized image with a binarized wavelet.

Two methods of controlling wavelet dilation were explored. The first method used

a single aperture placed in front of the MOSLM to control the amount of collimated

light impinging on the displayed wavelet. This single aperture method produced good

segmentation results because the zero-state of the Harr wavelet was completely opaque.

The second method of controlling wavelet dilation used a spatial filtering setup to block

high-order diffraction of the zero state on the MOSLM. Although using spatial filtering

is a clever idea, it did not produce an aperture opaque enough to control dilation for the

wavelet. Consequently, light was passed through the zero state precluding formation of a

true optical wavelet and confusing the correlation results.

Three techniques of in.2ge binarization were implemented for correlation with the

wavelet dilation methods. The first binarization technique found the average threshold of

the entire image, then binarized the image using this threshold (method 1). The second

binarization technique found local 4 x 4 pixel thresholds, binarized the image according

to these local thresholds, and then found the average threshold to binarize the remaining

image (method 2). The third binarization technique found local 3 x 3 pixel thresholds,

binarized the image according to these local thresholds, and then "ANDed" this locally

binarized image with a binarized image based on the average threshold of the entire scene

(method 3).
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By combining the two optical wavelet dilation methods with the three image bina-

rization techniques, six possible experimental results were obtained.

5.2 Conclusions

Implementation of an optical Harr wavelet was achieved using the MOSLM. The

magneto-optic rotation of linearly polarized light, clockwise or counterclockwise, provided

the +1 and -1 wavelet states. In addition, control of wavelet dilation using a single circular

aperture outperformed spatial filtering of the zero MOSLM state.

Using a .5mm diameter circular aperture with binarization method 1, good segmen-

tation was achieved. Both vertical and horizontal wavelets were used separately in order

to segment vertical and horizontal image details respectively. A high diffraction efficiency

hologram provided the best correlation contrast for this segmentation scheme.

Correlation using a .5mm diameter circular aperture with binarization method 2

performed the best segmentation. Again, vertical and horizontal wavelets provided differ-

entiation of image details. Segmented details were seen in these correlation results which

were not seen earlier using binarization method 1. However, a hologram with a lower

diffraction efficiency produced lower correlation contrast.

Using the same .5mm diameter circular aperture with binarization method 3 produced

poor results. This binarization method, developed earlier for improved joint transform

correlation results (7), did not correlate well with the optical wavelet. A small enough

wavelet could not be implemented to adequately differentiate between the small sized

areas of contrast developed by the binarization. In order to im, ment a smaller wavelet,

a high power (3-5 watt) laser will probably be needed. Because the best binarized details

of the reference image were obtained using binarization method 3, a high power laser may

enable this scheme to yield the best overall segmentation results.

Controlling the wavelet dilation with spatial filtering resulted in disappointing re-

sults. Because the zero state on the MOSLM produces high-order diffraction, spatial

filtering of this zero state should produce an opaque aperture for the wavelet. In fact, the
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diffraction produced by the zero-state through a 15cm lens was unable to be completely

filtered. Thus, the correlation results using all three binarization methods were very poor.

Experimenting with a spatial filter to control wavelet dilation and binarization

method 1, very little segmentation could be observed. No segmentation was observed

with the other two binarization methods.

5.3 Recommendations

Vander Lugt correlation is based on creating a frequency- plane mask using holog-

raphy. The higher the diffraction efficiency of the hologram, the better the correlation

in the output-plane. Since thermal holograms already have a 10% diffraction efficiency,

compared with 1-3% for conventional holograms, improving the frequency-plane mask

would be difficult. Conversely, improving the signal-to-noise ratio of the diffracted light

through the hologram can be achieved by using a higher power laser. By replacing the

60mW HeNe laser used in this research with a 3-5 watt Argon laser, necessary photons

for good correlation would be available. A high power laser would then allow smaller

wavelets to be correlated using the single aperture method of controlling wavelet dilation.

Smaller optical wavelets will yield better image segmentation.

Spatial filtering of the MOSLM zero state to control wavelet dilation may still be

an alternative. Using a long focal length lens to Fourier transform the MOSLM wavelet

would spread the annular ring produced by the zero state. Spatial filtering of this frequency

spectra would be easier if it were larger. However, an experimental setup using a long

focal length lens would have to be quite creative to fit on an optical bench. Two-lens

magnification of the frequency-plane is also an option; on the other hand, alignment of

five lenses in series becomes increasingly difficult.
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Appendix A. Framegrabber Operation

AFIT has several AT&T Truevision Advanced Raster Graphics Adapter (TARGA)

8 framegrabbers capable of capturing images in real-time. The problem is that most of

these boards in AFIT's possession do net work properly. When a functional TARGA 8

framegrabber is set up correctly, it supports image resolution of up to 512 by 482 pixels

with 256 levels of gray.

The information presented here is intended to help first- time TARGA users set up the

basic system. AT&T TARGA documentation and software providing detailed information

is available (1, 3, 2, 28, 30, 29).

First, it is necessary to set the TARGA input impedance dip switch located between

the VIDEO IN and VIDEO OUT ports (1:2-5). Failure to properly set this switch can

result in an unsyncronized monitor display. Next, the hardware configuration is set using

ten dip switches located above the PC expansion connector (1 :B-1 thru B-4). The TARGA

8 User's Guide notes "switches 1 and 0 must always be set to 1 and switch 9 must be 0".

This statement is not correct; in fact, the position of these switches depends on the speed

of the computer. For computers operating faster than 6MHz, switches 1 and 0 should be

set to 0 and switch 9 should be set to .

After installing the configured TARGA board, a camera or VCR can be connected

to the VIDEO IN port. The output video signal complies with the National Television

Systemc Committee (NTSC) standard; consequently, any monochrome composite monitor

can be connected to the VIDEO OUT port. Digital RGB computer monitors cannot display

the NTSC signal.

Following all hardware connections, initialization software will correctly configure

the TARGA framegrabber. The initialization program TRUEJNIT, located on the TARGA

8 Demonstration Diskette, allows selection of several display options. Wihen finished,
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TRUEINIT will add command lines to the AUTOEXEC.BAT file. As a result, the

TARGA board will be correctly configured every time the computer is turned on.

The framegrabber system is now ready for operation by means of the user friendly

program TRUEART.EXE located on the Demonstration diskette. This program allows

display of the signal on the VIDEO IN port or a digitized image previously stored on the

TARGA framegrabber. A complete description of this software and it's capabilities is

available in the User's Guide (1:3-2 thru 3-9).

Finally, digitized images saved in the TARGA format can be converted to encapsu-

lated postscript (EPS) format via software. The program TRUEPS.EXE, located on the

Trutilities disk, will perform the necessary conversion. Once a dg,,ize i,,,,g, h,,. bcn

converted to an EPS file, the file is imported to any computer system capable of printing

EPS files.
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Appendix B. Binarization Source Code

The following program is very useful for testing MOSLM binarization methods
on an optical bench. A short explanation of the program's features is provided in the
introduction of the source code itself. TARGA file formatting is available for use with the
MOSLM, another size TARGA file, or a reduced scene binarization. Also, an option for
scene average threshold multiplication is allowed.

54



SLMTGA.C

FILE FORMATING PROGRAM FOR TARGA FILES
by Ken Zabel

August 19, 1991

This is a modification of the code written by John Cline to convert TARGA
files to a format useable by the Magneto-Optical SLM device. This code
uses a 204k TARGA (400x512 picture), converting it to either a 16k TARGA
(I00x 128 picture) or a 2k SLM (used with a Magneto-Optic device) file
format. The conversion is done using one of three methods. One of the
methods used, SCENEAVG, finds the average threshold of the entire scene
and then binarizes based on that threshold value. Another method used is
Clines method (CLINETGA) which binarizes based on an AND condition
between the local average threshold and the entire scene average
threshold. And the last method used is what I called the double average
method (DBLAVTGA). This method reduces the 400x512 picture to 100x128 by
finding the average of a 4x4 piece and then binarizing the reduced
image based on the scene average threshold.

#include "stdio. h"
#include "string.h"
#include "ma t h. YI
#define CLEAR "\xlB[2j" /*CLEAR SCREEN4
#define default Iength 12 I*LENGTH OF DEFAULT] STRING4
char inname[80], outname[80]; /*FILE NAMES FOR INPUT AND OUTPUT4

maino
{
int i;
char menu 1;

printf(CLEAR);
printf("This program will read a 204k TARGA file and\n");
printf("transform it into a 16k TARGA file or a file to\n");
printf("be used with the MOSLM \n\n");
printf("Enter 1 for a file to be used with the MOSLM\n");
printf("Enter 2 for another size targa file\n");
printf("Enter 3 for a reduced scene binarization\n");
printf(" (original method) \n");
menu1 = getcheO;
printf(" \n ");

switch(menul)

{
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case '1:
printf(CLEAR);
SLMFILEO;
break;
case ' 2 ':

piintf(CLEAR);
TGAFILEO;
break;
case ' 3':
rrntf(CLEAR);
SCENEO;
break;
default:
printf(h%c is not a valid choice \n ,menu1);
break;
} *end switchV~

} *end main W~

SLMFILE()

char menu2;

printf("\n\nThere are two methods Cline and double average\n");
printf("\nEnter 1 to do a Cline method");
printf("\nEnter 2 to do a Double Average method\n");

menu2 = getcheO;
Printf(" l);

switch(menu2)

case '1:
printf(CLEAR);
CLINESLMO;
break;

case ' 2':
printf(CLEAR);
DBLAVSLMO;
break;

default:
printf(II%c is an invalid response \n 1,menu2);
break;
A1 end switchV~

} * end SLMFILE#'

56



CLINESLM()

int ij,k,index,rc,I,m;
char buff[2048], sL16)1128];
unsigned char bfin[5 12][4], bfout[ 128] [128], bfoutl [1 28][ 128];
unsigned holder;
float thrshld=-O,multiplierthreshold;
FILE *filel, *flle2;

printfQ',Subroutine CLINESLM: Now opening files\n\n");

INFILE(irname); /* CALLING RO0UTINES TO GE T INPUT FILENAMEW
OUTFILE(outname); I*OUTPUTV

filel=fopen(inname, 1 rb 1); A* OPEN FILES4
flle2=fopen(outname, " wb")
printfQl \ n 1);

printf("'The Cline method uses an AND condition between the \n");
printf(scene average threshold and the localized (3X3)\n");
printf(threshold to binarize the file. It also allows for a \n");
printf(multiplier of the scene average threshold. \n);
printf(\nEnter the value of the multiplier 1)

printfQ' (mean=l,1. 5 x rnean=l. 5) :)

scan f( H % f " ,&multiplier);
printf(l" \ n\ n I);

fseek(filel,18,O); I*POSITION POINTER IN ORDER TO SKIP HEADER 4

pfintf( Reading data\n");
for(i=14;i(114;i++) I-READ DATA INTO A BUFFER, 2048 B YTES41

{ /*AT A TIME AND DO THIS 100 TIMES W
fread(buff,1I,2048,filel);
index = 0;

for(r=0O;r<4;r++) /*FROM THE 2048 B YTES WE CAN GET 4
{ I*FOUR ROWS AND 512 COLUMNS INTO 4

for(c=-O;c<512;c++) I*THEARRAYBFIN 4
I

bfin[c][r]=buff[index++];

for(r=0;r<4;r+=4) I*SUMM!NG THE ELEMENTS IN A 4X4 BLOCK4
{ *FOR THE ENTIRE 2048 BYTE IN BFIN W
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for(c=O0;c<5 12;c+--4)
f
holder--(bfin[cI[r] +bfin[c+1] [r] +bfin[c+2] [r] +bfin[c+31[r]

+bfin[c][r+1]+bfin[c+l1][r+ 1]+bfin[c+2][r+l1]+bfin[c+3][r+ 1]
+bfin[c] [r+2]+bfin[c+ I][r+2]+bfinfc+2] [r+2]+bfin[c+3] [r+2]
+bfin[c] [r+31+bfin[c+lI][r+3]+bfin[c+2] [r-i3]+bfin[c+3] [r+2]+4);

bfoutllc/4][i] = holder/16; 1* FINDS THE AVERAGE OF THE 4X4 BLOCK4'
} I1*PLACE AVERAGE VALUE IN ARRAY BFOUT4

for(r=-O;r< 14;r++)

for(c=0O;c< 1 28;c++)

bfoutl [cI[rI=-O; I*SET FIRST 14 ROWS IN BFOUTI TO ZER04

for(r-=14;r< 1 14;r++)

for(c=0O;c< 1 28;c++)
f
thrshld+=bfout[c][rJ; /*SUM ALL THE VALUES OF THE REDUCED PICTURE4'

thrshld=multiplier*thrshldl 12800; 1* FIND SCENE AVERAGED THRESHOLD4/
printfQ"Average threshold=%. 2f\n,thrshld);

/*BINARIZE BASED ON AN AND CONDITION*'

printfC"Binarize based on local and scene averaged th'reshold\n");

for(r=1 I4;r< I 14;r++)

for(c=-O;c <1I28;c-i+)

threshold=0O;
if(bfout[c]fr] thrshid) 1* BENARIZ-E BASED ON SCENE A VERA GE4

bfoutl[cl[rjl;
else

for(l=r- 1 ;1<r+2;1++)

for(m=c- I ;m<c+2;mi++)
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tbreshold+=bfout[m][l]; I*SUM VALUES IN A 3X3 BLOCK4/

if(bfout[cI[r] threshold/9) /*BINARIZE BASED ON THEM33AVERAGE4
bfoutl [c][r]=1;

else
bfoutl [c][r]=-O;

for(r=1 14;r< 128;r++)

for(c=-O;c< 128;c++)
I
bfoutl[c!rI=-O; I*SET LAST 14 ROWS OFBFOUTI TO ZER04'

1*CONVERT 8 PIXELS INTO AN 8 BIT CHAR FOR ADDRESSING THE SLM4

printf("Creating SLM format \n");
for(c=-O;c< 1 28;c++)

for(r=-O;r< 16;r++)
I
slm[l5-r][c]=bfoutl [c][8*r];
forj=1 ;j<8;,j++)

slm[15-r][c]=2*slm[15-r[c]+bfoutl [c][8*r+j];

printf('Data being written to file,,):
fWrite(slm,2048,,file2); 1* WRITE TO FILE THE SLM ARRAY*'
fclose(filel); /* CLOSE FILES4
fclose(.X.z2);

} * end CLINESLM() *

DBLAVSLM()
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int ij,k,index,rc;
char bufq[2048], slm[16j[128];
unsigned char bfin[5 12114], bfout[ 128][ 128];
unsigned holder;
float thrshld=-O,multiplier--.9;
FILE *filel, *file2;

printfSubroutine DBLAVSLM: Now opening files\±\n");

INFILE(inname); 1* CALLING ROUTINE TO GET INPUT FILENAME4

OUTFILE(outname); /*OUTPUT#,

file 1 =fopen(inname, 1,rb 1); 1* OPEN FILES9/
file2=fopen(outnanie, 1 wb')
printf(l" \n 1);

fseek(filel,18,O); I*POSITION POINTER IN ORDER TO SKIP HEADER 4

printf( Reading Data\n");

for(i=14;i< 1 14;i++) I*READ DATA INTO A BUFFER, 2048 B YTESWi
{/*ATA TIME AND DO THIS 100 TIMES W

fread(buff, 1,2048,file 1);
index = 0;

for(r=0O;r<4;r++) /* FROM THE 2048 BYTES WE CAN GET4
I*FOUR ROWS ANDS512 COLUMNS INT04

for(c=0O;c<512;c++) /*THE 4RRAYBFIN 4
f

bfin[c] [r]=buff[index++];

for(r=0O;r<4;r+=4) 1*SUMMING THE ELEMENTS IN A 4X4 BLOCK4
{ *FOR THE ENTIRE 2048 B YTE IN BFIN 4

for(c=0O;c<5 12;c+=4)
f
holder--(bfin[c][r] +bfin[c+1] [r] +bfin[c+2][r] +bfin[c+3] [r]

+bfin[c][r+1]+bfin[c+l ][r+ 1]+bfin[c+2][r+ l]+bfinfc+3][r+ 1]
+bfin[c] [r+2]+bfin[c+1 ][r+2]+bfin[c+2][r+2]+bfin[c+3][r+2j
+bfin[c] [r+3]+bfin[c+l1][r+3]+bfin[c+2][r+3]+bfin[c+3] [r+2]+4);

bfout[c/41[i] =holder/16; A*FINDS THE AVERAGE OF THE 4X4 BLOCK4
} /*PLACE AVERAGE VALUE IN ARRAY BF0UT4
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for(r=-O;r< 14;r++)

for(c=O0;c< 128;c++)
I
bfout[c][r]=-O; /*SET FIRST 14 ROWS IN BFOUTI TO ZERO4

for(r-=14;r< 1 14;r++)

for(c=-O;c< 128;c++)
f
thrshld+=bfout[c][r]; I*SUM ALL THE VALUES OF THE REDUCED PICTURE4

thrshld=multiplier*thrshld/12800; 1*FIND SCENE AVERAGED THRESHOLD6V
printf(" Average threshold=%. .2f \n",thrshld);

printf('Binarize based on scene average,,);

for(r=1l4;r<l114;r++) I*BINARIZE ON SCENE AVERAGE*'

for(c=O0;c< 128;c++)

if(bfout[c] [r] <thrshld)
bfout[c][r=O0:

else
bfout[c][r]=1;

for(r--1 14;r< 128;r++)

for(c=O0;c< 1 28;c++)
I{
bfout~c][r]=-O; /*SET LAST 14 ROWS EQUAL TO ZEROW

1* CONVERT 8 PIXELS INTO AN 8 BIT CHAR FOR ADDRESSING THE SLM'V

printfQ\nCreating SLM format \n");
for(c=O0;c< 1 28;c++)

for(r=-O;r< 16;r++)
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slm[ 15 -r][c]=bfoutlc][8*r;
for0j=1 j<8;j++)
I

slm[1I5-r][c]=2*slmE 1 5-r][c]+bfout[c][8*r+j];

printf(Data being written to file\n");

fWrite(slm,2048, 1,file2); 1*WRITE TO FILE THE SLM ARRAY4
fcose(file 1); /* CLOSE FILES4/
fclose(file2);

} * end DBLAVSLM0 *'

TGAFILE()

char menu3;

printfQ'I \ n\ n"1);
printfQI'There aire two methods we have used, Cline and \n");
printf("Double average. Cline's method involves ANDING the\n4 );
printf('scene threshold with the local 3X3 threshold. The\n");
printf(double average method reduces the original 204k targa"l);
printf(file (400X512) to a 16k targa file (100X128)\nl);
printf(Ilby taking a 4X4 block and averaging it to one pixel,\n");
printf("lit then does a scene average on the 10OX128 scene and 1);
printf(luses this threshold\n");
printf(Ilto binarize the scene\n\n");

printf("Enter 1 to do a Cline's method\n");
printf("Enter 2 to do a Double average method\n");
menu3 = getcheo;
printff(" \n 1);

switch(menu3)

case '1:
printf(CLEAR);
CLINETGAO;
break;
case ' 2':
printf(CLEAR);
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DBLAVTGAo;
break;
default:
printf("%c is an invalid response \n,menu3);
11* end switch 4

}A1 end TGA FILE 4

DBLAVTGA()

int ij,k,index,rc;
char buffI2O48];
unsigned char bfin[5 1 21[4, bfout[ 1 28][ 128];
unsigned holder;
float thrshld=-O,multiplier;
static char tgbu[]='\xOO ,'\xO','\x03', I\xOO'1,'\xOO','\xOO,

'\xOQ','\xQO','\xOO',\xOO',\xOO',\Xo',
I'\x8O'1,1\xOO',1 \x80 1,'\xOO',1 \xOS',' \xOO'}

FILE *fllel, *fiie2, *flle3;

printfQ'lSubroutine DBLAVTGA: Now opening files\n\n);

INFILE(inname); A* CALLING ROUTINE TO GET INPUT FILENAME*'
OUTFILE(outname); 1*OUTPUT*

file 1=fopen(inname, 1 rb 1); I* OPEN FILESV
flle2=fopen(outname, " wb")
printf(11 \n,,);

fWrite(tghu,18,1,file2); 1* WRITE HEADER TO THE NEW TARG.AFILE-4

printfQThis is for a tga file using dcubie average\n");
printf("Enter a multiplier (mean = 1) :\n;
scanf(", % f ",&multiplier);
printf(" \ n 11);

fseek(filel,18,O); I*POSITION POINTER IN ORDER TO SKIP HEADER 4

printfReading Data\n");
for(i=1I4;i <I 14;i++) I*READ DATA INTO A BUFFER, 20L48 B YTES4

{/*ATA TIME AND DO THIS 100 TIMES 4
fread(buff,1 ,2048,file 1);
index = 0;

for(r=0O;r<4;r++) I* FROM THE 204 8 BYTES WE CAN GET4
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{ /FOUR ROWS AND 512 COLUMNS INTOWf
for(c=-O;c<512;c++) 1* THE ARRAY BFIN IV
I

bfin[c] [r]=bufflindex++];

for(r=-O;r<4;r+--4) 1* SUMMING THE ELEMENTS IN A 4X4 BLOCKW'
{ *FOR THE ENTIRE 2048 BYTE IN BFIN W

for(c=-O;c<5 12:c+--4)
I
holder=-(bfin[cI [r] +bfin~c+1] [r] +bfir~c+2] [r] +bfin[c+3][rI

+bfin[c][r+1]+bfin[c+1]r+]+bfin[c+2][ri-]+bfin[c+3[ri-1]
+bfin[c][r+2]+bfir~c+l1][r+2]+bfin[c+2][r+2]+bfin[c+31[r+2]
+bfini[c][r+3]+bfin[c+l1][r-i3]+bfin[c+2] [r+31-ibfin[c+3] [r+2]+4);

bfout[c/4][i] =holder/16; /*FINDS THE AVERAGE OF THE 4X4 BLOCK*'
} /*PLACE AVERAGE VALUE IN ARRAY BFOUTW

I

for(r=O1;r<14;r++)

for(c=-O;c< 128;c++)
f
ths+bfout[c][r] ; /*SET FIRSTH 4AROW S FUT TO RERUCD ICTR

for(r=-14;r<1I14;r++)

for(c=-O;c< 1 28;c++)

thrshl~utipler]thrhldl80 *FINDIZ BSSCENE AVERAGE EHODW
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bfout[c] [r]I=OxOO;
else

bfout[c][r]=O0xFF;

for(r--1 14;r< 128;r++)

for(c=-O;c< 128;c++)
I

bfout[c][r]=-OxOO; /*SET LAST 14 ROWS OF BFOUT TO ZER04

printf("Data being written to a file\n");

fwrite(bfrut, 16384,1 ,file2); A*WRITE TO FILE THE ARRAY BFOU7V
fclose(filel); 1* CLOSE FILES"/
fclose(file2);

A1 end DBLAVTGAO W'

CLINETGA()

int ij,k,index,rc,l,m;
char buff[2048];
unsigned char bfin[5 12][4], bfout[1I28]1I281. bfoutl [1 28][ 128];
unsigned holder;
float thrshld=-O,m'iltiplierthreshold;
static char tgbu[] =' \xO','\xOO , \x03 ','\xOO','\xOO'1, 1\xOO'1,

' \XOO'", \xOO', \XOO', \XOO'", \XOO',' \xOO
'\x80I,' \xOO'1,'\x80 ,\xO' , \xB', \xOO 1 ;

FILE *filel, *file2, *file3;

printf( Subroutine CLINETGA: Now opening files\n\n");

INFILE(inname); A*CALLING ROUTINE TO GET INPUT FILENAMEV
OUTFILE(outname); I*OUTPUTIV

file 1 =fopen(in name," rb 1); 1* OPEN FILES"/
file2=fopen(outnarne, Ib");
printf(", \ n 1);
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fwrite(tgbu,1 8,1 ,file2); A* WRITE HEADER TO THE NEW TARGA FILE'v

printf("The Cline method uses an AND condition between\n");
printfQ'lthe scene average threshold and the localized (3x3)\n");
printfQ',threshold to binarize the file. It also allows for\n");
printfQI'a multiplier of the scene average threshold. \n);
printfQ\nEnter the value of the multiplier 11);
printf( (mean=l, 1..5 times mean=l. 5):)
scanf( ' % f ,,&multiplier);

freek(filel,18,O); /*POSITION POINTER IN ORDER TO SKIP HEADER*'

printf(Reading Data\n");

for(i=14;i<ll 4;i++) I*READ DATA INTO A BUFFER, 2048 B YTES*'
{ *AT A TIME AND DO THIS 100 TIMES V

fread(buff.1 .2048.filel);
index = 0;

for(r=-O;r<4;r++) /*FROM THE 2048 BYTES WE CAN GET-1
{ I*FOUR ROWS AND 512 COLUMNS INTOV

for(c=-0;c<512;c++) 1* THE ARRAY BFIN W
I

bfin~c][r]=bufffindex++];

for(r=0O;r<4;r+=4) I*SUMMING THE ELEMENTS IN A 4X4 BLOCK!
{1* FOR THE ENTIRE 2048 B YTE IN BFIN V~

for(c=O0;c<5l12;c+=4)

f
liolder--(bfin[c][r] +bfin[c+1] [r] +bfin[c+2] [r] +bfin[c+3][rJ

+bfin[c][r+lI +bfin[c+lI [r+l]+bfin[c+21[r+l1 +bfin[c+3][r--1]
+bfin[c][r+2]+bfin[c+1] [r+21+bfin[c+2][r+2]+bfin[c+31[r+2]
+bfin[c] [r+3]+bfin[c+1] [r+3]+bfin[c+2] [r+31+bfinfc+3] [r+2]+4);

bfout[c/4] [i] = holder/ 16; I* FINDS THE AVERAGE OF THE 4X4 BLOCKWI
} /1*PLACE AVERAGE VALUE IN ARRAY BFOUTV~

for(r=-O;r< 14;r++)

for(c=-0;c< 1 28;c++)

bfoutlc[r=O0x0O; /*SET FIRST 14 ROWS IN BFOUTJ TO ZERO-4
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for(r=-14;r< I 14;r++)

for(c=-O;c 1 28;c++)
I
thrshld+=bfout[c][r]; I*SUM THE VALUES OF THE REDUCED PICTUREW

thrshld=multiplier*thrshld/12800; 1*FIND SCENE AVERAGED THRESHOLD-4

printf(" Average threshold=%. 2f \n",thrshld);

/*BINARIZE BASED ON AN AND CONDITIONW

printf("iinarize based on scene and local average threshold\n);

for(r=-14;r< 114;r++)

for(c=-O;c< 128;c++)

threshold=-O;
if(bfout[c][rII<thrshld) /*BINARIZE BASED ON SCEN AVERAGE*'
bfoutl [c] [r]=-OxOO;
else

for(l=r- 1 ;1<r+2;1++)

for(m=c- 1 ;m<c+2;m++)

threshold+=bfout[mI[1I; 1*SUM VALUES IN A 3X3 BLOCKW/

if(bfout[cI[r] thresholdl9) I*BINARIZE BASED ON THE 3X3 AVERAGEWI
bfoutlI[c] [r]=O0xOO;

else
bfoutlI[ci [r]=O0xFF;

for(r--1 14;r< 128;r++)

for(c=O0;c< I128;c++)

bfoutl1[c] [r]=OxOO; 1*SET LAST 14 ROWIS OF BFOUTI TO ZEROW
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printf("Data being written to file\n");

fwrite(bfout 1,16384,1 ,file2); A* WRITE TO FILE THE ARRAY BFOUT1 4
fclose(file 1); A*CLOSE FILES4
fclose(file2);

11* end CLIETGA 4

SCENE()

char menu4;

printf("In this method we simply binarize based on the\n");
printf(reduced scene averaged threshold. \n");
printf(\nEnter 1 to process an SLM file");
printf("\nEnter 2 to process a TGA file");
menu4 = getcheo;
printf(I" \n"1);

switch(menu4)

case '1:
printf(CLEAR);
SCENESLMO;
break;

case ' 2':
printf(CLEAR);
SCENETGAO;
break;

default:
printf("%c is an invalid response\n",menu4);
break;

} * end si'itch 4
11* end SCENE 4

SCENESLM()

unsigned temp[128](128];
int i, j, x, y, col, row, index;

68



char slm[ 16][128], targabuffer[2048];
float thrshld=-O;
FILE *frl, *fr2;

printf(Subroutine SCENESLM: Now opening files\n\n);

INFILE(inname); I* CALLING ROUTINE TO GET INPUT FILENAME*'
OUTFILE(outname); 1* OUTPUTV

frl~open(inname," rb"); 1* OPEN FILES-W
fr2=fopen(outname, 1 wb")
printf(l, \n 1);

pritf( reading in data \n');

fseek(frl,18,O); A*POSITION POINTER IN ORDER TO SKIP HEADERv/

printf(Initializing the array TEMP\n");

for(row=-O;rowK 1 28;row++)

for(col=-O;col < 128;col++)

temp[colf[row]=O0; /*INITIALIZE THE ARRAY TEMP*'

printf( Reading Data and summing elements\n");

for(row= I4;row< I 14;row++) I*RETRIEVE DATA SEQUENTIALLY INT04
A I100x128 ARRAY I

fread(targabuffer,I,2048,frl); I*READ FOUR ROWS OFCCD DATA*'
index=O;
foroj=O;j<4;j++) /*SUM 4 CCD ROWSWt

f
for(col=-O;col < 128;col++)

for(i--O;i<4;i++) A*S UM 4 CCD COL UMN5'

tempi col [row]=targabuffer[index++]+tenp[coJ [row];

foIo=~o<18cl+
I

thrshld+=tempfcoi] [row]; I*SUM ALL VALUES OF TEMP ARRAY'/
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I
/* CALCULATE MEAN OF PIXEL VALUES TO USE AS A THRESHOLD4

pintf(calculating threshold \n");
thrshld = thrshld/ 12800;
printfQ" Average threshold = %.2 f\n,thrshld);

/*BINARIZE PIXELS BASED ON THRFSHOLD4,

pintf(Binarize based on scene average threshold\n");

for(row=0;row< 14;row++)

for(col=-O;col< 1 28;col++)

temp[col][row]=-O; I*SET FIRST 14 ROWS EQUAL TO ZER 04

for(row=14;row< 1 14;row++)

for(col=0O;col < 128;col++)
f

if(templlcol] [row] <thrshld) I*BINARIZE BASED ON SCENEW
temp~colI[row]=O; I*AVERAGED THRESHOLD W'

else
temp[colf[row]=1;

for(row=1I 14;row < 128;row++)

for(col=;cok I28;col++)

I
Iepclfo]0 *E AT1 OST EO

I* CONVERT 8 PTXELS INTO AN 8 BIT CHAR FOR ADDRESSING THE SLM4

printf("Creating SLM format \n");
for(x=-O;x< 128;x++)

for(y--C;y< 1 6;y++)

slm[ 1 5-y][x]=temp[x][8*y];
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forcfrl ;j<8;j++)

slm[ 1 5-y][x]=2*slm[1I 5-y [x]+tempfx] [8*y+j];

printfQ"Data being written to file\n");

fwrite(slm,sizeof(slm), 1,fr2),; 1*"WITE TO FILE THE ARRAY SLMW/
fclose (frl); I* CLOSE FILE-4
fclose(fr2);

11* end SCENESLM 4

SCENETGA()

int i, j, x, y, r, c, col, row, index;
unsigned temp[ 128][128];
char outb[ 128][ 128], targabuffer[2048];
float thrshld=-O;
static char tgbu[] {\xOO'\xO O','\xO3 ,\xOO0', \xOO'0'\xOO'

\x8 0',\xOO'0'\x80'1,1\xOO'0'\x8 ,\xOO0};
FILE *frl, *fr2;

printf(" Subroutine SCENETGA: Now opening files\n\n");

INFILE(inname); I* CALLING ROUTINE TO GET INPUT FILENAMEW

OUTFILE(outname); /*OUTPUTW

frl=fopen(inname," rb '); I*OPEN 'FILESW
fr2=open(outname, " wb 1);
printf(l" \n 1);

fwrite(tgbu, 18,1 ,fr2); A* WRITE HEADER TO THE NEW TARGA FILEV

fseek(frl,18,O); I* POSITION POINTER IN ORDER TO SKIP HEADER'

printf(" Ini t al izing array TEMP\n");

for(r=-O:r< 128;r++)

for(c=-O:c< 1 28:c++)
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tempfc][r]=0O; I*INITIALIZE THE TEMP ARRAY4

prirtfReading Data and Summing elements\n");

I4RETRIEVE DATA SEQUENTIALLY INTO 1 00X128 ARRAYW
fbr(row=14;row< I 14;row++)

fread(targabuffer,1,2048,frl); 1*READ FOUR ROWS OF CCD DATAVi
index=0O;
foro-j=0;j<4;j++) I*SUM 4 CCD ROWS,!

I
for(col=0O;col < 128;col++)

for(i=-O;i<4;i++) I*SUM 4 CCD COLUMINSW,

temp[col][row]+=targabuffer[index++];

for(cob0;col< 128;col++)
f

thrshld+=temp[col] [row]; I*SUM ALL VALUES OF TEMP ARRAY',

1* CALCULATE MEAN OF PIXEL VALUES TO USE AS A THRES F-OLD,!

pintf(calculating threshold \n");
thrslild = thrshld/ 12800;
printf(l' Average threshold = %2 f~n ".thrshld);

/*BINARIZE PIXELS BASED ON THRESHOLD4V

pintf(Binarize based on the scene averaged thr-eshold\n");

for(r=-O;r< 14;r++)

for(c=-0;c< I 28;r,+i+)

outb[c][r]=OxOC; I*SET FIRST 14 ROWS EQUAL TO ZEROWv

for(r--14;r< I 14;r++)
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for(c=-O;c< 128;c++)
{
if(temp[c] [r])<thrshld) I*BINARIZE BASED ON THE SCENEW

outb[clir]=OxOO; /*AVERAGED THRESHOLD w1
else
outb[c] [r]=-OxFF;

for(r=1l 14;r< 128;r++)

for(c=-O;c< 128;c++)
f

outb[c][r]=-OxOO; I*SET LAST 14 ROWS EQUAL TO ZEROW

printf(s"Data being writtfen to file\n");

fwrite(outb,sizeof(outb), I,fr2); A*WRITE TO FILE THE ARRAY OUTB*'
fclose(frl); 1* CLOSE FILES 4
fclose(fr2);

A1 end SCENETGA ~

INFILE(cptr)
char *cptr;

static char default l[]={ z'j: lenna. tga gg ; /*A DEFAULT INPUT FILENAMEV
char x;

pintO"Enter the entire filename and path for the \n 11);

printfIinput file(<Return> is defaulted to J:\lenna.tga) :\n');

do A'READS IN A FILENAME AND PATH UP TO 81 CHARACTERS4
{ /OR UNTIL IT READS A RETURN CHARACTER*'

k=i- 1;
x=getcharo;
if(k<3 1) 1* THE POINTER CPTR INCREMENTS TO EACH ELEMENT OF ARRAY4v

*(cptr+k)=x;
}while(xo I \n'); A*AFTER READING A RETURN THE LOOP ENDSW
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*(cptr+k)= \ 0'; /*PLACES A NVULL CHARACTER IN THE LAST POSITIONW*
/* OF THE STRING POINTED TO BY CPTRW~

/*IF THE FIRST CHARACTER POINTED TO IN THE STRING4
if(*cptr-==\ 0'1) WS1 THE NULL CHARACTER THEN USE THE DEbA ULT FILENAME*'

foro frO-j <default i -lngthj++)
*(cptr+j)=defaultl 0]; I*INCREMENT POINTER THROUGH EACH ELEMENT 1NW

A *THE ARRAY AND EQUATE IT TO THE SAME ELEMENT'
/*IN THE DEFA ULTJ ARRAYI/

/ * end INFILE()

OUTFILE(cptr)
char *cptr;

char x;
int i=-O,k;

printf("Enter the entire filename and path for the\n");
printfQ', output file:\n");

1* READS IN A FILENAME AND PATH UP TO 81 CHARACTERSWI
do /* OR UNTIL IT READS A RETURN CHARACTER'

{++
k=i- 1;
x=getcharo;
if(k<81) /* THE POINTER CPTR INCREMENTS TO EACH ELEMENT OF ARRAY'/

*(cptr+k)=x;
I while(x .4- '\n'1): /AFTER READING A RETURN THE LOOP ENDS4

*(cptr+k)=' \0'; /*PLACFS A NULL CHARACTER IN THE LAST POSITION W
/*OF THE STRING POINTED TO B Y CPTRV

/ * end OUTFILEOW'

74



Appendix C. Wavelet Source Code

All wavelets displayed on the MOSLM were written in the Turbo C programming

language. Source code is provided for wavelet sizes of 128 x 128, 64 x 64, 32 x 32,

16 x 16, 8 x 8, and 4 x 4 pixels. Through careful review of these programs any wavelet

size can easily be programmed.

In all of the following programs, wavelct +1 and -1 states are written prior to

programming the zero "worm" state. Additionally. notice there in no saturation pulse (hex

B801) written after the zero state.

As mentioned in section 3.1.2, the optical wavelets are written to the MOSLM in

16 separate byte rows. These byte rows are programmed from top-left to bottom-right.

Writing wavelet data as byte rows instead of byte columns minimized random bad pixels.
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wavltl28.c

AIR FORCE INSTITUTE OF TECHNOLOGY
WAVELET PATERN GENERATOR FOR THE SUMI

by Capt Steve Pinski
July 8, 1991

This program will display a vertical Harr wavelet pattern on the
SLM. The 2-dimentional wavelet is 128 x 128 pi~~els.

#incl*ude* *** ** ** *** ** *** ** *** ** **

#include "stdio.h"

#include "time ho
unsigned r, q;

main()

char far *semetex;
semetex = (char far *) 00bOO00000; /*SLM4 is at bOOO segment*'
*(semetex+0x800)=1; 1*erase SLMi/
wait( 1000); /* wait or lose pixels"/

A write rows for +1 state*'
for(q=OxO; q<0x40; q++)

{(eee~~2U0=xf
*(semetex+q+ I2*0)=Oxf;

*(semetex+q+1I 28*O)=Oxf3;

*(semetex+q+l128*0)=Oxfc;
*(semetex+q+ 128* 1 ).=Ox3f;
*(semetex+q+ 128* 1)=Oxcf;,
*(semetex+q+ 128* 1)=Oxf3;
* (s eme-t e X+ q +12 8 1 ) = 0x fc;
*(semetex+q+1I 28*2)=Ox3f;
* (semetex+q+ 1 28*2)=Oxcf;
*(semetex+q+ I 28*2)=Oxf3;
*(semetex+q+ I 28*2)=Oxfc;
*(semetex+q+ I 28*3)=Ox3f;
*(semetex+q+ 1 28*3)=Oxcf;
*(semetex+q+ 1 28*3)=Oxf3;
*(semetex+q+ 1 28*3)=Oxfc;
*(sernetex~q+ 1 28*4)=0: 3f,
*(sf-metex+q+ I 28*4)=Oxcf;
*(semetex+q+ I 28*4)=Oxf3;
*(semetex-iq+ I 28*4)=0xfc;
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*(semetex+q+ 128*5)=Ox3f;
*(semetex+q+1 28*5)=Oxcf;
*(semetex+q+128*5)=Oyf3;
*(semetex+q+1 28*5)=Oxfc;
*(semetex+q+ 128*6)=Ox3f;
*(sernetex+q+ 1 28*6)=Oxcf;
*(semetex+q+128*6)=Oxf3;
*(semetex+q+1 28*6)=Oxfc;
*(semetex~q+ 128*7)=Ox3f;
*(semetex+q+ 1 28*7)=Oxcf;
*(semetex+q+ 128*7)=Oxf3;
*(semetex+q+ I 28*7)=Oxfc;
*(semetex+q+ 128*8)=Ox3f;
*(semetex+q+1I 28*8)=Oxcf;
*(semetex+q+1 28*8)=Oxf3;
*(semetex+q+ 1 28*8)=Oxfc;
*(semetex+q+1 28*9)=Ox3f;
*(semetex+q+1 28*9)=Oxcf;
*(semetex+q+ 128*9)=Oxf3;
*(semetex+q+ 128*9)=Oxfc;
*(semetex+q+ 128* 1 O)=Ox3f;
*(semetex+q+ 128* 1 O)=Oxcf;
*(semetex+q+ 128* 1O0)=Oxf3;
*(semetex+q+128* I O)=Oxfc;
*(semetex+q+128* 1 1)=Ox3f;
*(semetex+q+128* 1 1)=-Oxcf;
*(semetex+q+ 128* 1 1)=Oxf3;
*(semetex+q+ 128* 1 1)=Oxfc;
*(semetex+q+1 28* 12)=Ox3f;
*(semetex+q+ 128* 12)=Oxcf;
*(semetex+q+ 128* 12)=Oxf7;
*(semetex+q+1 28* 12)=Oxfc;
* (semetex+q+ 128* 13)=Ox3f;
*(semetex+q+ 128* 13)=Oxcf;
*(semetex+q+ 128* 13)=Oxf3;
* (semetex+q+ 128* 13)=Oxfc;
*(semetex+q+128* 14)=Ox3f;
*(semetex+q+ 128* 14)=Oxcf;
*(semetex+q+ 128* 14)=-Oxf3;
*(semetex+q+ 128* 14)=-Oxfc;
*(semetex+q+ 128* 15)=Ox3f;,
*(semetex+q+ 1 28* 15)=Oxcf;
*(semetex+q+ 128* 15)=0xf3;
*(semetex+q+ 128* 15)=Oxfc;

*(semetex+0x80 I)= 1; 1* wfite pulse for sat uratiowi
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TURB O-C has a time delay function "delayo" that could be used
instead of this waito subroutine.

wait(t)

time-t start, finish;
time(&start);
time(&finish);
while(+difftime(finish, start) <11/1000)

time(&finish);
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wavlt64.c

AIR FORCE INSTITUTE OF TECHNOLOGY
WAVELET PA77ERN GENERATOR FOR THE SLM

by Capt Steve Pinski
July 16, 1991

This program will display a Harr wavelet pattern on the SLM.
The 2-dimentional wavelet is 64 x 64 pixels.

#include "stdio.h"
#include "strinig. h"
#include "t ire .h"l

unsigned r, q;

main()

char far *semetex;
semetex = (char far *) MxbO00000; /*SLM is at bOOO segment*'
*(semnetex+0x800)=1; I* erase SLMW
wait(1000); 1* wait or lose pixelsW

/* write rows of wavelet in +1 stateV,
for(q=0x2-0; q<0x40; q++)

{(eee~~l84=xf
* (semetex+q+l128*4)=xf;

*(semetex+q+lI28*4)=Oxf3;
*(sernetex+q+ 1 28*4)=Oxf3;
*(semetex+q+ 1 28*4)=Oxfc;
*(semetex+q+ 1 28*5)=Oxcf;
*(semetex+q+ 1 28*5)=Oxf3;
*(semetex+q+ I 28*5)=Oxf3;
*(semetex+q+ I 28*5)=Oxf;
*(semetex+q 1 28*6)=Oxcf;
*(semetex+q+ 1 28*6)=Oxf3;
*(semetex-iq+ I 28*6)=Oxf3;
*(semetex+q+ 1 28*6)=Oxf;
*(semetex+q+ I 28*7)=Oxcf;
*(semetex+q+ 1 28*7)=Oxf3;
*(semetex-iq+ I 28*7)=0xfc;
*(semetex+q+ I 28*7)=Oxfc;
*(semetex+q+ I128*8)=Oxcf;
*(semetex+q+i I 28*8)=Oxf3;

*(sernetex+q+ 1 28*8)=Oxfc;
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*(semetexl-q+ 1 28*9)=Ox3f;
*(semetex+q+ 128*9)=Oxcf;,
*(semetex+q+ 128*9)=Oxf3;
*(semetex+q+ 1 28*9)=Oxfc;
*(semetex+q+ 128* 1 O)=Ox')f;
*(semetex+q+1 28*1 O)=Oxcf;
*(semetex+q+ 128* 1 O)=Oxf3;
*(semetex+q+ 128* 1O0)=Oxfc;
*(semetex+q+ 128* 1 1)=Ox3f;
*(semetex+q+128* I 1)=Oxcf;
*(semetex+q+ 128* 1 1)=0xf3;
*(semetex+q+128* 1 1)=Oxfc;

wait(3000);

*(semetex+0x80)1I; 1* write pulse for contrast*'

wait(3000); 1* wait or lose pixels*'

1* write rows above wavelet in 0 state*'
for(q=OxO; q<0x80; q++)

*{smtxq 18*)O~-
* (semetex4-q+ I128*O)=Oxcf;
*(semetex+q+ 128 *O)=Ox f3;
*(semnetex+q+ 1 28*O)=Oxf3;
*(sernetex+q+ 1 28*O1)=Oxf;
*(semetex+q+ 128*1 )=Oxcf;
*(semetex+q+ 128* 1)=Oxf;
*(semetex+q+ 128* 1)=Oxf3;
*(semetex+q+' 128*1 )=Oxfc;
*(semetex+q+ 128*2)=Oxcf;
*(semetex+q+ I128*2)=Oxf3;
*(semetex+q+ 1 28*2)=Oxf3;
*(semetex+q+ I128*2)=Oxfc
*(semetex+q+ I 28*3)=Oxcf;
*(semetex+q+ 1 28*3)=-Oxf3;
*(semetex+q+1I 28*3)=Oxf3;

1* write rows below wavelet in 0 state.4
for(q=OxO; q<0x80; q++)

{(eee~+18 2=xf
*(semetex+q+ 128* 12)=Oxcf;
*(semetex+q+ 128* 12)=Oxf3;
*(semetex+q 128* 12)=Oxfc;
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*(semetex+q+ 128* 13)=Ox3f;
*(semetex~q+128* 13)=Oxcf;
*(semetex+q+128* 13)=Oxf3;
*(semetex+q+1 28* 13)=Oxfc;
*(semetex+q+1 28* 14)=Ox3f;
*(semetex+q+ 128* 14)=Oxcf;
*(semetex+q+1 28* 14)=Oxf3;
*(semetex+q+1 28* 14)=Oxfc;
*(semetex+q+l 28* 15)=-Ox3f;
*(semetex+q+ 128* 15)=Oxcf;
*(semetex+q+128* 15)=Oxf3;
*(semetex+q+ 128* 15)=Oxfc;

1* write rows left of wavelet in 0 stateV~
for(q=OxO; q<0x20; q++)

*(semetex+q+1 28*4)=Ox3f;
*(semetex+q+1 28*4)=Oxcf;
*(semetex+q+1 28*4)=Oxf3;
*(semetex+q+1 28*4)=Oxfc;
*(semetex+q+1 28*5)=Ox3f;
*(semetex+q+1 28*5)=Oxcf;
*(semetex+q+1 28*5)=Oxf3;
*(semetex+q+1 28*5)=Oxfc;
*(semetex+q+1 28*6)=Ox3f;,
*(semetex+q+1 28*6)=Oxcf;
*(semetex+q+1 28*6)=Oxf3;
*(semetex+q+1 28*6)=Oxfc;
*(semetex+q+1I28*7)=Ox3f;
*(semetex+q+1 28*7)=Oxcf;
*(sernetex+q+ I 28*7)=Oxf3;
*(semetex+q+ 1 28*7)=-Oxfc;
*(semetex+q+ 1 28*8)=-Ox3f;
*(semetex+q+ 1 28*8)=Oxcf;
*(semetex+q+1I 28*8)=Oxf3;
* (semetex+q+1I 28*8)=-Oxfc;
*(semetex+q+1I 28*9)=Ox3f;
*(semetex+q+ 1 28*9)=Oxcf;
*(semetex+q+1I 28*9)=Oxf3;
*(semetex+q+ 1 28*9)=Oxfc;
*(semetex+q+ 128* 1 O)0Ox3f;
*(semetex+q+ 128* 1 O)=-Oxcf;
*(semetex+q+ 128* 1 O)=Oxf3;
*(semetex+q+ 128* 1 O)=Oxfc;
*(semetex+q± 128*1 1)=Ox3f;
*(semctex+q+ 128* 1 1)=Oxcf;
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*(semetex+q+128* 1 1)=Oxf3;
*(semetex+q+ 128* 1 1)=Oxfc;

A* write rows right of wavelet in 0 state4
for(q=0x60; q<0x80; q++)

{(eee~+2*)O~-
*(semetex+q+ 128*4)=Oxcf;
*(semetex+q+ 128*4)=Oxf3;
*(semetex+q+ 128*4)=Oxf3;
*(semetex+q+ 128*4)=Oxfc
*(semetex+q+ 128*5)=Oxcf;
*(semetex+q+1 28*5)=Oxf3;
*(semetex+q+1 28*5)=Oxf3;
*(semetex-q 1128*5)=Oxf;
*(semetex-: -+128*6)=Oxcf;
*(semetex--: q 128*6)=Oxf3;
*(semetex~- +1 28*6)=Oxf3;
*(semetex+q+ 128*6)=Oxfc
*(semetex+q+1 28*7)=Oxcf;
*(sernetex+q+ 128*7)=Oxf3;
*(semetex+q+ 128*7)=Oxf3;
*(semetex+q+ 128*7)=Oxf;
*(semetex+q+1 28*8)=Oxcf;
*(semetex+q+1 28*8)=Oxf3;
*(semetex+q+ 128*8)=Oxf3;
*(semetex+q+1 28*8)=Oxfc;
*(seme.tex+q+I1 28*9)=Oxcf;,
*(sernetex+q+1I28*9)=Oxf3;
*(semetex+q+1I28*9)=Oxt3;
*(semetex+q+ 128*9)Oxf;
*(semetex+q 128* 1O)=Oxcf;
*(semetex+q+ 128* 1 O)=Oxf;
*(semetex+q+ 128* 1 O)=-Oxf3;
*(semetex+q+ 128* 1 O)=-Oxfc
*(semietex+q+ 128* 1 1)=-Oxcf;
*(sernetex+q+ 128* 1 1)=Oxf3;

*(semetex+q+ 128* 1I1)=-Oxfc;

TURB0- C has a time delay function "delay0" that could be used
instead of this wait 0 subroutine.

wait (t)
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time-t start, finish;
timle(&starO0;
time(& finish);
while(+difftme(finish, start) < 0/000)

time(& finish);
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*(semetex+0x801)=1; A*write pulse for contrasti

wait( 1000); 1* wait or lose pixels*'

1* wite rows above wavelet in 0 stateW1
for(q=OxO; q<0x80; q++)

{(eee~+180=xf
*(semetex+q+1 28*0)=Oxcf;
*(semetex+q+ 128*0)=Oxf3;
*(semetex+q+128*0)=Oxf3;
*(semetex+q+ 128*01)=Oxfc;
*(semetex+q+128* 1 )=Oxcf;
*(semetex+q+128* 1 )=Oxf3;
*(semetex+q+ 128* 1)=Oxf3;
*(semetex+q+ 128*1 )=Oxfc
*(semetex+q+1I28*2)=Oxcf;
*(semetex+q+ 128*2)=Oxf3;
*(semetex+q+1 28*2)=Oxf3;
*(semetex+q+1 28*2)=Oxfc;
*(semetex+q+1 28*3)=Oxcf;
*(semetex+q+ 128*3)=Oxf3;
*(semetex+q+ 128*3)=Oxf3;
*(semetex+q+ 128*3)=Oxfc;
*(semetex+q+ 128*4)=Oxcf;
*(semetex+q+ 1 28*4)=Oxf3;
*(semetex+q+ 1 28*4)=0xf3;
*(semetex+q+ 128*4)=Oxfc;
*(semetex+q+ 1 28*5)=Oxcf;
*(semetex+q+ 1 28*5)=Oxf3;
*(semetex+q+ 1 28*5)=Oxf3;

A* write rows below wavelet in 0 states'
for(q=OxO; q<0x80; q++)

{(eee~+12*10=xf
*(semetex+q+ 128* 1 0)=Oxcf;
* (semetex+q+ 128* 1 0)=Oxf3;
*(semetex+q+ 128* 1 0)=Oxf3;
*(semetex+q+ 128* 1 0)=Oxfc;
*(semetex+q+ 128* 1 1)=-Oxcf;
*(semetex+q+ 128* 1 1)=Oxf3;
*(semetex+q+ 128* 1 1)=0xf3;
*(semetex+q+ 128* I1)=Oxfc;
*(semetex+q+ 128* 12)=Oxcf;
*(semetex+q+ 128* 12)=Oxf3;
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* *(semetex+q+128* 12)=Oxfc;
*(semetex+q+1 28* 13)=Ox3f;
*(semetex+q+128* 1 3)=Oxcf;
*(semetex+q+128* 1 3)=Oxf3;
*(semetex+q+ 128* 13)=Oxfc;
*(semetex+q+128* 14)=Ox3f;
*(semetex+q+1 28* 14)=Oxcf;
*(semetex+q+1 28* 14)=Oxf3;
*(semetex+q+128* 14)=Oxfc;
*(semetex+q+128* 15)=Ox3f;
*(semetex+q+ 128* 15)=Oxcf;
*(semetex+q+1 28* 15)=Oxf3;
*(semetex+q+1 28* 1 5)=Oxfc;

I* write rows left of wavelet in 0 state*'
for(q=OxO; q<0x30; q++)

{(eee~+2*)C~-
*(semetex+q+ 1 28*6)=C xcf;
*(semetex+q+1I 28*6)=Oxf3;
*(semetex+q+ 128*6)0Oxf3;
*(semetex+q+ 1 28*6)=Oxfc
*(semetex+q+1 28*7)=Oxcf;
*(semetex+q+1 28*7)=Oxf3;
*(semetex+q+1I 28*7)=Oxf3;
*(semetex+q+ 128*7)=Oxfc;
*(semetex+q+1I 28*8)=-Oxcf;
*(semnetex- q+ 1 28* 8)=Oxf3;

*(semetex+q+1I 28*8)=Oxfc;
*(se.me-tex+q+ 128*9)=-Ox3f;
*(semetex+q+1I 28*9)=Oxcf;
*(semetex+q+ I 28*9)=Oxf3;
*(semetex+q+ 1 28*9)=Oxfc;

A*write rows right of wavelet in 0 stateW
for(q=0x%50; q<0x80; q++)

*(semetex+q+ 128*6)=Oxcf;
*(sernetex+q -1I28*6)=Oxrf;;
*(semetex+q r1 28*6)=Oxf3;
*(semetex+q+ 1 286)O~xfc
*(semetex+q+ 128*'7)=Oxcf;
*(semetex+q+ I 28*7)=Oxf3;
*(semetex+q+ I 28*7)=0xf3;
*(semetex+q+ 1 28*7)=Oxfc
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*(semetex+q+ 1 28*8)=Oxcf;
*(semetex~q * 128* 8)=Oxf3;
*(semetex+q+1 28*8)=Oxfc;
*(semetex+q+128*9)= )x3f;
*(semnetex-iq+128*9)=0) ef;
*(semetex+q+1 28*9)=0x13;
*(semetex+q+1 28*9)=Oxfc;

TURB O-C has a time delay function I"delayoD that could be used
instead of this waito subroutine.

wait (t)

time-t start, finish;
time(&start);
time(& finish);
while(-idifftime(finish, start) < 0/000)

time(& finish);
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waviti 6.c

AIR FORCE INSTITUTE OF TECHNOLOGY
WAVELET PATTERN GENE RATOR FOR THE SLM

by Capt Steve Pinski
July 24, 1991

This program will display a Harr wavelet pattern on the SLM.
The 2-dimentional wavelet is 16 x 16 pixels.

#include "stdiohi
#include "string h',
#include "t ime. hi
unsigned r, q;

main()

char far *semetex;
semetex =(char far *) MxbO00000; /*SLM is at bOOO segment4
*(semetex+Ox8OO)=1; /*erase SLM4V
wait(1000); A* wait or lose pixels4

A* write 16 rows for waveletN
for(q=0x38; q<0x40; q++)

{(eee~~l87=xf
*(semetex+q+l128*7)=Oxcf;
*(semetex+q+l128*7)=xf3;
*(semetex+q+l128*7)=Oxf3c;
*(semetex+q+lI28*7)=xf;
*(semetex+q+ 128*8)=Oxcf;
*(semetex+q+ 128*8)=xf3;
*(semetex+q+l128*8)=Oxf3;

wait(1 000);

*(semetex+0x801)=1; A* write pulse for contrast*'

wait(l 000); /* wait or lose pixels*'

I* write rows above wavelet in 0 state*'
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for(q=OxO; q<0x80; q++)

{(eee~+180=xf
*(semetex+q+ 128*)=Oxf;

*(semete.x+q+ 128*O)=Oxf3;
*(semetex+q+ 128*O)=Oxf3;
*(semetex+q+1 28*O1)=Oxfc;
*(semetex+q+ 128* 1)=Oxcf;
*(semetex+q+1 28* 1)=Oxf3;
*(semetex+q+1 28* 1)=Oxf3;
*(semetex+q+ 128* 1)=Oxfc
*(semetex+q+ 128*2)=Oxcf;
*(semetex+q+ 128*2)=Oxf3;
*(semetex+q+ 128*2)=Oxf3;
*(semetex+q+1 28*2)=Oxf;
*(semetex+q+1I 28*3)=Oxcf;
*(semetex+q+ 128*3)=Oxf3;
*(semetex+q+ 128*3)=Oxfc;
*(semetex+q+ 128*3)=Oxfc
*(semetex+q+ 128*4)=Oxcf;
*(semetex+q+1I 28*4)=Oxf3;
*(semetex+q+ I 28*4)=Oxf3;
*(semetex+q+1 28*4)=Oxfc
*(semetex+q+ 128*5)=Oxcf;,
*(semetex+q+l 28*5) =Oxf3;
*(semetex+q+1 28*5) =Oxf3;
*(semetex+q+ 128*6)=Oxfc
*(semetex+q+ 128*6)=Oxcf;
*(semetex+q+ 1 28*6)=Oxf3;
*(semetex+q+1 28*6)=Oxf3;

1*write rows below wavelet in 0 state4
for(q=-OxO; q<0x80; q++)

{(eee~+I 89=xf
*(semetex+q+ 1 28*9)=Oxcf;
*(semetex+q+1 28*9)=Oxf3;
*(semetex+q+1I 28*9)=Oxt3;
*(semetex+q+ 128*91 )=Oxf;
*(semetex+q+-1 28* 1O0)=Oxcf;
*(semetex+q4.1 28* 1O0)=Oxf3;
*(semetex+q+ 128* 1 O)=Oxf3;
*(semetex+q+ 128* 1O1)=Oxfc;
*(semetex+q+ 128* 1 1)=Oxcf;,
* (semetlex+q+ 128* 1 1)=Oxf3;
*(semnetex+q+ 128* 1 1)=Oxf3;

*(semetex+j+ 128* 12)=-Ox3f;,
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*(semetex+q+128* I 2)=Oxcf;
*(semetex+q+128* 12)=Oxf3;
*(semetex+q+128* 12)=Oxfc;
*(semetex+q+1 28* 13)=Ox3f;
*(semetex+q+ 128* 13)=Oxcf;
*(semetex+q+ 128* 13)=Oxf3;
*(semetex+q+1 28* 13)=Oxfc;
*(semetex+q+ 128* 14)=Ox3f;
*(semetex+q+1 28* 14)=Oxcf;
*(semetex+q+128* 14)=Oxf3;
*(semetex+q+1 28* 14)=Oxfc;
*(semetex+q+128* 15)=Ox3f;
*(semetex+q+1 28* 15)=Oxcf;
*(semetex+q+128* 15)=Oxf3;
*(semetex+q+1 28* 15)=Oxfc;

A* wite rows left of wavelet in 0 stateW'
for(q=OxO; q<0x38; q++)

{(eee~+187=xf
*(semetex+q+ 128*7)=Oxcf;
*(semetex+q+1 28*7)=Oxf3;
*(semetex+q+1 28*7)=0xfc;
*(semetex+q+1 28*7)=-Oxfc;
*(semetex+q+1 28*8)=Oxcf;
*(semetex+q+ 128*8)=Oxf3;
*(semetex+q+1 28*8)=Oxf3;

A* write rows right of wavelet in 0 stateW'
for(q=0x48; q<0x80; q++)

{(eee~+I87=xf
*(semetex+q+1I28*7)=Oxcf;
*(semetex+q+1I28*7)=Oxf3;
*(semetex+q+1 28*7)=Oxf3;
*(semetex+q+ 128*7)=Oxfc;
*(semetex+q+ 128*8)=Oxcf;
*(semetex+q+1 28*8)=Oxf3;
*(semetex+q+1I28*8)=Oxfc;

TURB O-C has a time delay function t'delayo0 that could be used
instead of this waito subroutine.
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wait Ct)

time-t start, finish;
tinie(&start);
time(& finish);
while(+difftme(finish, stait) < t/1000)
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wavlt8.c

AIR FORCE INSTITUTE OF TECHNOLOGY
WAVELET PATITERN GENVERATOR FOR, THE SLM

by Capt Steve Pinski
July 24, 1991

This program will display a Harr wavelet pattern, on the SLM.
The 2-dimentional wavelet is 8 x 8 pixels.

#include "stdio.hi
#include "string.h"
#include "1t ime . h
unsigned r, q;

main()

char far *semetex;
semetex = (char far *) OxhOOOOOOO; /*SLM is at bOOO segment4
*(semetcx+0x800)= 1; 1*erase SLM4/
wait( 1000); A* wait or lose pixels'/

A* write 8 rows for wa velet4
for(q=Ox0c; q<0x40; q++)

{(eee~~2's7=xf
*(semetex+q+1 28*7)=0xcf;
* (semetex+q+ 1 28*78)=Oxf3;
* (semetex+q+ 128* 8)=Oxf3;

wait(1 000);

*(semetex+0x80l1)= 1; 1* write pulse for con trast*'

wait( 1000); 1* wait or lose pixels*'

1* write rows above wavelet in 0 state*'
for(q=Ox; q<0x80; q++)

*(semetex+q+128*0)=Ox3f;
*(semetex+q+ 1 28*0)=-Oxcf;,
*(semetex+q+ I 28*0)=Oxf3;
*(semetex+q+ 128*0)=Oxfc;
*(semetex+q+ 128* 1)=Ox3f;
*(semetex+q+ 128* 1)=Oxcf;,
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*(semetex+q+ 128* I )=Oxf3;
*(semetex+q+128* 1)=Oxfc;
*(semetex+q+1 28*2)=Ox3f;
*(semetex+q+ 128*2)=Oxcf;
*(semetex+q±1I 28*2)=Oxf-3;
*(semetex+q 1 28*2)=Oxfc;
*(seme:-;x+q+ 128*3)=Ox3f;
*(semetex+q+ 1 28*3)=Gxcf;
*(semetex+q+1I 28*3)=Oxf3;
*(semetex+q 1 28*3)=Oxfc;
*(semetex+q I1 28*4)=Ox3P;
*(semetex+q+1 28*4)=Oxcf;
*(semetex+q+ 128*4)=Oxf3;
*(semetex+q+ 128*4)=Oxfc;
*(semetex+q+ 1 28*5)=Ox3f;
*(semetex+q+ I 28*5)=Oxcf;
*(semetex+q+1I 28*5)=Oxf3;
*(semetex+q.i., 128*5)=Oxfc;
*(semetex+q+1I 28*6)=Ox3f;
*(semetex+q+i1 28*6)=Oxcf;
*(semetex+q+1 28*6)=Oxf3;
*(semetex+q+ 1 28*6)=Oxfc;
*(semetex+q+ 1 28*7)=Oxf3;
*(semetex+q+1I28*7)=Oxfc;

A* wite rows below wavelet in 0 state*'
for(q=OxO; q<0x80; q++)

*(semetex+q+1 28* 8)=Ox3f;
*(semetex+q+1 28*8)=Oxcf;
*(semetex+q+ 128*9)=Ox3f;
*(semetex+q+1 28*9)=Ox--f;
*(semetex+q+1 28*9)=Oxf3;
*(semetex+q+ 128*9)=Oxfc;
*(semetexi-q+ 128* 1O)=-Ox3f;
*(semetex+q+ 128*1 O)=Oxcf;
*(semetex+q+ 128* 1 )=Oxf3;
*(semetex+a+l 28* 1 O)=Oxfc;
*(semetex+q+ 128*11 )=Ox3f;
*(semetex+q+ 128* 1 1)=Oxcf;
*(semetex+q+i-t28* 1 1)=Oxf3;
*(semc-tex+q+1 28* 1 1)=Oxfc;
*(semetex+q+1280* 12)=-Ox3f;
*(senletex+q+ 128* 12)=Oxcf;
* (semetex+q+ 128* I 2)=-Oxf3;
*(zsernetex+q+1 28* 12)=Oxfc;
*(semetex+q+128* 1 3)=Ox3f;
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*(semetex+q+ 128* 13)=Oxcf;
*(semetex+q+128* 13)=Oxf3;
*(semetex+q+1 28* 13)=Oxfc;
*(semetex+q+128* 14)=Ox3f;
*(semetex+q+128* 14)=Oxcf;
*(semetex+q+128* 14)=Oxf3;
*(semnetex+q+128* 14)=Oxfc;
*(semnetex+q+128* 15)=Ox3f;
*(semetex+q+128* 15)=Oxcf;
*(semetex+q+128* 15)=Oxf3;
*(semetex+q+ 128* 15)=Oxfc;

1*wrie rows left of wavelet in 0 state'/
for(q=OxO; q<Ox3c; q++)

{(eee~+187=xf
*(se-metex+q+1 28*7)=Oxcf;
*(semetex+q+1 28*7)=Oxf3;
*(semetex+q+1 28*8)=Oxf3;

1* wite rows right of wavelet in 0 stateW/
for(q=0x44; q<0x80; q++)

{(eee~+2*I-xf
*(semetex+q+128*7)=Oxcf,
*(semetex+q+ 128*7)=Oxf3;
*(semnetex+q+ 128*8)=Oxf3;

TURBO-C has a time delay function "delay 0" that could be used
instead of this wait 0 subroutine.

wait (t)

timet start, finish;
time(&start);
time(& inish);
while(-idifftime(finish, start) < 00lO00)

rime(& finish);

}9



wavlt4.c

AIR FORCE ENSTITUTE OF TECHNOLOGY
WAVELET PATTFERN GENERATOR FOR THE SLM

by Capt Steve Pinski1
July 26, 1991

This program will display a Harr wavelet pattern on the SLM.
The 2-dimentional wavelet is 4 x 4 pixels.

#include llstdiohl
#include "lstring.h"l
#include "time. h"
unsigned r, q;

char far *semetcx;
semetex = (char far M) Oxb 0000O; /*SLM is at bOOO segment*'
*(semetex-i0x800)= 1; 1* erase SLMV
wait(1 000); /* wait or lose pixels*'

/* write 4 rows for waveletV
for(q=Ox3e; q<0x40; q++)

*(eee1 ~ 2*)0~-

*(semetex+q+ 1 28*7)=Oxfc;

wait(1000);

*(semetex+0x801)=1; /* write pulse for con trast*'

wait( 1000); 1* wait or lose pixels*'

/* write rows above wavelet in 0 stateI
for(q=Ox; q<0x80; q++)

{(eee~~2*)--xf
*(semetex+q+1 28*0)::xf;
*(semetex+q+lI28*0)=xf;
*(semetex+q+l128*0)=Oxf3;
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*(semetex+q+128* 1)=Ox3f;,
*(semetex+q+ 128* 1)=Oxcf;
*(semetex+q+1 28* 1)=Oxf3;
*(semetex+q+1 28* 1)=Oxfc;
*(semetex+q+1 28*2)=Ox3f;
*(semetex+q+1 28*2)=Oxcf;
*(semetex+q+1 28*2)=Oxf3;
*(semetex+q+1 28*2)=Oxf.-;
*(semetex+q+1 28*3)=O.: 3f;
*(semetex+q+ 128*3)=Oxcf;
*(semetex+q+128*3)=Oxf3;
*(semetex+q+1 28*3)=-Oxfc;
*(semetex+q+1 28*4)=Ox3f;,
*(semetex+q+1 28*4)=-Oxcf;
*(sernetex+q+1 28*4)=Oxf3;
*(semetex+q 1 28*4)=Oxfc;
*(semetex+q+128*5)=Ox3f;
*(semetex+q+128*5)=Oxcf;
*(semetex+q+128*5)=Oxf3;
*(sernetex+q+1 28*5)=Oxfc;
*(semetex+q+ 128*6)=-Ox3f;
*(semetex+q+1I28*6)=-Oxc-f;
*(semetex+q+ 128*6)=-Oxi3;
*(semetex+q+1 28*6)=-Oxfc;
*(semetex+q+1 28*7)=-Oxf3;
*(semetex+q+1I28*7)=-Oxfc;
*(semetex+q+1'' 28*7)=Oxcf;

A* wite rowvs below wavelet in 0 stateV
for(q=OxO; q<0x80; q++)

*(semetex+q+ 128*8)=Oxf3;
*(semctex+q+1I28*8)=Ox3f;
*(semetex+q+ 128*8)=-Oxcf,
*(semetex+q+1 28*9)=Ox3f;
*(semetex+q+ 128*9)=Oxcf;
*(semetex+q+ 128*9)=-Oxf3;
*(semetex+q+ 1 28*9)=Oxfc;
*(semetex+q+ 128* 1 O)=Ox3f;
*(semetex+q+ 128* 10)=-Oxcf;
*(semetex+q+ 128* 1 O)=Oxf3,
*(semetex+q+ 128* 1 O)=Oxfc;
*(semetex+q+128* I 1)=Ox3f;
*(semetex+q+ 128* 1 1)=Oxcf;
*(semetex+q+128* I)=-Oxf3;
*(semetex+q+1A8* 1)=-Oxfc;
*(semetex+q+ I 23* 12)=-Ox3f;
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*(semetex+q+1 28* 12)=Oxcf;
*(semetex+q+ 128* 12)=Oxf3;
*(semetex+q+ 128* 12)=Oxfc;
*(semetex+q+ 128* 13)=Ox3f;
*(semetex+q+ 128* 13)=Oxcf;
*(semetex+q+ 128* 13)=Oxf3;
*(seinetex+q+128* 1 3)=Oxfc;
*(semetex+q+128* 14)=Ox3f;
*(semetex+q+ 128* 14)=Oxcf;
*(semetex+q+l 28* 14)=Oxf3;
*(semetex+q+1 28* 14)=Oxfc;
*(semetex+q+128* 15):0Ox3f;
*(semetex+q+128* 15)=Oxcf;
*(semetex+q+128* 15)=Oxf3;
*(semetex+q+ 128* 15)=Oxfc;

A* wite rows left of wavelet in 0 state.4
for(q=OxO; q.<Ox3e; q++)
I

*(semetex+o+1 28*7)=-Ox3f;
*(sernetex+q+1I 28*8)=Oxfc;

}
4* wite rows right of wavelet in 0 state4'
for(q=Ox42; q<0x80; q++)

*(semetex+q+ 128*7)=Qx3f;
*(semetex+q 1I 28*8)=Oxfc;

TURBO-C has a time delay function "delayo0 that could be used
instead of this waito subroutine.

wait Ct)

timet start, finish;
time(&stazt);
tirne(& finish);
while(+difftime(flnish, start) < 0II000)

time(&finish);
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l28horiz.c

AIR FORCE INS T;TUTE OF TECHNOLOGY
WAVELET PATTERN GENERATOR FOR THE SLM

by Capt Steve Pinski
August 8, 1991

This program will display a Harr wavelet pattern on the SLM. The
2-dimentional wavelet is 128 x 128 pixels (rotated horizontally).

#includ * * * * * * * *** * ** ** ** **** *** * *** ** ** * *

#include "stdio.h"

#include "time h"I
unsigned r, q;

main()

char far *semnetex;
semetex = (char far *) M0bO00000; A*SLM is at bOOC) segmentil
*(semetex+0x800)=1; A*erase SLMN4-
wait( 1000); /* wait or lose pixels*'

A*write rows for +] state*'
for(q=OxO; q<0x80; q++)

*(semetex+q+l128*0)=Ox3f;,
*(semetex+q+l128*0)=Oxcf;
*(semetex+q+ 128*0)=O0xf3;
*(semetex+q+lI28*0)=Oxfc;
*(semetex+q+ 128* 1)=Ox3f;
* (semetex+q+ 128* 1)=Oxcf;
*(semetex+q+ 128* 1)=Oxf3;
*(semetex+q+ 128* 1)=Oxfc;
*(semetex+q+ 1 28*2)=Ox3f;
*(semetex+q+ 1 28*2)=Oxcf;
*(se.mete-x+q+ I 28*2)=Oxf3;
*(semetex+q+ 1 28*2)=Oxfc;
*(semetex+q+ I 28*3)=Ox3f;
*(semetex+q+ I 28*3)=-Oxcf;
*(sernietex+q+ I 28*3)=Oxf3;
*(semetex+q+ I 28*3)=Oxfc;
*(semetex+q+ I 28*4)=Ox3f;
*(semetex+q+ 1 28*4)=Oxcf-,
*(semetex+q+ I 28*4)=Oxf3;
*(semetex+q+ 1 28*4)=Oxfc;
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*(semetex+q+1 28*5)=-Ox3f;
*(semetex+q.1 28*5)=Oxcf;
*(semetex+q+1 28*5)=-Oxf3;
*(semetex+q+ 128*5)=Oxfc;
*(semetex+q+ 128*6)=Ox3f;
*(semetex+q+1 28*6)=Oxcf;
*(semetex+q+ 128*6)=Oxf3;
*(semetex+qi-128*6)=Oxfc;
*(seinetex+q+1 28*7)=Ox3f;
*(semetex+q+1 28*7)=Oxcf;
*(semetex+q+ 128*7)=-Oxf3;
*(semetex+q+ 128*7)=-Oxfc;

*(semetex+0x80 1)= 1; /* write pulse for saturationV

TURBO-C has a time delay function "dela yo that could be used
instead of this waito subroutine.

wait (t)

time-t start, finish;
time(&start);
time(& finish);
while(-,difftime(finish, start) < 0~l000)

tirme(&finish);
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