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1 Introduction

This paper describes the application of a two-equation turbulence model to a stratified two-phase channel flow as part of a research project into wave generation by wind. The project was prompted by a review of wave-generation literature whose purpose was to determine the extent of the agreement between extant theory and observations of wave growth.

The literature review revealed that wind-generated waves may broadly be divided on the basis of \( u_*/c \), i.e., the ratio of the friction velocity, \( u_* \), to the wave celerity, \( c \). Waves with values of \( u_*/c \geq 0.15 \) may be termed "short waves", and waves with \( u_*/c \leq 0.15 \) may be termed "long waves". The short wave classification includes gravity-capillary waves and most wind-waves generated in laboratory facilities. The long wave classification includes most wind-generated waves in the ocean, as well as artificially generated progressive waves over which wind is blown in laboratory facilities.

It was found that the growth of short waves is quite well described by existing wave generation theories and numerical models. For example, Valenzuela (1976) and Kawai (1979) found very good agreement between their experimental measurements of the growth of gravity-capillary waves and the predictions of viscous linear stability theory.

However, the growth of long waves is only poorly described by extant theory and numerical models. For example, wave growth rates predicted by Miles' (1957, 1959) inviscid linear instability theory are generally 2 to 5 times smaller than the most reliable experimental measurements. Various modifications to Miles' original theory have improved the agreement between theory and experiment somewhat. For example, Al-Zanaidi and Hui (1984) found that the inclusion of the wave-induced Reynolds stresses in their numerical model increased the predicted wave growth rates by up to 50% in some cases. However, the agreement between theoretical predictions and experimental measurements is still poor.

Interestingly, there is very good agreement between Miles' inviscid linear stability theory and the results of experimental and numerical studies of the flow over solid, but progressive, monochromatic waves (see, for example, Zagustin et al., 1968 and Norris and Reynolds, 1975). The most important physical difference between the flow over an artificial waveform and the flow over wind-generated water waves is that there is motion in the water under an actual wind wave, whereas an artificial waveform has a solid boundary. This observation suggests that the shear flow in the water is important for the growth of long waves. Other evidence also points to the importance of the shear flow in the water for long wave growth. For example, Valenzuela (1976) demonstrated the importance of the shear flow in the water for gravity-capillary (short) waves. He solved the coupled air-water problem (neglecting turbulent effects), and found that the inclusion of the shear flow in the water produced a significant increase in computed growth rates, especially for the waves with the lowest values of \( u_*/c \) (i.e., waves closest to the long wave...
classification). Gent and Taylor (1977) found that the inclusion of the surface drift in their numerical model of wave growth significantly altered the surface pressure distribution, but only produced a slight increase in the wave growth rate. However, they only considered two different cases, and so the question remains as to whether the wave growth rate could change significantly if a larger range of wave parameters was examined. Thus, it seems likely that the inclusion of the shear flow in the water in a numerical model of the growth of long waves will increase the wave growth rate, which would improve the agreement between theoretical predictions and experimental measurements of wave growth.

A research program is currently underway to develop a comprehensive numerical model of wave growth. The aim of the model is to adequately predict the growth rates of both short and long waves. The model will solve the coupled air-water wave growth problem, and will consider the shear flow in the water as well as including turbulence effects. As such, the model will be an extension of previous numerical models of wave growth.

The numerical model is of the linear stability type, similar to most models of wave growth (e.g., Miles, Al-Zanaidi and Hui, and Valenzuela). Such models solve for perturbations to a given mean flow profile caused by a single wave component. The resulting perturbation pressure and velocity components may be used to compute the wave growth rate and other quantities of interest.

The numerical model is developed in two parts. The first involves developing a solution for the equations governing the mean flow, and the second part involves solving the perturbation problem. While these two parts are essentially separate problems, it is important to consider the solution of the mean flow part in the context of the overall model. This paper describes only the successful solution of the mean flow problem.

Many previous models of wave growth simply specify the mean velocity profile analytically. For example, Miles (1957, 1959) considered a logarithmic velocity profile in the air and ignored the flow in the water, whereas Valenzuela (1976) used a more realistic linear-logarithmic profile in the air and the water. However, the inclusion of turbulence effects in our model requires that mean profiles of turbulent quantities, as well as the velocity, must be provided as input to the perturbation problem. Thus, the analytical specification of the mean profiles is out of the question for our problem, and it is essential to solve the equations governing the turbulence and the mean flow numerically.

It is well known that the mean flow profile can have a large effect on the computed growth rate. For example, van Gastel et al. (1985) found that the shape of the mean velocity profile can change the growth rate by a factor of more than three. In addition, the perturbation equations are sensitive to the details of the turbulence profiles in the vicinity of the air-water interface. Given the sensitivity of the perturbation problem to the mean profiles, it is essential that the mean flow equations are solved through both boundary layers at the air-water interface.

The solution of the mean flow problem is developed for the case of a stratified
two-phase (air-water) flow in the Stanford Wind Water Wave Research Facility (SWWWRF) for several reasons. First, this will allow comparisons of the mean flow profiles with previous experimental measurements in the SWWWRF. Second, this will also allow comparisons of both mean and wave-induced quantities with the results of our ongoing particle tracking experiments in the SWWWRF. Third, other test cases of interest (e.g., fully developed boundary layer with no pressure gradient) are easily computed as simplifications of the two-phase channel flow problem.

As it turns out, the mean flow equations are quite challenging to solve numerically, since they are non-linear and involve very steep gradients near the boundaries and the interface. Indeed, we speculate that the difficulty of solving the coupled mean flow equations for the "long wave" domain has hindered previous efforts to extend the success of the "short wave" models of Valenzuela, Kawai, and van Gastel et al. However, we are hopeful that the considerable effort involved in solving these equations will pay dividends in the long run, and that the solution of the perturbation equations using the computed mean profiles will yield growth rates in better agreement with experiments.

The following sections discuss details of the formulation of the model, the numerical solution techniques, and results obtained from comparisons of the mean flow model to several test cases.

2 Mathematical Formulation

2.1 Governing equations and turbulence model

The numerical model solves for the turbulent, stratified air-water flow in a channel. The flow field is perturbed by a two-dimensional, monochromatic, small amplitude gravity wave at the interface. In addition, depending on the windspeed, the interface may be ruffled by short wavelength wind-generated ripples. These ripples are treated as roughness at the interface. The model is based on the Continuity equation, the Reynolds averaged Navier-Stokes equations, and two transport equations for the turbulent kinetic energy and the dissipation which are necessary to provide closure for the unknown Reynolds stress terms which appear in the Navier-Stokes equations. These equations are transformed to the wavy coordinate system of Hsu et al. (1981) so that the water surface becomes a straight line. The transform greatly facilitates the application of the coupling conditions at the air-water interface. In fact, Norris and Reynolds (1975) found that such a transform was essential to obtain good agreement between their experiments and their numerical model. The transformed equations are then expanded in terms of the wave slope, \( ak \), where \( a \) is the wave amplitude, \( k = 2\pi/L \) is the wave number, and \( L \) is the wave length. Terms of order \( (ak)^0 \) in the resulting equations describe the mean flow over the wavy interface, while terms of order \( (ak)^1 \) describe the first order perturbations to the mean flow. As it turns out, the zeroth order mean flow equations in the transformed coordinate system are identical to the governing equations for stratified two-phase
flow in a channel with no gravity wave present on the interface. Thus, the details of the coordinate transformation are not presented here. It suffices to point out that the solution is valid either in an untransformed (cartesian) coordinate system with no wave at the interface, or in the transformed coordinate system.

The model assumes that both fluids are incompressible with constant physical properties and that the flow is steady, turbulent, and fully developed. In our experimental facility the mean flow does change slightly with fetch. However, the assumption of fully developed flow is justified in our case since in reality the mean flow profile changes only very slightly over one wavelength of the gravity wave at the interface. The well known k-epsilon turbulence model is used to model the turbulence in the flow. Since the perturbation equations have been found to be very sensitive to the mean velocity profile, it is essential that the mean profile be computed through the boundary layers at the air-water interface, rather than using empirical wall functions applied at some distance above the interface. The standard k-epsilon is only valid for regions where molecular viscosity is unimportant (i.e., far from the boundaries and the interface). Thus, we have used an extended version of the standard k-epsilon model that is valid for low Reynolds number regions. We decided to use the model proposed by Launder and Sharma (1974) since Patel et al. (1984) found that it performed among the best of the models they evaluated in a variety of test cases. This model has also been successfully applied to similar stratified two-phase flow problems by Akai et al (1981) and Issa (1988).

The equations governing the mean flow in both fluids for steady, fully developed flow are (Patel et al., 1985)

\[
\frac{\partial}{\partial y} \left[ (\nu + \nu_T) \frac{\partial u}{\partial y} \right] - \frac{1}{\rho} \frac{\partial p}{\partial x} = 0
\]

\[
\frac{\partial}{\partial y} \left[ \left( \nu + \frac{\nu_T}{\sigma} \right) \frac{\partial k}{\partial y} \right] + \nu_T \left( \frac{\partial u}{\partial y} \right)^2 - \epsilon = 0
\]

\[
\frac{\partial}{\partial y} \left[ \left( \nu + \nu_T \sigma \right) \frac{\partial \hat{\epsilon}}{\partial y} \right] + c_{1\epsilon} f_{1\epsilon} \nu_T \left( \frac{\partial u}{\partial y} \right)^2 - c_{2\epsilon} \frac{\epsilon}{k} + g = 0
\]

where

\[
\nu_T = c_u f_k \frac{k^2}{\hat{\epsilon}}
\]

\[
\epsilon = \hat{\epsilon} + d
\]

\[
R_T = \frac{k^2}{\nu \hat{\epsilon}}
\]

\[
k = \frac{1}{2} \frac{\left| u'_i u'_j \right|}{\left| u'_i \right|}
\]
and
\[ \epsilon = \frac{\partial u'_i \, \partial u'_i}{\partial x_i} \] (8)

In the above equations, \( y \) is the vertical coordinate measured upwards from the channel bottom, \( x \) is the streamwise coordinate, \( u \) is the streamwise velocity, \( k \) is the turbulent kinetic energy, and \( \epsilon \) is the (homogeneous) dissipation rate. Also, \( \nu \) represents the kinematic viscosity, and \( \rho \) represents the density. The remaining constants and functions depend on the type of low turbulence Reynolds number model used. These constants and functions are defined below for the Launder-Sharma model:

\[ d = 2\nu \left( \frac{\partial \sqrt{k}}{\partial y} \right)^2 \] (9)

\[ g = 2\nu_{\tau} \left( \frac{\partial^2 u}{\partial y^2} \right)^2 \] (10)

\[ f_\mu = \exp \left[ \frac{-3.4}{(1 + R_T/50)^2} \right] \] (11)

\[ f_1 = 1 \] (12)

\[ f_2 = 1 - 0.3\exp \left( -R_T^2 \right) \] (13)

A big advantage of the Launder-Sharma low-Reynolds-number model presented above is that the turbulence Reynolds number, \( R_T \), is the only parameter that determines the behavior of the model near a boundary. As a consequence, it is possible to have a non-zero value of turbulent kinetic energy at a boundary with the Launder-Sharma model. In contrast, many of the other available low \( R_T \) models were originally developed for flow near solid walls, and require that the turbulent kinetic energy is zero at the boundaries. While this restriction is true for a solid, smooth wall, it is not necessarily valid for rough boundaries, or the air-water interface.

For high turbulence Reynolds numbers, \( R_T \), the functions \( f_\mu \) and \( f_2 \) tend to unity, and so the behavior of the model depends only on the values of the five remaining constants. The values of these constants are taken to be \( c_\mu = 0.09 \), \( c_{1t} = 1.44 \), \( c_{2t} = 1.92 \), \( \sigma_k = 1.0 \), and \( \sigma_\epsilon = 1.3 \), which are the same as for the standard high-Reynolds-number k-epsilon turbulence model. Thus, the Launder-Sharma model reduces to the standard k-epsilon model away from the boundaries and the interface.
2.2 Application of the governing equations to two-phase stratified channel flow

In this section the governing equations presented above are applied to the coupled, two-phase, stratified channel flow problem. Let H be the total height of the channel, and define the lower fluid and the upper fluid to be layers 1 and 2 respectively. Let α be the fraction of the channel height occupied by fluid 1. Define the following non-dimensional variables

\[ U = \frac{u}{u_*}, \quad K = \frac{k}{u_*^2}, \quad \tilde{E} = \frac{\epsilon H}{u_*^2} \]

\[ X = \frac{x}{H}, \quad Y = \frac{y}{H}, \quad P = \frac{p}{\rho_2 u_*^2} \]

where \( u_* \) is the friction velocity in layer 2 at the interface. Substituting the above non-dimensional variables into the governing equations results in the following equations

\[ \frac{\partial}{\partial Y} \left[ \left( \frac{V}{R} + \tilde{\nu}_T \right) \frac{\partial U}{\partial Y} \right] - \frac{1}{P} \frac{\partial P}{\partial X} = 0 \]

\[ \frac{\partial}{\partial Y} \left[ \left( \frac{V}{R} + \frac{\nu_T}{\sigma_k} \right) \frac{\partial K}{\partial Y} \right] + \nu_T \left( \frac{\partial U}{\partial Y} \right)^2 - \tilde{E} - D = 0 \]

\[ \frac{\partial}{\partial Y} \left[ \left( \frac{V}{R} + \frac{\nu_T}{\sigma_1} \right) \frac{\partial \tilde{E}}{\partial Y} \right] + c_{1T} f_1 \frac{\tilde{E}}{K} \nu_T \left( \frac{\partial U}{\partial Y} \right)^2 - c_{2T} f_2 \frac{\tilde{E}^2}{K} + G = 0 \]

where

\[ V = \begin{cases} v_1/v_2 & \text{if } 0 \leq Y < \alpha \\ 1 & \text{if } \alpha < Y \leq 1 \end{cases} \]

\[ P = \begin{cases} \rho_1/\rho_2 & \text{if } 0 \leq Y < \alpha \\ 1 & \text{if } \alpha < Y \leq 1 \end{cases} \]

\[ \frac{\partial P}{\partial X} = \begin{cases} \frac{\partial P}{\partial X_1} & \text{if } 0 \leq Y < \alpha \\ \frac{\partial P}{\partial X_2} & \text{if } \alpha < Y \leq 1 \end{cases} \]

\[ R = \frac{u_* H}{\nu_2}, \quad \tilde{\nu}_T = c_{1T} f_1 \frac{K^2}{\tilde{E}} \quad E = \tilde{E} + D \]

\[ D = \frac{4V}{R} \left( \frac{\partial \tilde{E}}{\partial Y} \right)^2, \quad G = \frac{2V c_T}{R} \left( \frac{\partial U}{\partial Y} \right)^2 \]

The quantity \( \tilde{E} = \epsilon H/u_*^2 \) is the “dissipation variable”. We solve a transport equation for \( \tilde{E} \) (rather than \( E \)) for numerical convenience, since \( \tilde{E} \) is a known quantity at a boundary (see Patel et al., 1984).

The sixth order set of ordinary differential equations presented above requires six boundary conditions. The equations also require two auxiliary conditions in order to select the pressure gradients in each layer, as well as appropriate coupling conditions at the interface of layer 1 and 2.

The upper and lower walls may be considered as hydraulically smooth in our facility, so that the boundary conditions at the lower and upper walls are given by
\( K = 0, \quad E = 0, \quad U = 0 \) at \( Y = 0 \) and \( Y = 1 \) \hspace{1cm} (23)

Coupling conditions are required to relate the variables in layer 1 to those in layer 2 at the interface. For our problem, it is known that both the velocity and stress are continuous across the interface. However, similar relationships are not readily apparent for the turbulent kinetic energy and the dissipation rate (Issa, 1988). Thus, it was decided to solve a quasi-coupled problem in which values of \( K \) and \( \tilde{E} \) are prescribed at the interface in a similar way to a solid boundary, whereas the velocity and the stress are assumed to be continuous there. The stress and velocity coupling conditions at \( Y = \alpha \) are given by velocity continuity:

\[
U_1 = U_2 \quad (24)
\]

stress continuity:

\[
\left[ \mathcal{P} \left( \frac{V}{R} + \tilde{\nu}_T \right) \frac{\partial U}{\partial Y} \right]_1 = \left[ \mathcal{P} \left( \frac{V}{R} + \tilde{\nu}_T \right) \frac{\partial U}{\partial Y} \right]_2 \quad (25)
\]

The prescribed values of \( K \) and \( \tilde{E} \) may be expressed as

\[
\begin{align*}
K_1 &= K_{0w}, \quad K_2 = K_{0a}, \\
\tilde{E}_1 &= \tilde{E}_{0w}, \quad \tilde{E}_2 = \tilde{E}_{0a}.
\end{align*} \quad (26)
\]

For a smooth interface, \( K_{0a}, K_{0w}, \tilde{E}_{0a}, \) and \( \tilde{E}_{0w} \) are zero, whereas for a rough interface these values are non-zero. We found that the specification of a non-zero value of turbulent kinetic energy at the interface as used by Akai et al. (1981) and Issa (1988) could not predict the measured velocity profiles in our channel for free stream wind speeds greater than about 3 m/s. Thus, we developed a more rational method for predicting the boundary values of turbulent kinetic energy and dissipation rate at a rough, wavy interface that is applicable to smooth, transitional, and fully rough flow regimes. It is assumed that the interfacial roughness may be characterized by a roughness length, \( y_0 \), which is defined as the vertical intercept of a semilogarithmic plot of \( y \) versus \( u(y) - u_* \), where \( u_* \) is the surface drift velocity velocity (Amorocho and DeVries, 1980). Both the water and the air are assumed to be subject to the same roughness elements (Kondo, 1976), so that the roughness Reynolds number in the air is about twice that in the water. Effectively, this means that the interfacial region is treated in a similar manner to a solid boundary. That is, all effects of the orbital motions of the water waves have been ignored for the present time.

The values of \( K \) and \( \tilde{E} \) at the interface may be determined by ensuring that the eddy viscosity at the wall (given by Equation [21]) is consistent with that predicted by the mixing length model, as well as by a one-equation turbulence model. The eddy viscosity for the mixing length model is given (in non-dimensional form) by

\[
\tilde{\nu}_T = L^2 \frac{\partial U}{\partial Y} \quad (27)
\]
whereas the eddy viscosity for a one-equation turbulence model is given by

\[ \nu_T = c_\mu^{1/4} \sqrt{KL} \]  

(ASCE Task Committee on Turbulence Models in Hydraulic Computations, 1988)

where \( L \) is the turbulent length scale (or mixing length). By noting that \( L_0 = \frac{\kappa y_0}{H} \) at the interface \( (Y = \alpha) \) and eliminating \( \nu_T \) from Equations [21], [27], and [28], the following expressions for \( K_0 \) and \( \tilde{E}_0 \) are obtained

\[ K_0 = \frac{1}{4L_0^2 \sqrt{c_\mu}} \left( -V/R + \sqrt{(V/R)^2 + 4L_0^2/P} \right) \]  

\[ \tilde{E}_0 = c_\mu^{3/4} K_0^{3/2} f_\mu(K_0, \tilde{E}_0)/L_0. \]  

Thus, if the non-dimensional roughness height, \( Y_0 = \frac{y_0}{H} \), is known, the values of \( K_0 \) and \( \tilde{E}_0 \) on either side of the interface (i.e., \( K_{0w}, \tilde{E}_{0w} \) and \( K_{0A}, \tilde{E}_{0A} \)) may be determined. In practice, the roughness height, \( y_0 \), may be related to the free stream wind speed and the friction velocity, \( u_* \) (Amorocho and DeVries, 1980).

The values of \( K_0 \) and \( \tilde{E}_0 \) predicted from Equations [29] and [30] have the correct asymptotic behavior. That is, for \( Y_0 \rightarrow 0 \) (i.e., smooth boundary) they yield \( K_0 = 0 \) and \( \tilde{E}_0 = 0 \) at the interface, whereas for large \( Y_0 \) (i.e., fully rough flow) they predict \( K_0 \rightarrow 1/(P \sqrt{c_\mu}) \) and \( \tilde{E}_0 \rightarrow 1/(\kappa y_0 P^{3/2}) \), which are exactly the wall functions applied at \( Y = Y_0 \) (ASCE Task Committee on Turbulence Models in Hydraulic Computations, 1988). Thus, they provide a general method for specifying boundary conditions on the turbulent kinetic energy and the dissipation rate at a smooth, transitional, or rough boundary.

Finally, conditions are required to set the pressure gradients in each layer. For fully developed channel flow the pressure gradient in each layer must be a constant value. However, these pressure gradients are initially unknown. Also, since the flow in each layer is coupled, the pressure gradient in layer 1 affects the flow in layer 2 and vice versa. Since there is no net flow in the lower layer for a laboratory facility such as the SWWWRF, the pressure gradients must be chosen such that the average velocity (i.e., flow rate) in layer 1 is zero. Another condition that must be satisfied by the solution is that the non-dimensional stress at the interface in layer 2 must be unity (this is a consequence of normalizing the solution on the friction velocity at the interface in layer 2). These conditions may be expressed as

\[ \int_0^\alpha U(Y) \, dY = 0 \]  

\[ \left[ P \left( \frac{V}{R} + \nu_T \right) \frac{\partial U}{\partial Y} \right]_2 = 1 \text{ at } Y = \alpha \]  

Given the above condition on the stress at the interface, Equation [15] may be integrated to yield

\[ \tilde{\tau}(Y) = \frac{\partial P}{\partial X}(Y - \alpha) + 1 \]
where

\[ \tilde{\tau} = \rho \left( \frac{V}{R} + \tilde{\nu} \right) \frac{\partial U}{\partial Y} \]  \hspace{1cm} (34)

is the total shear stress normalized by \( \rho u^2 \). This integration reduces the order of the equation set by one. Since the auxiliary condition relating to the stress at the interface has been used, the new auxiliary condition on the choice of pressure gradient is chosen to be the boundary condition \( U(1) = 0 \).

### 3 Numerical solution

The governing equations to be solved are a 5th order set of non-linear ordinary differential equations. Along with the boundary and coupling conditions, they comprise a 3 point boundary value problem (BVP). In our case the problem is a difficult one, since it involves the computation of profiles through four boundary layers - one at each wall, and two at the air-water interface. In addition, the low-Reynolds-number k-epsilon model introduces increased computational difficulty.

Initially, we attempted to solve the problem using the shooting method. This method had been successfully applied to a simpler channel flow problem by Norris and Reynolds (1975), who used a one-equation turbulence model. Briefly, this method involves guessing unknown boundary conditions at the channel bottom, then integrating (or shooting) toward the top wall where the known boundary conditions are checked. If the top wall boundary conditions are not satisfied, then a new guess is made for the bottom boundary values, and the process continues until the top wall boundary conditions are satisfied. Unfortunately, the governing equations proved extremely sensitive to small changes in the two unknown bottom boundary conditions (i.e., the equations are very stiff in the mathematical sense), and so the shooting method failed for our problem. On the other hand, Norris and Reynolds only had one unknown boundary condition at the channel bottom; thus, it was possible to use the shooting method effectively in their case, even though their problem was still very sensitive to the unknown boundary condition.

Next, the equations were solved by the method of Patankar and Spalding (1967) for parabolic partial differential equations. This method involved reintroducing the time derivatives into the governing equations, finite differencing the resulting partial differential equations, then marching forward in time from an initial guess to steady state. The time marching technique chosen is second-order accurate and implicit, so that the method is unconditionally stable. In our case the non-linear equations must be linearized at each step. In practice, this linearization limits the time step that can be used to achieve convergence to a small value. If larger time steps are used, the solution may become non-physical (e.g., negative values of \( k \) and \( \epsilon \)). This method of solution proved to give satisfactory results. However, the rate of convergence towards steady state is extremely slow in some cases, and a large number of iterations (e.g., 10,000 to 20,000) are required to reach steady state. This slow rate of convergence was also found by Akai et al. (1981) who used a similar
time marching method to solve the stratified two-phase flow problem, and found that about 10000 iteration cycles were required to reach steady state.

Finally, the problem was solved using a conceptually simple finite difference method for non-linear BVPs outlined by Ascher et al. (1988). With this technique, an initial guess at the solution is updated iteratively, using Newton iteration, until convergence is achieved. This method has been found to give extremely rapid convergence to the final solution (theoretically, the convergence is quadratic). For example, given a suitable initial guess, the problem converges to the solution in only 10 to 20 iterations. The excellent convergence properties of Newton’s method do not come without a price, however. First, the method requires the specification of the Jacobian matrix which involves very complicated algebraic expressions for our particular problem. Second, the method requires a good initial guess to the solution (a known characteristic of Newton’s method). Fortunately, a good initial guess was available in our case, since we had already solved the problem using the time-marching technique. Once a solution was obtained for one test case (e.g., for a given Reynolds number), it was used as an initial guess for related test cases. Details of the application of the finite difference method with Newton iteration to our problem are presented in the following section.

3.1 Reduction of the problem to a set of first order ODEs

The BVP was reduced to a coupled set of first order ODEs for solution by the finite difference technique. This reduction has two main advantages. First, the gradients of the principal variables (i.e., $U$, $K$, and $E$) are obtained from the solution, as well as the principal variables themselves. Since the perturbation equations require mean profiles and their first and second derivatives, this means our numerical profiles only have to be differentiated numerically once, instead of twice, thus eliminating one possible source of error. Second, the reduction technique greatly facilitates the application of gradient (Neumann) boundary conditions and coupling conditions, which were used for some test cases.

By defining $\lambda_U = V/R + \bar{\nu}_T$, $\lambda_K = V/R + \bar{\nu}_T/\sigma_k$, and $\lambda_E = V/R + \bar{\nu}_T/\sigma_e$, we may write the above equations as

$$z' = f(Y, z) \quad 0 < Y < 1$$

where

$$z = \{K, \bar{E}, U, A, B\}^T$$

$$f = \{A/\lambda_K, B/\lambda_E, C/\lambda_U, -S_K, -S_E\}^T$$

and

$$S_K = \bar{\nu}_T \left( \frac{C}{\lambda_U} \right)^2 - \bar{E} - D$$
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\[ S_E = c_1 f_1 \frac{\bar{E}}{K} \tilde{\nu}_T \left( \frac{C}{\lambda_U} \right)^2 - c_2 f_2 \frac{\bar{E}^2}{K} + G \]  

\[ A = \lambda_K \frac{\partial K}{\partial Y} \]  

\[ B = \lambda_E \frac{\partial \bar{E}}{\partial Y} \]  

\[ C = \lambda_U \frac{\partial U}{\partial Y} \]  

The above equations are solved using the distribution of \( C(Y) \) found from Equation [33], along with boundary, coupling, and auxiliary conditions given by Equations [23] to [32].

### 3.2 Finite difference method

The finite difference method with Newton iteration for non-linear problems given by Ascher et al (1988) is presented below, using their notation. Consider our non-linear boundary value problem (BVP) of order \( N = 5 \) given by

\[ z' = f(Y, z) \quad 0 < Y < 1 \]  

with boundary conditions

\[ g(z(0), z(1)) = 0 \]  

For numerical approximation consider a mesh represented by

\[ \pi : 0 = Y_1 < Y_2 < ... < Y_{M+1} = \alpha = Y_{M+2} < ... < Y_{2M+2} = 1 \]  

where \( 1 \leq i \leq M + 1 \) for layer 1, and \( M + 2 \leq i \leq 2M + 2 \) for layer 2. The points \( M + 1 \) and \( M + 2 \) are the interfacial grid points in layer 1 and 2, respectively. Denote the vector of approximate solution values at the mesh points by \( z_\pi \).

A one-step scheme (i.e., a scheme in which the difference operator is based only on values related to one subinterval of the mesh at a time) is used to represent the derivative term. One-step schemes have the considerable advantage over the more conventional (at least in fluid mechanics) two-step schemes in that the order of accuracy of the finite difference method is preserved for a non-uniform grid. That is, if the one-step scheme is second order, the finite difference equations will also be second order, regardless of whether the grid spacing is uniform or not. Two of the most well known one-step methods are the midpoint scheme and the trapezoidal method, which are both second order accurate. Our BVP exhibits a mild singularity at the boundaries, since \( K = 0 \) and \( \bar{E} = 0 \) results in \( \tilde{\nu}_T \), \( D \) and, hence, \( f \) being undefined. Thus, for our problem, the midpoint scheme is particularly appropriate, since it does not actually evaluate the vector \( f \) at the grid points - only in between. Application of the midpoint scheme to the ODE yields
\[
\frac{z_{i+1} - z_i}{h_i} = f\left(Y_{i+1/2}, \frac{1}{2}(z_i + z_{i+1})\right) \tag{46}
\]

with boundary conditions given by

\[
g(z_1, z_{2M+2}) = 0 \tag{47}
\]

where \(Y_{i+1/2} = Y_{i+1} - Y_i\). Since there is a discontinuity in the fluid properties at the interface, the finite difference equation above does not hold for the grid point \(i = M + 1\). Instead, analytical relationships (i.e., the coupling conditions) relate the interfacial variables in layer 1 to those in layer 2.

Equations [46] and [47], along with the interfacial coupling conditions, represent a system of \(N(2M + 2)\) non-linear equations for the \(N(2M + 2)\) unknowns, \(z_m\). Newton's method is used to solve the non-linear system. Application of Newton's iteration method to the above non-linear problem results in (see Ascher et al. (1988))

\[
\frac{w_{i+1} - w_i}{h_i} - \frac{1}{2} \left[ A(Y_{i+1/2}) w_{i+1} + A(Y_{i+1/2}) w_i \right] = -N z^m
\]

where

\[
N z^m = \frac{z_{i+1} - z_i}{h_i} - f\left(Y_{i+1/2}, \frac{1}{2}(z_i + z_{i+1})\right) \tag{49}
\]

\[
A(Y_{i+1/2}) = \frac{\partial f}{\partial z} \left(Y_{i+1/2}, \frac{1}{2}(z_i + z_{i+1})\right) \tag{50}
\]

Here \(z^m\) is the known solution after \(m\) iterations (\(z^0\) is the initial guess). The boundary conditions at the lower and upper walls may be written as

\[
B_a w_1 + B_b w_{2M+2} = -g(z^m_1, z^m_{2M+2}) \tag{51}
\]

where

\[
B_a = \frac{\partial g(z^m_1, z^m_{2M+2})}{\partial z^m_1} \tag{52}
\]

and

\[
B_b = \frac{\partial g(z^m_1, z^m_{2M+2})}{\partial z^m_{2M+2}} \tag{53}
\]

The next iterate is determined by

\[
y^{m+1}_i = y^m_i + w_i \tag{54}
\]

The linear system represented by Equation [48] may be written as

\[
S_i w_i + R_i w_{i+1} = q_i \tag{55}
\]

where \(S_i\) and \(R_i\) are the \(N \times N\) matrices

\[
S_i = -h_i^{-1} I - \frac{1}{2} A(Y_{i+1/2}) \tag{56}
\]
\[ R_i = h_i^{-1} I - \frac{1}{2} A(Y_{i+1/2}) , \]  
\[ (57) \]
and \( q_i \) is the right hand side vector formed from the currently available solution vector \( z_i^n \) given by
\[ q_i = -N z_i^n . \]  
\[ (58) \]
For our problem the boundary conditions at the upper and lower walls are separated. Suppose there are \( n_u \) boundary conditions at the upper boundary. Then, there must be \( n_l = N - n_u \) boundary conditions at the lower boundary (for our problem \( n_u = 2 \) and \( n_l = 3 \)). By selecting the appropriate rows from the matrices \( B_a \) and \( B_b \) the boundary conditions may be expressed as
\[ B_l w_1 = -g_l (z_1^n) \]  
\[ (59) \]
and
\[ B_u w_{2M+2} = -g_u (z_{2M+2}^n) \]  
\[ (60) \]
where \( B_u \) is an \( n_u \times N \) matrix, \( B_l \) is an \( n_l \times N \) matrix, \( g_u \) is a vector of length \( n_u \), and \( g_l \) is a vector of length \( n_l \). Finally, the coupling conditions at the interface may be written as
\[ S_\alpha w_{M+1} + R_\alpha w_{M+2} = q_\alpha \]  
\[ (61) \]
The detailed matrix structure of the linear system is shown below:

\[
\begin{pmatrix}
    B_l & S_1 & R_1 \\
    S_2 & R_2 & \\
    & S_\alpha & R_\alpha \\
    S_{2M+1} & R_{2M+1} & B_u
\end{pmatrix}
\begin{pmatrix}
    w_1 \\
    w_2 \\
    \vdots \\
    w_{M+1} \\
    w_{2M+1} \\
    w_{2M+2}
\end{pmatrix}
= \begin{pmatrix}
    -g_l \\
    q_1 \\
    \vdots \\
    q_\alpha \\
    q_{2M+1} \\
    -g_u
\end{pmatrix}
\]  
\[ (62) \]
For compactness, this equation is expressed as
\[ \hat{A} w_\alpha = \hat{\beta} \]  
\[ (63) \]

### 3.3 Solution algorithm

At each iteration step, Equation \[63\] above must be solved to obtain the vector \( w_\alpha \). One method of solving the large staircase matrix, \( \hat{A} \), is to consider it as banded, with a lower bandwidth of \( N + n_l - 1 \), and an upper bandwidth of \( N + n_u - 1 \).
Gaussian elimination requires an increase in the upper bandwidth to \(2N - 1\), and so storing the matrix requires an array of size \(N(2M + 2) \times (3N + n_l - 1)\). This means that the storage requirements, as well as the computational effort required to solve the matrix are optimally linear in the number of grid points, \(2M + 2\). Although there are more efficient methods available to solve this staircase matrix (Ascher et al., 1988, Chapter 7), the banded method was chosen since routines to solve banded matrices are readily available in standard subroutine libraries. For our problem, the routines DGBFA and DGBSL from the LINPACK subroutine library were used to factor and solve the banded matrix at each step in the solution procedure.

Given a Reynolds number, \(R\), and two trial pressure gradients, \(\frac{\partial P}{\partial x_1}\) and \(\frac{\partial P}{\partial x_2}\), the solution to the boundary value problem may be found using the following algorithm (Ascher et al., 1988, Chapter 5).

1. Generate a mesh, \(\pi\), and an initial guess, \(z^0\). Decide on a solution tolerance, \(TOL\).

REPEAT
2. Generate \(B_u, B_l, g_u\), and \(g_l\).
3. FOR \(i = 1, \ldots, 2M + 1\) DO
   IF \(i = \alpha\) THEN
   Generate \(S_\alpha, R_\alpha\), and \(q_\alpha\)
   ELSE
   Generate \(S_i, R_i\), and \(q_i\)
   4. Solve \(\hat{A}w_\star = \hat{\beta}\) for \(w_\star\).
   5. FOR \(i = 1, \ldots, 2M + 1\) DO
      \[y_{i+1}^{m+1} = y_i^m + w_i\]
      UNTIL \(|w_\star| \leq TOL\).

For our problem the solution tolerance was set to \(10^{-6}\) or less. This value is somewhat conservative as the changes in the solution were negligible for values of \(|w_\star|\) less than about \(10^{-3}\). However, only one or two iterations were required to reduce the value of \(|w_\star|\) from \(10^{-3}\) to \(10^{-6}\), since the convergence of the method is approximately quadratic.

The most difficult part of the solution procedure for our problem is the determination of the Jacobian matrix, \(A\), defined by Equation [50], since some components of \(f\) involve the solution variables \(z\) in a very complicated manner. The derivative terms which comprise the \(5 \times 5\) matrix \(A\) were evaluated using the symbolic manipulation program Mathematica\(^TM\), which greatly simplified the process. The resulting algebraic derivative expressions were output from Mathematica\(^TM\) in FORTRAN form and incorporated directly into a subroutine so that translation errors were avoided.

For the boundary conditions presented in Section 2.2 the boundary condition vector, \(g\), may be written as

\[
g = \{K(0), K(1), \tilde{E}(0), \tilde{E}(1), U(0)\}^T
\]  

(64)
and the solution vectors at the boundaries are
\[ z_1 = \{ K(0), \tilde{E}(0), U(0), A(0), B(0) \}^T \]  
(65)
\[ z_{2M+2} = \{ K(1), \tilde{E}(1), U(1), A(1), B(1) \}^T \]  
(66)
Thus, the boundary condition matrices are given by
\[ B_a = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{pmatrix} \]  
(67)
and
\[ B_b = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]  
(68)
from which the matrices \( B_l \) and \( Bu \), and the vectors \( g_l \) and \( g_u \), are readily apparent.

The solution obtained using the above algorithm will not, in general, satisfy the auxiliary conditions given by Equations [23] and [31]. Thus, the pressure gradients are adjusted, and the problem re-solved until the two auxiliary conditions are satisfied. The adjustment of the pressure gradients to meet the auxiliary conditions is analogous to finding the roots of two non-linear equations. This process is formalized as follows. Define the following:
\[ \frac{\partial P}{\partial X_1} = x_1 \]  
(69)
\[ \frac{\partial P}{\partial X_2} = x_2 \]  
(70)
\[ f_1(x_1, x_2) = \int_0^\alpha U(Y)dY \]  
(71)
and
\[ f_2(x_1, x_2) = U(1) \]  
(72)
The problem is to determine \((x_1, x_2)\) such that \( f_1 \) and \( f_2 \) are zero. The functions \( f_1 \) and \( f_2 \) may be expanded in a Taylor series as
\[ f_i(x + \delta x) = f_i(x) + \sum_{j=1}^{2} \frac{\partial f_i}{\partial x_j} \delta x_j \]  
(73)
Since we want \( f_i(x + \delta x) = 0 \), then we may write
\[ \sum_{j=1}^{2} \alpha_{ij} \delta x_j = \beta_i \]  
(74)
where
\[ \alpha_{ij} = \frac{\partial f_i}{\partial x_j}, \quad \text{and} \quad \beta_i = -f_i \]  

(75)

The solution algorithm for finding \( f_1 \) and \( f_2 \) is as follows. Given an initial guess for \((x_1, x_2)\), the BVP is solved to yield \( f_1 \) and \( f_2 \). Then, the initial guesses are each perturbed by a small amount, and the problem re-solved to yield the functions \((f_1 + \delta f_1, f_2 + \delta f_2)\) corresponding to \((x_1 + \delta x_1, x_2)\) and \((f_1 + \delta f_1^*, f_2 + \delta f_2^*)\) corresponding to \((x_1, x_2 + \delta x_2)\). The Jacobian terms are estimated as follows:

\[ \alpha_{11} = \frac{\partial f_1}{\partial x_1} \approx \frac{\delta f_1}{\delta x_1} \]  

(76)

\[ \alpha_{12} = \frac{\partial f_1}{\partial x_2} \approx \frac{\delta f_1}{\delta x_2} \]  

(77)

\[ \alpha_{21} = \frac{\partial f_2}{\partial x_1} \approx \frac{\delta f_2}{\delta x_1} \]  

(78)

\[ \alpha_{22} = \frac{\partial f_2}{\partial x_2} \approx \frac{\delta f_2}{\delta x_2} \]  

(79)

The correction to be applied to the pressure gradients may be determined by solving the linear system given by Equation [74] for the vector \((\delta x_1, \delta x_2)\). The process is repeated until \( f_1 \) and \( f_2 \) are sufficiently close to zero. For our problem, the adjustment of the pressure gradients to satisfy the auxiliary conditions usually only required about 1 or 2 cycles to reduce the absolute errors in \( f_1 \) and \( f_2 \) to less than \( 10^{-3} \).

4 Results

4.1 Model parameters and initial conditions

The results of the numerical model presented in the previous sections are compared to experimental results for the case of air-water flow in the Stanford Wind Water Wave Research Facility (SWWWWRF). The density and viscosity of air were taken to be 1.2 kg/m\(^3\) and \(1.5 \times 10^{-5}\) m\(^2\) s\(^{-1}\) respectively, while those for water were taken to be 1000 kg/m\(^3\) and \(1.0 \times 10^{-6}\) m\(^2\) s\(^{-1}\). These values result in the following parameters for the numerical model:

\[ \frac{\rho_1}{\rho_2} = 833.3 \]  

(80)

\[ \frac{\nu_1}{\nu_2} = 0.0667 \]  

(81)

The total channel depth, \( H \), is 1.93 m, and the water depth for the experiments was 0.965 m, so that \( \alpha = 0.5 \). During the experiments the water surface tilts slightly, causing the reverse pressure gradient in the lower layer, \( \frac{\partial P}{\partial x_1} \). However, the change
in water surface level is very small (of the order of a few mm) and so $\alpha$ was set at 0.5 for all cases. Since $\rho_1/\rho_2 \gg 1$ for air-water, the stress at the upper wall and the interface are approximately equal in the air phase. Also, the stress at the lower wall is approximately zero in the water phase. This results in initial estimates of the pressure gradients in the air and water as

$$\frac{\partial P}{\partial X_1} = \frac{1}{\alpha} = 2.0$$

and

$$\frac{\partial P}{\partial X_2} = \frac{-2}{(1 - \alpha)} = -4.0$$

These pressure gradients are adjusted during program execution using the method described in Section 3.3.

### 4.2 Comparison of model results with other studies

As discussed in the introduction, Valenzuela (1976) solved the gravity-capillary wave growth problem for a coupled shear flow. He found excellent agreement between his numerical model and experimental investigations of the growth of short waves. One of the key factors in Valenzuela's success was his use of a coupled model which took into account the effect of the shear flow in the water. He used an analytical logarithmic-linear velocity profile to represent the coupled, turbulent mean flow field. In the air the profile is given by

$$u(y) = \begin{cases} 
    u_\ast + u_\ast^a y/y_0^a & \text{for } y \leq y_1^a \\
    u_\ast + u_\ast^a + 2.5u_\ast^a (\alpha_\ast - \tanh \alpha_\ast / 2) & \text{for } y \geq y_1^a 
\end{cases}$$

and in the water the profile (in which $y$ is positive into the water) is given by

$$u(y) = \begin{cases} 
    u_\ast - u_\ast^w y/y_0^w & \text{for } y \leq y_1^w \\
    u_\ast - u_\ast^w + 2.5u_\ast^w (\alpha_w - \tanh \alpha_w / 2) & \text{for } y \geq y_1^w 
\end{cases}$$

where

$$\sinh \alpha_\ast = (y - y_1^a)/1.25y_0^a \quad \sinh \alpha_w = (y - y_1^w)/1.25y_0^w$$

$$y_0^a = \nu_\ast/u_\ast^a \quad y_0^w = \nu_w/u_\ast^w$$

In the above equations, $u_\ast$ represents the drift velocity at the interface, and superscripts "a" and "w" refer to the air and water, respectively. Valenzuela used $u_\ast/u_\ast^a = 0.8$ (i.e., $u_\ast/u_\ast^w = 23.1$), and considered two profiles specified by $y_1/y_0 = 5$ and $y_1/y_0 = 8$.

Figure 1 shows a comparison of Valenzuela's mean velocity profile in the water with the numerical model results for the case of a smooth interface and $u_\infty = 1.5$ m/s. The agreement between the numerical results and the analytical profile is excellent. The small difference between the numerical model and the analytical profile near the interface is because the model predicts $u_\ast/u_\ast^a = 0.77$ instead of 0.8 used by Valenzuela. If Valenzuela's model is corrected for the drift velocity, it turns
out that the numerical profile falls between the two cases chosen by Valenzuela, which indicates that the Valenzuela profiles were appropriate bounds to the actual profile. The agreement with Valenzuela’s profile is encouraging. In fact, one might argue that the coupled numerical model is wasted since the numerical results are so close to the assumed profile of Valenzuela. However, this is not the case. The reason is that, for gravity wave growth, turbulence effects are important (as opposed to the growth of gravity-capillary waves simulated by Valenzuela). Thus, the perturbation equations require mean profiles of turbulent kinetic energy and dissipation as input, in addition to the mean velocity profile. Analytical expressions for these profiles of mean turbulence quantities are not available, and so our numerical model for the mean flow is essential. In addition, the analytical velocity profile given by Valenzuela does not have continuous second derivatives which causes a problem in the perturbation solution.

The numerical model was applied to the coupled air-water flow in the SWWWRF, and the results compared with previously measured experimental data. All the experimental data were measured at a fetch of 13 m from the air inlet. Thus, each experiment may be characterized solely by the free stream wind speed. The measured friction velocities, channel height, and kinematic viscosity of air were used to determine the Reynolds numbers for the simulations. The roughness height, $Y_0$, was determined from experimental wind profiles using the relationship

$$Y_0 = \frac{z}{H \exp \left( u(z) \kappa / u_* \right)}$$

in which the vertical coordinate $z$ is measured from the air-water interface. The above expression follows directly from the well known logarithmic velocity profile for rough boundaries (Amorocho and DeVries, 1980).

Figure 2 shows a plot of the velocity profile in the air for a free stream wind speed of $U_\infty = 3.2$ m/s, and Figure 3 shows the corresponding velocity profile in the water. The non-zero velocity at the interface may clearly be seen. This drift velocity, $u_*$, was found to be approximately 3 percent of the wind speed in all cases. The return flow in the water caused by the reverse pressure gradient is also evident in Figure 3. Velocity profiles for other wind speeds are similar to the profiles presented.

The numerical model was used to simulate the experimental results of McIntosh et al. (1975) who measured the velocity profiles above the air-water interface in the SWWWRF using a pitot static tube. Figure 4 shows a comparison of McIntosh’s data with the numerical simulation for wind speeds of 2.3 m/s, 3.3 m/s, 5.4 m/s, 8.1 m/s, and 10.7 m/s. The agreement between the numerical model and the experimental points is excellent for the four lowest wind speeds, but the model underpredicts the roughness Reynolds number of the highest wind speeds somewhat. However, the simulation is still within the error bound of the experimental data (about ±10 percent in $u_*$), even at the highest wind speed.

Next, the model was used to simulate the experimental results of Cheung (1985, 1988) who measured the velocity profile in the water beneath the air-water interface using a Laser Doppler Anemometer. Figure 5 shows a comparison of Cheung’s data
with our model results for 7 wind speeds ranging between 1.5 m/s and 13.1 m/s. The qualitative agreement between the measured and predicted profiles is excellent, showing that the intercept of the profiles decreases with increasing wind velocity as the water surface becomes rougher. The quantitative agreement between the experimental profiles and the numerical simulation may be seen to be quite good for the three highest and the two lowest wind speeds. However, the model does not predict the 3.2 m/s or 4.7 m/s data as well. One reason for the apparent quantitative difference may be attributed to uncertainty in the experimental data. There is a large uncertainty involved in measuring the surface drift velocity which translates into a large uncertainty in the intercept of the experimental profiles in the water. For example, consider the 3.2 m/s case. Cheung quotes an uncertainty of ±10% for $u_*$ which corresponds to 8.4 mm/s. Dividing by the friction velocity, $u_*$ = 4.9 mm/s means that the intercept of the 3.2 m/s profiles may be shifted up or down by $u_+ = 1.7$. In addition to this uncertainty, there is at least a ±10% uncertainty in the friction velocity, $u_*$, and a ±2% error in the velocity measurements themselves. Thus, the combination of these errors results in a large uncertainty in $u_+$, and so the failure of the experimental profiles to quantitatively agree with the predicted profiles in all cases is not surprising.

It can be seen that the slope of the experimental data in the water deviates from the expected value of $1/\kappa$ for low values of $y_+$. This deviation is caused by the effects of wave-turbulence interaction (see Howe et al., 1982) disrupting the usual balance of production and dissipation rate that occurs in the vicinity of a solid boundary. Since our numerical model does not consider this effect, the deviation of the experimental data points from the simulation is to be expected for low values of $y_+$ (i.e., close to the interface).

Figure 6 shows profiles of turbulent kinetic energy predicted by our model in the air above the interface over a range of wind speeds. The model predicts a peak value of $k_+$ that is somewhat lower than the peak value of $k_+ = 4.5$ suggested by Patel et al. (1985). However, this is a known characteristic of the Launder-Sharma low-Reynolds-number model, and is of little consequence. The increase in turbulent kinetic energy at the interface with wind speed may be clearly identified. The profiles are similar in the water, except that the increase in turbulent kinetic energy at a given wind speed is relatively smaller, since the flow in the water is effectively smoother.

Figure 7 shows corresponding mean profiles of dissipation rate. The characteristic shape of the plot of dissipation rate for a smooth wall is evident, and the profile agrees extremely well with the measured data of Laufer (1954) for the low wind speed (i.e., smooth boundary) case. For higher wind speeds the value of dissipation rate at the interface increases quickly, then begins to decrease with increasing wind speed. Also, the peak in the dissipation rate at about $y_+ = 10$ is gradually reduced as wind speed increases. The model correctly predicts a non-zero value of $\epsilon$ at the interface, in contrast to the low turbulent Reynolds number model used by Al-Zanaidi and Hui (1984), which incorrectly yields $\epsilon = 0$ at a boundary.
5 Conclusions

A numerical model of a coupled, stratified, two-phase flow using the k-epsilon turbulence model has been presented. The model is efficiently solved numerically using a finite difference technique with Newton iteration. In the development of the model, we have attempted to use well tested methods where possible (e.g., the k-epsilon turbulence model, and the finite difference method of solution).

The numerical model has been applied to the case of the coupled air-water flow in the Stanford Wind Water Wave Research Facility. The agreement between the mean profiles computed by numerical model and experimental data is encouraging. However, the agreement between the simulations and the experimental data somewhat better in the air than in the water. This difference reflects our neglect of the effects of wave-turbulence interaction in the water. Regardless of this deficiency, the model predicts the behavior of the mean profiles quantitatively, as well as qualitatively. In addition, the method for treating the boundary conditions at the air-water interface shows a great deal of promise.

This model has been developed as part of a larger study on the growth of wind-generated waves. The mean profiles generated by the numerical model will be used as input for a linear stability model of wave growth rate. It is anticipated that the inclusion of both the shear flow in the water, and turbulent effects (via the k-epsilon turbulence model) in this model of wave growth will result in improved agreement between predictions and measurements of wave growth rates, especially for long waves.
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Figures

Figure 1: Mean velocity profile beneath interface. Comparison of numerical model and Valenzuela's (1976) profile.

Figure 2: Mean velocity profile in air for $U_\infty = 3.2$ m/s.
Figure 3: Mean velocity profile in water for $U_\infty = 3.2$ m/s

Figure 4: Mean velocity profiles in air above interface. Comparison of numerical model with experiments of McIntosh et al. (1975) data. $\circ$ - 2.3 m/s; $\Box$ - 3.3 m/s; $\bigcirc$ - 5.4 m/s; $\times$ - 8.1 m/s; $+$ - 10.7 m/s
Figure 5: Mean velocity profiles in air above interface. Comparison of numerical model with experiments of McIntosh et al. (1975) data. ○ - 1.5 m/s; □ - 2.6 m/s; ○ - 3.2 m/s; × - 4.7 m/s; + - 6.7 m/s; Δ - 9.9 m/s; • - 13.1 m/s

Figure 6: Turbulent kinetic energy profiles in air above interface.
Figure 7: Dissipation rate profiles in air above interface. • - Laufer (1954) data for a smooth wall.
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