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Theme

A large ameunt of research is-being toriducted to develop and apply Machine Inteiligence (MI) technology to aerospace
applications. Machine Intelligence research covers the technical areas under the headings of Artificial Intelligence, Expert
Systems, Knowledge Representation, Neural Networks and Machine Learning. This list is not all inclusive. It has been
suggested that this research will dramatically alter the design of aerospace electronics systems because MI technology enables
automatic or semi-automatic operation and control. Some of the application areas where Ml is being considered include sensor
cueing, data and information fusion, command/control/communications/intelligence, navigation and guidance, pilot aiding,
spacecraft and launch operations, and logistics support for aerospace electronics. For many routine jobs, it appears that MI
systems could totally displace human operators. In other situations, MI systems would provide screened and processed data as
well as recommended courses of action to human operators. Ml technology will enable electronic systems or subsystems which
adapt or correct for errors and many of the paradigms have parallel implementation or use intelligent algorithms to increase the

speed of response to nezir_rial-inp

<This symposium presents the results of efforts applying MI technology to acrospace electronics applications. The symposium

focuses on applications research and development to determine the types of MI paradigms which are best suited to the wide
variety of aerospace electronics applications.

G—0_

Theéme

Des efforts importants sont actuellement consacrés au développement et a l'application des technologies de I'intelligence
artificielle (IA) dans le domaine aérospatial. La recherche en intelligence artificielle couvre: I'intelligence artificielle, les
systemes experts, la représentation des connaissances, les réseaux neuronaux et I'apprentissage automatique.

La liste n’est point exhaustive. Pour certains, les résultats de ces recherches auront pour effet la transformation radicale de la
conception des systemes électroniques aérospatiaux puisque les technologies de I'TA permettent la commande et la controle
automatiques et semi-automatiques. Parmi les domaines d'application ou I'TA est 4 I'étude on distingue: I'alignement des
capteurs, le fusionnement des données et des informations, le commandement, le contrdle, les communications et le
renseignement, la navigation et le guidage, I'aide au pilote, les opérations des véhicules spatiaux et les techniques de lancement,
ainsi que le soutien logistique de I'électronique aérospatiale.

Ainsi, des systemes LA remplaceront totalement 'opérateur humain pour de nombreuses tiches de routine. Dans d'autres
situations encore, les systemes IA fourniront a 'opérateur humain des données sélectionnées et traitées ainsi que des
recommendations concernant les actions a prendre. Les technologies de A permettront de réaliser des systemes et des sous-
systemes électroniques qui s’adaptent aux erreurs ou qui les corrigent. Bon nombre des paradigmes peuvent étre mis en aeuvre
en paralléle et font appel a des algorithmes intelligents qui permettent d'atteindre des temps de réponse en quasi-temps réel.

Ce symposium a presenté les efforts qui ont été consacrés a I'application des technologies de I'TA aux problemes de
I'électronique aérospatiale. Ce symposium a porté sur les travaux de recherche et de développement en cours, du point de vue
des applications, afin d'identifier les paradigmes IA les mieux adaptés a I'éventail d’applications qui se présente dans le
domaine de I'électronique aérospatiale.
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TECHNICAL EVALUATION REPORT

Edward L. Gliatti
Information Processing Technology Branch
Systems Avionics Division, Avionics Directorate
Vright Laboratories
Vright-Patterson Air Force Base, Ohio, USA, 45433-6728

The overall qualim of the papers and
presentations at this symposium vas
(;.xcellent. Th:nsocat:lon, facilities,
nterpreters, arrangements vere
out‘sut’gnding. The call for rs produced a
moderate number of subnissgons, and the
papers that were accepted and presented
a cross section of activities

t ted at aerospace applications.
Machine Intelligence t logies included
within the 31 applications papers were

imarily Expert Systems, Knowledge Based

r
stems, and five Network S.
%e appiications presented coveresage:ariety

of aerospace areas, including mission
planning, navigation, commmications,
electronic war , resource management

di tics, target recognition, and piiot
aiding. All countries had broad interests
in the Machine Intelligence technologies and
the application areas presented.

Obviousﬂ a four-day conference cannot
review all the MI work being accomplished
throughout all the member nations. The
emphasis of the symposium was on MI
gglications for Aerospagetﬂm}ectmics

tems; , Bany o papers
described lied research results or
laboratory simulation status. There were
the exceptions, prhnrii{soin the diagnostic
and navigation arena. , a USA Na
program for a remotely piloted smianm
mission that contained an expert system for
route planning is to be test flown within
the next year. The limited number of real
applications presented, which are ready to
transition to operational status, is an
indication that the technology is still
immature.

I o e Lot of

um, listed complet n next
section of this report, theyfolloving can be
concluded:

Response to Theme (1). Within the near
future, MI vill probably not have a drastic
impect on the design of aerospace
sucht tlc:lBA Nnvy?w tiaim' 1
as program previously
mentioned. In the far term, no assessment
can be made until more MI programs move out
of the laboratory into flight test and pilot
commants can be revieved. Programs that
include thorough verification and validation
vill lay the groundwork for decisions on

pi

transitioning the technology to aerospace
vehicles. diagnostic efforts, such as
that presented b{ srael for ground

11 likely revolutionize the
future of sy

rting aeros operations
and some of areinpﬁz:andredy’
for the logistics Centers. The US Adaptive

Tactical Navigation program showed that MI
could provide near term aid to the pilot.
The maturity of the US ATN and the Navy RPV
pr can be attributed to the relative

1 size of these efforts and limited
complexity of the systems.

Response to Theme (2). Within the
aerospace vehicle, human operators control
will not be eliminated by the
implementation of MI in aerospace
electronics. Routine functions can be
automatically monitored, as discussed in
the US Pilot’s Associate program, where the
health of aircraft system is continuously
presented to the pilot. Also, for ground
support, the use of MI can, to some
extent, replace some human operators. An
example of this capability is presented in
the paper on Advanced Satellite
Workstation, where a simple rule based
system has provided the ility of
removing some specialists from the support
activity.

Response to Theme (3). The MI programs of
the future will provide choices gor the
pilot from which he makes decisions. Many

of the m sgﬁort this capability, most

maintenance, wi

notabix ot’s Associate, the
British TACAID, and the French Combat
Alrcraft Bnbed&ed Expert System for Real

Time Performance Assessment programs. The
papers within the Core Aviongcs session
were among those s that attest to MI
capability to provide pilot aiding in the
future. system are still quite
c011ex, are only simulated in laboratory
environments, and lack real time embedded
cielei:tronicsithatiare nee:ssary before
ementations in operational aerospace
icles can take place. Advances in MI
systems for pilot aiding will have to be
introduced gradually to win pilot’s
confidence. For ground suﬁort
operations, the use of MI will lessen the
traigir?i.n?eds for support personnel and
could eliminate many support .
The rs in the s and drnm:ﬁostics

sessions referred directly to this
capability.
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Response to Theme (4). MI will enable
electronic systems to eoﬁt some faults

and t to a changing ronment.
w@p thisamandhave

shown capability in simulations. Some
examples include The Integrated
Commmications Network Program automatically
dﬁa the coommication nodes to nintain
mission capabilities, the
mectriul Power gsta “ the
Detection/Diagnosis Program Resource
Management System Progra automatically
redistributes the power in a spacecraft
based on needs and failures occurring in the
system, and the Integrated Commmication,
lh%tion, and Identification Avionics

) agstu has detected 987 of all

hgle Line mﬁ?&aﬁﬁ 4 ts“t‘gr:
s Module. were
a.tpportim this capability of
findim However, if implemented
Pouiee is present] u-it:?b?ﬂngg"f
ts 1s t t O
on board processors and archi tectures,
Gromd fault detection and isolation
systems, vhere embedded processing systems
aren’t required, can obtain speeds required
for real time operation.
Since expert system and know

system igms were essentially the only
MI tednolo&paradig- presented at the
symposium ansver to the tion of
det the best type

?
that are suitable foravidevargzgdi?s

aerospace electronics lications camnot be
" Gertainly the setire pacatiom of
expert system systems
should be continued to be applied because of
m in thhi' o lication 1lied

s symposium.
mmlrwearch mrks presented give much Kope for

The symposium clearl ized various
important aspects ot’ ine intelligence in

aerospace electronic systems:

1. mare higlit tations for
machine intelligence in future aerospace
electronic systems in all of the areas
addressed this symposium. The use of MI
should solve current lems in activities
lm real time satellite control, correcting

providing increued pilot’s
situation m and automating ground
mort. vith regpect to diqnostics
tion can be

Other more complex systems, like in the

ilot dd:hg arena (as demonstrated in the

lot’s Aasoc:latu program), require more
improvements in the MI t logy and in
supporting technologies, such as real time
processors.

2. There are a fev areas vhere machine
intelligence is presently implemented, but
-nt activity is in the tory. Some of

present implementations are in the
follovil' aress:

a. There are operational
diagnostic programs that contain MI that
provi excellent results, dectensim

and detet-inim gaster than by other

means. An example is in the

diagnostic program for supporting aerospaee
ronics.

b. lium ifg the mvi@im:ion
area appear r operat

tation. There is a US Navy program
wmichvﬂl fly an MI system in the
near future.

Progress is being made in
m&: in the future’ due i'plmmim

require-ents for higher dedded Processor
and 2 need for an improved
verification and validation capability.

3. Real time applications require
improvements in processors, hardware,
tlmw’

4. Verification and validation methods
need to be improved so that the
technologies can be proven to work and sold
to users.

To accelerate the implementations of these
technologies for aerospace electronic
applications, the kind of interactions
begun by th:ls symposium between the AGARD
eountries need to be continued and
increased. This technol is very complex
and all countries need to build on the
achievements of one another to reduce the
development time and costs.

The title of this symposium was "Machine
Intelligence for Electronics
Systems.” A revolution in increased
complexity in airborne electronic systems
has evolved to counter the stication
of threats to the aircraft to locate
and attack targets in real time. This
c(?llexity has increased the already
heavzem oad of the modern pilots that
created for new aircraft design
that l'nve ever increas aerodynamic

?
sensor. vet;gm cap:ﬁlitias. The
tgrowth of is the desire to lover
the pilot’s burden and to increase hi
situation awvareness using
automation, systems t automatically
respond to non-essential actions, and to
lt,hi dethi- “thmpabﬂgn aidsdevelo;:
S autonomous s ’
t reduced lission effectiveness.
In add tion, wapcn systems readiness and

maintenance problems that limit
availabilit%of aviaties and therefore,
aircraft. alleviate these goblus,

smart s¥stens are needed that
ies t:q:ni tﬂ.l:el nﬁ iga
r ves or mitigate




failure through fault tolerant techni .
This has ted the current vave o
activity in Machine Intelligence (MI) to
provide these needed capabilities for the
weapon systems of the future.

The Avionics Panel develo four main
themes to consider for this symposium to
determine the maturity and uses of MI for
future aerospace electronic systems:

1. MI will dramatically alter the
design of aerospace electronics system
because MI snables automatic or
semi-automatic operation and control.

2. For many routine jobs, MI will
totally displace human operators.

3. Por other situations, MI will
provide screened or processed
recomendations for courses of actions to
human operators.

4., MI will enable electronic systems
that adapt or correct for errors, and many
of the garadigms promise to increase the
speed of res to near real time through

lel implementations or use of
ntelligent algorithms.

The jum was to concentrate on
present the results of applying MI
t lo?' to aerospace electronics
aapp].:lt:ations.he‘l‘his inc%u;i&s fo;giing wgtilch
etermining the types o paradigms
are best suited to the wide variety of
aerospace electronics applications. The
panel, in the call for rs, did not find
an overabundance of apg ication activities
(since most of the activities are within the
research arena) from wvhich to chose;
however, there was a sufficient amount of
activity to report from each member nation
that vas it wvas determined worthwhile to
take this initial look at the technology.
Another problem in assessing pagers for this
ium was in determining which S
reported truly MI activities versus
that reported work that could be considered
"clever progta-ing." This is a problem
that the MI commmity in general still has
not resolved.

For this symposium, the goals were to

accurately determine the current

state-of-the art of MI applications, to

determine the system areas where near-term

payoffs can be achieved, and to define where

ttl': ;uder nations should put emphasis in
tm.

The ium began with a keynote address
%Ml:hxlgpr 0. Bouchard, Br ier General,
tired), vho is the Director of the
Center for Artificial Intelligence
1lications, in Dayton, Ohio, USA. He set
tone for the meeting by strongly
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emphasizing that the "hype" for MI systems
is over, and that "opportunities are
ess a:f:l,r the ug:l of HI][.iin ?vion;dcs
systems, potent cations exist
in systems diagwstics,aggamig, command
and control, intelligence, flight and fire
control, and electronic wvarfare." He
stated that events of the Persian Gulf have
changed his impression of the state of
advanced technology. In Operation Desert
Storm, Artificial Intelligence has shown
it’s usefulness, and that member nation Air
Forces need to maintain the technol edfe
resently enjoyed. Fusion of all available
ta will be a critical driver for future
syslt:mi if ag—crev sitlixargolfl avaf:ms {s
to roved, as r or the complex
enviromgnts envisioﬂ. Machine
Intelligence efforts should concentrate on
meeting the following objectives: rove
training, use in unmanned flying vehicles,
automate diagnostics and replace reliance
on technical manuals, and develop systems
that are aimed not so much at ci
technology but being user friendly. His
prediction was that future systems will
routinely have MI incorporated in avionics
systems; however, these system must be
cautiously sold to the users.

He acknowl that US DOD and NASA have
invested in many lications
relevant to avionics. bi t and most

complicated program and one that was
reported in this symposium is the DARPA
sponsored, Pilot’s Associate Pr . Many
other less complex programs are included in
numerous US programs, and some are included
within the presentations here. Much of the
MI technology has advanced to the point
that it is considered a software
engineering tool.

Session I Command, Control, Commmications
and Information (CﬁI)

The papers in this session cover the
important areas of mission theater control
of forces and surveillance of enemy
actions. All the efforts are quite
complex, large, and are being evaluated in
the laboratory. Simulation results have
shown more accurate assessment of the
s;:hfaf’iﬂe:ld can be accomplished with the
o .

In Paper No. 1, the author described an

Integrated Commmications Network (ICN)

Management System (IMS) to allow

integration of C3I functions that are
tive and survivable in a dynamic

environment, to support strategic and

tactical operations. This IMS provides

t

reactive cagabili ite enemy efforts
and, in add tion,tyr&“gsu corrective

mgonsee to some internal ens
failures. The IMS system automatically
initiates surviving resources and
determines the optimal choice of end-to-end
connections by weighting several
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predetermined decision criteria. It
evaluates conflicts and mode changes to
allov for ever-changing user needs and

is

operational conditions while allovlni
reduced tor intervention. The

an intell t, system-vide manager that
automati B“x the commmication
netvorks lable for satisfying mission
requirements. The author states that to
obtain the integrated network, the resource
manager requires implementation of MI
techniques. The system vill be prototyped
in a laboratory in the fall of 1991. At
present, the system automatically gives the
optimm solution; however, there exists a
need to shorten the response time and
increase the bandwidth of the system.

Paper No. 2 described an effort to
implement an in-house testbed to provide a
simulation of an o tional environment to
validate nev decision-making command and
control (C2) decisionn aids. Most
in-laboratory validations of these aids lack
operational realism and, therefore, give
results that are difficult to substantiate.
Past attempts at a decentralized system
caused bottlenecks. This led to a modified
blackboard design that centralizes data and
gzgvides easy incorporation of new data and
ision aids as they become available. The
current system uses an Oracle relational
data base, an intelligent controller for
activat decision aids when needed, and an
object-oriented simylation to allow realism
for verification and validation. Puture
efforts will use a distributed object
environment that allows decision aids to
receive and send information. This system
allows implementation of loosely coupled
desi decision aids in a istic
si tion environment. Interoperability
and evaluation is red before this
system could be fiel in a composite
operational system.

Paper No. 3 discussed a method of groducing
more realistic route planning. Effective
route planning, to counter ts, is a
requirement for future mission
accomplishments and survivability, but
present methods do not consider ail the
elements necessary to ensure success. A
roﬁin called "Heuristic Route
8pt zation" (HERQ) uses Object Otimg::
Programming to produce route planning t
takes into account many factors that other
programs do not. These variables include
specific airframes, tactics, multiple
sorties, threat comnectivi and alert
status. The HERO 0. ts threat
information, determines and stores costs of
encount: targets, and performs an A*
search to obtain lowest cost. The program
can be modified dyn-iul1¥ as required.
The system produces a mission path plan,
that although may not be optimm,

never produces a good
lethality and cost. This tool is capable of
plamning multiple sorties responding to

mc changes vhile giving reasonable

Session IT—Space Operations

of spacecraft from a ground e
tive. Since W
y vithout a human , the use of
MI is vital for table operations

red to accwl sh the migssion. In
ition, a key objective is for MI systems
to perform the y techni ground
control function, for more accurate control
and the reduction of the need for as many
highly trained operators.

In Paper No. 4, the Advanced Satellite
Vorkstation (ASW) is investigating the
utility of rt systems in a simple rule-
based system for the attitude control of a
military satellite. Thre. goals were
established for the program: (3 Reduce the
cost of ground control, especially
manpower; (2) Reduce the number of
specialists needed; and (3) Automate
operator tasks. Satellite information was
%achered from factory exm:s and from
light data to make the 1 base for
the system. The expert system detects
problems and offers solutions and/or
automatically recalls appropriate factory
information to better erstand the
problem. Linking the system with a main
Command and Control System provided a means
to evaluate the systems performance. A
demonstration and report have been
accomplished for this low-cost program.

Paper No. 5 discussed human reasoning and
an attempt to develop a system capable of
human-like reasoning for autonomous
satellite control. At the present time,
there are 4000 individuals supporting 80
satellite systems. By the year 2000,
vill be 135 satellites. This has
as it’s intent the reduction og number
of personnel required while improving the
accuracy of control. Humans rely on many
diflf,erenl t :Measmthing techniques1 ito solwie
problems, s program is int ting
of them. The system uses a bg:kboard
arzxitecture for blending the various kinds
of reason numerous reasoning
modules. e partitioning of the
system is based on reasoning methodoloc*~s
rather than the usual knowledge categories.
The system produces a synergistic effect
through the blackboard that solves problems
not solvable by any individual es. The
addition of learning feedback allows
updates. Future extensions will add more
reasoning modules and provide a feedback
system to the modules.

Paper No. 6 described a fault detection/
diagnosis and resource management system
for spacecraft or space system electrical
power control. Ground based monitoring and




control of space vehicles has become more
demanding due to low intersect times. Thus,
a requirement for a more automated system
vas needed. The author discussed the
various costs and equipment ilities of

automation in space as to on the
ground. One particularly critical tem is
the control and monitoring of the electrical

s::.lr system (EPS). An system was

to better distribute the power
after determining faults in either the space
vehicle or the ground system. The critical
element of this system is the model based
fault module that determines emergency
responses in real time and provides input to
the model based di tic module.
system is capable of isolating failed

ts, and provides t to an
componen ; inpu

sdaptiv;.uf that keeps a file on
success tions. At the present time,
an integrated Fault/Planning system is

implemented and will be comnected to a large
space-breadboard EPS for Space Based Radar

tion. The next phase will demonstrate
the resulting radar power control system.

Session ITI-—Offensive/Defensive Systems
Electronics

The papers of this section covered a broad
of complexity and applications
in uding mission planning, automatic target
recognition, and electronic countermeasures.
Al these pro?:ans are mostly in
laboratory evaluation, nevertheless
demonstrate the power of to help solve
critical aerospace electronic application
problems.

Paper No. 7 described an effort by British
Aer » called "TACAID," to embed AT
into g:ture fighter aircraft. Earlier, work
vas reported to AGARD on the use of AI in
mission planning in a one-on-many,
air-t r, beyond-visual-range system.
Presently, they are working on the TACAID
mo to explore the use of high level
istic reasoning to produce opt
steering and firing cues for tactical
situations for single seat aircraft engaging
t ts beyond visual . Thig system
includes artificial intel _ﬁwe along with
conventional algorithas. TACAID
utilizes heuristics within an Al tool called
"MUSE" and has been implemented on a Sun
wvork station. Results show that this
knowledge representation is flexible and can
be updated easily. Future efforts dealing
vith uncertainty and real time may require
neural networks.

Paper No. 8 discussed an artificial

intell systea that

automatically S cumteneasgresf

t threeZs orming analysis o

ies e Vi i

identification of the threat. The objective

of the :y:‘tuuhil to roeo-i-n;d emmgetln;:ut:e
accommodat imperfect

mmormrl in situation assessment. The
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system uses a stored knowledge base,
selects relevant experiences, and
extrapolates them to the current situation
to produce the best recommendation for
countermeasures response. Two types of
data, signal and kinematics, form the basis
for the analysis and are used to calculate
survivability. New knowledge can easily be
adcclﬁl. }‘he Stem mal;:g use of \irarious
machine intelligence rocessing
technologies such as paraglel processing,
fuzzy sets, neural networks, and
optimization.

Paper No. 9 provided an overview of neural
processing techniques and their potential
applications in BSM fynctions such as:
traddng, deinterleaving, emitter
identification, and tactical situation
analysis. As radar parameters become
higher in fllz:guen lex in
general, a radically new method is required
to accomplish the ESM functions.
Therefore, a neural network system was
developed and evaluated. Neural networks
are useful to solve the emitter
identification problem due to increased
density and complexity of emitters both
friendyandm, and new war mode
parameters. ts were shown from a

pr using probabilistic neural networks
to discriminate targets in elevations with
multipath present. The system is very
promising; however, a few problems remain
such as growth of the neural network,
excessively long training, and no link to
history of responses. Hardware is being
developed to make implementation possible.

Paper No. 10 discussed a research activity
looking at computing optimal aircraft
trajectory in real time that increases
mimi:livabi :‘atzagnd mission “eéflectivelmsiand
nimizes exposure encountering
threats. The normal methods of
sol this problem require airborne
processors with ter than 30 MIPS
capability, which are not available at
present. An analogous g is solved
using electromagnetic f elg looking at
scaler field theory. A massively lel
neural network architecture is defined that
solves the resulting second order Sutial
differential equations while providing real
time tion. The experimental neural
network system, based on the
electromagnetic analogy, has produced good
path solutions.

Paper No. 11 presented results from using
neural netwo for automatic
classifica{‘i:l of air h::rgets in infrared
iﬁuy' system tvo modes; one
includes an tor and the other’is
automated vi neurahl,8 netvorks. 'l‘h:kfgur
layer back propegat neural netwo s
trained using real data. This network

allows good recognition speed, and
rapidly learns nev data. Mg:dme’
implementation of the vector-matrix
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multiplication classification systea is
easily accomplished. The netvork
system obtained 90X correct classification
on all types of targets or buildings,
vhatever their orientati: or gistance, on
prd tation of the neural network is
attempted at the present time.

Paper No. 12 stated that in hostile
She koy sortlng parmsetes for Radar Vaming.
sorting parameter for
Receivers due to its stability over time. A
novel interferometer that measures AGA
more ten times better than standard
tems vas described. The ADA allows
e t loealiza:li.gn agith iltnctease
performance rcraf UI!‘OI.?I threat
avoidance. g{nce the EV problem is a matter
of decisions over time, smart reasoning is
required. That rement led to the
inclusion of the "SEISME" expert system.
This tem provides threat modeling,

, ambiguity determination, and
heuristics for threat avoidance. Future
systems will include neural networks for
prefiltering. The author’s view is that
usinﬁ networks for time integration
would be difficult.

Session IV—Navigation System Electromics

lications of MI to aerospace navigation
ectronic systems is close to being

available for implementation. This was
verified in the papers of this session.
Results shown were most . The
reason for this maturity is y due to
the smaller size and the lack of complexity
of these applications.

In Paper No. 13, the author discussed the
attempt to implement a real time Knowledge
Based System for an autopilot for a generic
hig;performnce aircraft. The f::st try
using CLIPS programming language vas too
slov and therefore, unsuccessful. A new
implementation using a Portran Library for
B:ggt ?yste- Development (lexznprovided an
o of magnitude improvement speed and
satisfactory tion. Preliminary results
suggest that S system is capable of real
time pilot aiding. The efforts include a
heavy emphasis on the verification and
validation of a real time Knowledge Based
autopilot.

No. 14 reviewed the results of
ingerting Artificial Intelligence into a
navigation system designed for tactical
aircraft. Puture aircraft require h
accuracy navigation data for stand-of
vugm delivery, terrain following/terrain
avo , and night-in-veather operation.
The system was named the Adaptive

the bast source of navigation
different possible

combinations of sensor inputs.

knovledge included vas gathered by

intervieving many pilots. A
demonstration in an F-16 dome simulation
facility was successfully accomplished.
The results showed that use of an AIN
tem could reduce na tion errors, and
crews preferred the interaction
ences

rovided. The results and experi
erl.rﬁ this project indicated that such an
int :gmt systea could produce a
le benefit in real world. With
the mclmﬂigx of ?i)te lufxov and better
semorsi benefits of an system
ﬂwd L
In Paper No. 15, the author has developed
an algorithm to improve the reliability of
aircraft inertial navigation systems (INS)
using neural network software simylations
to model systematic errors in attitude
w,.;ﬁts' s neural network system, after
t ing, produces the correct attitude
output under almost all circumstances. The
int of this system is the use of a
" fe" training algorithm. WVith this
rithm, training does not increase
expo:mtial_.‘ll‘zivith the number of training
examples. s training method produces a
nearest neighbor neural network that is
"well behaved" doesn’t deviate from the
training data, and therefore, provides the
needed reliability. The simulations were
evaluated using wt data from
sampled INS data. linear and back
propagation neural networks vere used. The
the flight test data provi
two milliradians accuracy with five inputs
from heading, pitch and roll sensors.

Session V—Core Electronics

The cof this session exclusively
oV the application of MI to pilot
alding and it situation awvareness in a
single seat aircraft perfo a tactical
m:lssigni The ngA red P;l'gt's
Associate Program”, largest most
lex US MI program targeted for aircraft
:ﬁgication, was reviewed in this session.
of the efforts described in the papers
are laboratory similations that show vast
improvements for the cockpit. However,
real time operation and verification and
validation are problems that must be
resolved before serious implementation can
take place.

Paper No. 16 described the USAF’s attempt

at developing a systea to rt a
ter pilot m bility

single-seat
using a knowl decision-aiding
system called "Pilot’s Associates
Program." Two contractors, with different
flight scenarios and mission rements,
vere included. The program not
the pilot but would aid him. A

vi vas shown that the system,
demonstrated hov the 5 expert tems might
interact, and depicted the di
sosaible for pilot viewing. paper

iscussed the four phases of the program,



tting to the real time capability to be
glgmnn?n their Demonstration 4 during 1992.

Present activities are trying to get real
time performance and implementation on
multi-chip modules with co-processors. The
program had break in the following
areas: evaluationigf cglex Al
system, proven rapid prototyping as an
effective tool in tem deveiagmmt, and
the translation of LISP into .

In Paper No. 17, this British program is
focused on aid the single seat pilot by
making tactical ision aids available.
These aids are required to increase
performance and decrease workload. This
wvork addressed both the offensive and
defensive the air-to-air combat role of
modern fighter aircraft. Situation
asmine:s algorithﬁ were Slmmi along with
associated cockpit disp . S paper
outlined the work and achievements to date
and provided informed opinion ing the
fur development of Tactical Decision
Aids. It discussed difficulties with the
implementations including the nonexistence
of a small air-worthy computer system,
difficulty of obtaining a practical
solution, and for a generic problem what is
the right or optimum solution. Future work
must ress real time operation and
achieving maximum performance with minimum
workload.

Paper No. 18 also discussed the c
caused by single seat aircraft in
sophisticated environments existing or
expected. The author discussed the
develo t of a Mission mﬁnent Aid
usi that fuses many of data sources
available to the pilot to make decisions,
dfem n:gﬁng care of 'f'me—keep " ht,: he
te ng optimum t plans us t
fusion of sensors and data available.
Problems exist in understanding the pilot’s
information requirements, how to best
gtesent the data, and putting expert systems
nto conventional computers. Their next
step will be an attempt to develop a
dedicated "translation” of this expert
system into a "conventional™ real time
on a conventional processor.
Finally, he discussed the serious problem of
validatim the system.

Paper No. 19 stated that due to the
complexities of future aircraft and single
seat aircraft, advanced aids are required
for achieving mission success. This g:ggram
provides mission management aids by ng
many agssorted data inputs for an air
required doe to increased fm‘ms;:ds
requ to ter '
increasing number of cockpit systems and
displays, and increases in the mmber of
sensors. Thig system generates an optimm
flight glm In addition, the p
automatically takes care of

ing functions. Great care is taken
to understand the pilot’s information

lexities
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requirements and displays for ease of
comprehension. Finally, the system must be
validated. The current status of the
system is that there will be a simulation
run in the laboratory in the near future.
A flyable system will not be available
until the year 2000.

Paper No. 19a presented a grogram for
implementing an AI system for the control
of an Remotely Piloted Vehicle (RPV). The
targeted RPV program does not have
man-aided %r:md control and does not carry
weapons. system combines AI expert
systems with real time control to perform
route planning for ocean surveillance. The
system called "Sensor Driven Airborne
Replanner" (SDAR) uses the camera system to
determine for current azimuth and
elevation, and the focal length of the
system to determine latitude, longitude,
and size of the ship under observation.

Based on the res of the SDAR
autopilot comng:nﬁe generated for
navigation of the RPV to the best position
for the mission. A laboratory simulation
proved that the system could accomplish the
mission. Overall, the program has
developed the inference engine, rules,
sensor input requirements, smart autopilot,
and successfully integrated all component
parts.

In Paper No. 20, a Threat Management System
(THS)ivas dwcrilf)ed that addiesses the
planning phase of a penetrating bomber
mission. The prototype developed provides
in-flight situation awareness, terrain and
threat avoidance, and tactical advice.
Preflight mission glans are developed from
electronic order of battle and order
of gitle itlxggnination. The iresulcants of this
pre t s to automat y compute
0 timf‘fl t paths. The system, vhen
rborne, monitors the ac situation and
replaces the mission glan as required due
to changes in the environment, usi
knowledge about own capabilities those
of the . The threat scenario is
determined zy using the sensor data
r};e:eg;ed and t:l? gitglred knowl, limvillln
t ture, a tal map ty
be included along with tealmm‘r,'dvare

Session VI—Diagnostics

The following papers dealing with
diagnostics revealed a most mature area of
MI lication. The most successfulidu:eshe
expert system area outs t
ready well defined for
diagnosis in medicine, cataloging,
ordering, and inventory. The success
shown in these pagers using MI, therefore,
comes as no surprise.

No 21 discussed the fact that one
f of the costs of operating combat
aircraft ig due to maintenance problems.
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a two-level system (field, depot levels).
The objective is to automate the trouble
shooting and to provide non-ambiguous fault
detection. The use of AI greatly aids this
two level concept. However, the first
studies have shown that AI by itself does
not solve the problem, but must be combined
with a more global . The
procedure is to investigate the system from
an integrated maintenance concept by
checking the integrity of hardware and
softvare components of functional chains.
Intelligent machines may be used at various
stages; real time during mission and fault
detection at the intermediate shop and at
the t. An MI system is expected to be
fiel as a full-up mts by 1997.
Results to date show t MI is well suited
for diagnostics. The system combined
techniques for best results yielding a
system that detected 98X of all ts
within 60 minutes.

r No. 22 described an rt System

led " TORRES" that identifies and
isolates faults that occurred during
previous flights. This is determined during
post flight ground checkout. The present
system the Tornado nose radar system.
Vith the increased identification of faults
by this system, the time and cost of
performing maintenance has been greatly
reduced. This has been accomplished despite
the increasi:gsgmple:dty of this air t.
This system provides accurate debriefs
on the cause of failure, allowing increased
learning by the personnel in of
maintenance. There is a need to ude all
of the electronic systems on-board the
Tornado and not just the radar. The present
system runs on either a PC or a Symbolics
grocssor. A three to four times speed
mprovement is achieved when using the
Symbolics processor.

In Paper No. 23, an t system decision
ald for assisting in aircraft maintenance
vas described. system handles large
scale units under test (WT) that contain
both analog and digital electronics,
hydraulic, and cal aodules.

system identifies faulty modules,
determines the optimm test seguence, and
learns from experiences. The diagnostic and
test sequenciﬂ algorithm proves the
potential of to form equipment
troubleshooting. system is bei.nidused
operationally at the present. The o
method of do¥ng this type of maintenance was
to have numerous diagnostic charts with
step-by-step instructions that led to
mmerous possible faults. This method,
using AI, eliminates the diagnostic charts.
The system displays pictures, schematics
timing tables, and color-coded data Mm
This systes allows

y

states of ormance
quick tutm, doesn
’ various

’t require
trained persomnel, and also inc

support tools.

Paper No. 24 presented a knowledge-based
assistant for diagnosis in aircraft
maintenance. Often in the maintenance of
ti;nircraft,ht:e d ui‘g is the bgttlmeck
. achiev t inexpensive
repairs. Lessons {enmed are easily added
edge base. At the present, the
program is aimed at identifying problems in
the air-conditi system of transport
aircraft. Since air-condition
s¥ste- is dist:ibuted o\tregithetgi t and
since components are no rectly
accessible, there is no single test
procedure. The Al system identifies
problems using synthesis to determine cause
and using past experiences and
observations, hypothesizes, and toms to
recosmend solutions. Some of the elements
that cause diagnosis bottlenecks include
incomplete complaint information, r
documentation, lack of complaint history,
and lack of feedback. The KBS will sgecify
tests and various maintenance activities
that should solve the problems. So far,
the system has been idated in the
laboratory. The next stage is to build a
proto system. What has been shown is
that a maintenance aiding system can
gerfom di. is and transform results
nto specific tests. Past experiences are
identifiable and formalized within the KBS,
and within a limited sc:se, the system was
successfully demonstrated. Lack of adequate
complaint information is still a problem.

In Paper No. 25 a system was described to
isolate faults to one or more modules in an
Integrated Communication, Navigation, and
Identification Avionics (ICNIA) system.
The internal expert tem provides a more
reliable and fault-tolerant system.
g:tem uses built-in tests and analysis of
airborme configuration to isolate
faults. The author showed pictures of the
advanced development model of the system.
The software is in-flight reconfigureable
to work around faults. The system allows
detection of 98X of all faults, isolates
90X of the faults to an Line Replacable
Module, LRM, or isolates 95X of the faults
to two LRMs. The sisten uses Built-in-Test
as the data collection mechanism for the
expert system. The gayoff is increased
operational availability and improved
supportability.

r No. 26 dealt with the use of MI for
software supportability. Advanced avionics
systems execute vast amounts of Ada
softvare on multiple parallel computers.
Avionics software support occurs after the
softvare is fielded at the Logistics
Centers. Maintenance of complex software
involves many people. The majority of the
cost to avionics softwvare systems is
attributed to the software rt area.
Correction of deficiencies the addition
of enhancements require much time for




and_ inf of information.
T realprovlen ‘15"&??..& of the "
development knovledge is not available.
system described uses MI to transfer this

Session VII—Generic Technology
The in this session cover more
areas of

applications. The specific MI techno
areas of concern are quite diverse.
papers provided a most interesting close to

the symposium.

Papertlivo. 27 detiiled thetrﬁu{.ts of a .
cognitive study looking a echniques to
improve the man-machine

e interfars for C31
systems. s study wvas requi because
most of the AI research for C3I focused on
i:p&tmts in the basic concepts of
ormation transmission and algorithms to
improve the identification process but, did
not consider the equally rtant part of
interface to the operator a graphics
display. Two decision aids have been
developed: the Tactical t Mission
Planner (TEMPLAR) and the identification of
Command and Control Operations Nodes (ICON).
The TEMPLAR system is an expert system using
frame-based reasoning. The ICON system is a
lackboard The techniques

and advertising commmity. The study

'ge required data were
available and that processing power of the
future vill handle these future demands.
The cal representations apply to the
tact C31 domain and include mission
scheduling enhancements to animate a
situation assessment map over time. These
presentations are understood at a glance and
give the ogerator a better understanding of
the situation. The system proved to be very
user friendly and the cs enhanced the
effectiveness of using MI techniques.

In Paper No. 28, a graphics tool titled

cal Analysis Tool" (BGAT)
vgls‘ tllescribed tluh tovide: dgl\eiufger vith a
single-step capsbility to t
bottlenecks or incorrect parameters in an
activation frame architecture. From the
Mvanced Tactical Navigation tem program
described earlier in s session, it was
found that tlmctivation ft.::rk the
architecture problems setting up
control sett and interacting betwveen the
Al and conventional systems. It vas
ext difficult to perform verification
and validation of the know. base. EGAT
wvas the tool to vith these
problems arising in the activation framework
architecture. graphics interface
displays the intersctions smong all levels

possible aerospace S{Stél
es
These

@
§
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of the various activation frame groups.

The user can cally modify parameters
to determine r effect on systea.
This graata"reduces the effort and
increases ac of manual
interpretation. Future work is expected to
translate the system intoAl}:m gua N
incorporate mllel processing, fully
develv:g the ledge base for verification
and idation.

expert system knowledge
them for use in task-oriented training.
The system has a learning module that
matches the user’s knovledge data base with
an expert’s. Another module evaluates the
user’s accomplishments. The prograa,
vritten in C, is applicable to crew
training problems. Results have confirmed
that the tools provide a practical means of
utilizing exist industrial persomnel to
construct complex, automated training
courses. Experiences gained should meet a
broad range of training needs.

In . 30, problems with reasoning
¥ith o lgte and uncertain einfomtion
or application to aerospace electronic
systems were discussed. Many of the
decisions to be made in an aerospace
vehicle suffer from not having complete
data and uncertainties within the available
data. The author stated that MI was harder
than researchers were led to believe! Some
Ropever, further progeess i Hindorad by
er, rogress is
lack of veriﬂcatgon and validation of
performance of MI implementations. For
reasoning wvith incomplete and uncertain
data, the ter-Schaefer and Bayesian
methods were described. It is tri
setting the probability limits for
uncertainties.

three years, vhich shwlmwe
presenters from this ium reporting
on their progress as well as new
presenters. A lecture series should be
conducted on MI technology and applications
to aerospace electronic g;t’en to

disseminate MI research ings more
rapidly.
This ium concluded that future MI

applications should be accelerated for
smaller and simpler aerospace electronic
systems. The relative high degree of
maturity of this type of lications
reported here attests to this conclusion.

Certainly, p! aimed tovards the most
suceeuéi um.c::im, such as navigation
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and diagnostics systems, should be
accelerated to implementation. If this is
isky e loat i, woutd 1a‘u:1 ttrl:e gmnclrewgf}k
r applicat ons
for the approval of larger sys
applications in the future. Also, in these
days of declining defense budgets, these
of siq:ler applications are more
affordable. roach should not
exclude work on the and more complex
gul at a reasonable level so that the
E benefits of this HI technology can be
realized in the future

One of theelfmdalmtal limitations dggi:gdfg;
aerospace electronics systems, as
most of the speakers at this symposium, is
the need  for real time embeddad hardware.
Befoi-e lumtatiom can takebelace,
cons e progress needs to

gn the development and

availability of airborne architectures and
rocessors that provide real time tion.
addition anot}nizr li-itatign grf; thefor
ronics tem is area
Mcatim and validation of MI
solutions., Without methods of doing
verification and dations, it is
difficult to assess the maturity and
benefits of the teclmology and the
developed systems wil% not the
acceptance necessary for major system
implementation. Therefore, it is
recommended that an increasing share of

funds for MI 1ications for aerospace
electronic sygggm be spent on the
development of real time embedded

and in the verification and validation
areas.

General Bouchard made interest
about the tance of HI pi ts tlmt
should be Ml p
devel . Inthe rocessoftryingto
:ﬁl} syﬁus, he found that most
tary pilots are not ready to accept
claims that pilots need additional aid for
flying their aircraft or achieving mission
vhiectives Pilots will not accept systems
ch remove control or make decisions
pertaining to critical flight or Iission
parameters. Future systems should be sold,
therefore, on the basis of their support to
gllot ﬁu;] little attention given to

Many MI technologies were discussed at this
msim, however, no single ag:roach has

a capability of sol
timm vay, alltg £ the p

discussed. Therefore, for lications of
the future, it is reco-end:Sp that hybrids
consisting of nim of MI technologies be
used since they offer the best solution to

many aerospace electronics system problems.
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Preliminary Remarks

Thank you for the kind introduction, and thank you to our host nation, Portugal, for the excellent conference accommodations.
Since submitting my remarks for clearance, a war has been fought and major United States Air Force reorganizations have
resulted in name changes for many of the R& D organizations represented here today.

Therefore, I am going to depart slightly from the speech written last year, which has been overcome by many events.

Moreover, I trust my former compatriots at the United States Air Force's newly named Rome Laboratory, and those at the
newly named Wright Laboratory will excuse my language if I occasionally lapse into terminology which signals out either
avionics or C’I. There is no intention of enhancing the importance of one versus the other...both are equally important
electronic system technologies ... developed in the United States Air Force by separate organizations.

Also, please excuse my use of the term Artificial Intelligence and its abbreviation Al, the term commonly used in the United
States. I will have more to say about this unfortunate wording later.

Introduction

Itis opportune that AGARD should be addressing the topic “Machine Intelligence for Aerospace Electronic Systems™ during a
time of United States defense spending cuts and economic recession. The United States defense market will, for the next few
years, best be characterized by a curtailment of major new program starts. The few new systems which survive the cuts will
include major advances in electronics integration and new technologies, such as Artificial Intelligence. The Advanced Tactical
Fighter (ATF) immediately comes to mind, wherein its avionics functional integration architecture coordinates sensor fusion,
synthesizes cockpit displays, monitors systems’ states, and provides decision aids. However new systems such as the ATF will be
the exception during the decade of the 1990s.

Upgrades of existing acrospace systems will most likely be the norm, and avionics and C*I upgrades may be the method most
employed for improving total system performance because of high operational payback. Since defense avionics technology has
often been the source of advances in commercial aircraft, and orders for commercial jet airliners are at a record high in the
United States, the requirement for innovative avionics technology should remain strong despite tight budgets. Although United
States research and development outlays will slow in the early 1990s, many companies have already stated they will increase
R&D spending in electronics, communications, and sensor technologies.

During my experience as Director for the Center for Artificial Intelligence Applications (CAIA), I have observed that the
largest percentage of successfully implemented knowledge-based systems occur in commerical applications to improve
decision making, productivity, product quality, and diagnostics. The higher risk, higher pay-off intelligent systems applications
have been the domain of the military. In fact, | have observed a propensity for the United States Defense Department toinvest its
largest percentage of Al dollars in highly visible weapon systems applications versus the acquisition management techniques
which are used to procure these same weapon systems. Nevertheless, as the Al technology for these higher risk military system
applications mature, commercial spinoffs should be plentiful. Thus, the market for intelligent electronics should remain strong,
and that is why this conference on “Machine Intelligence for Aerospace Electronic Sysiems” is timely.

This paper briefly describes one of the initiatives taken by the United States Air Force to ensure continued growth in the
application of Al to pertinent problems, many in electronics. Also discussed are likely applications for future knowledge-based
systems based on the Persian Gulf War experience.

The Center for Artificial Intefligence Applications

The Center for Artificial Intelligence Applications (CAIA) began its operations in October, 1987. The United States Air Force
at Wright Patterson AFB in Ohio, established the CAIA through a $10 Million contract. Its mission is to adapt Al technologies
for Air Force applications and to expand the Dayton, Ohio, area Al talent base through education and training. The Center is
managed and funded by the Aeronautical Systems Division, Al Technology Office, located at Wright Patterson AFB, Ohio.

The CAIA consists of a small staff and Al researchers from one commercial company and seven Ohio universities. This
consortium consists of Central State University, The University of Dayton, Case Western Reserve University, The University of
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Cincinnati, The Ohio State University, Sinclair Community College, Wright State University and Teknowledge Federal
Systems. The CAIA staff’s function is mainly administrative, although some are involved in Al training and prototyping of
expert systems in the Center’s well-equipped prototyping facility. However, the goal is to have the majority of the prototyping
and applied research accomplished by the university and commercial subcontractors at their local facilities.

The Center’s mission is to satisfy United States Air Force requirements; therefore work is focused on Al applications rather
than basic research. Five major services are provided. Application Screenings are the initial risk/value assessment of a problem
which might lend itself to an Al solution. Typically a panel of six to ten consortium members (engineers, scientists, and
knowledge engineers) interview an expert for some two to three hours to assess Al and systems engineering risks and value to
the user. Those applications which survive the initial screening are recommended for the next step, Al Application Assessments
which are similar in format to Screenings. Again, a panel of consortium members interview an expert, this time for some two or
three days to reaffirm the screening’s risk assessment and to gather sufficient information to write a prototyping or applied
research plan.

If the application lends itself to a knowledge-based technology solution, the next step in the series of services is Rapid
Prototyping of an Expert System. Depending on the complexity of the problem, this could take six to nine months. The resultis a
proof-of-concept system with which the user can decide whether to proceed 10 a fully fielded system.

If the assessment indicates high risks, but also indicates high value to the user, the Center typically will start what is termed an
Applied Research and Development (R &Dj project to reduce risks before starting a prototyping effort. All of the Center’s Neural
Network R&D falls in this category.

The last service provided by the Center is Al Training to raise the Al literacy both in the Air Force and the local civilian sector.
Short courses are tailored for various levels of the Aeronautical Systems Division 11,000 person work force. For instance, a
three-hour Al overview is taught for executives and managers, while a four-day course on fundamentals, a five-day hands on
course in expert system development, and a two-day hands on neural network workshop are attended by practicing scientists,
engineers, computer professionals and first-level supervisors.

In summary. the five services offered by the Center are Applications Screenings, Applications Assessments, Rapid Prototyping,
Applied Research & Development, and Training.

The Center's work generally falls in the following application areas of primary interest to the Air Force:

—  Manufacturing Technology
—  Data Management

— Program Management

—  Design Assistance

— Diagnostics

The first two areas, Manufacturing Technology, and Data Management, have been determined, through a survey, to be of
primary interest to the Dayton area industry. As the Center expands its services to serve the private sector, these application
areas are emphasized.

During the first six months of the Center's existence, seventy applications were screened and approximately half were
recommended for assessment or applied R&D in a prioritized order. Currently, the Center is working on fourteen projects,
several of which are avionics refated.

Examples of some of the avionics work currently being conducted are as follows:

Polynomial Neural Networks for Airborne Applications

This is an applied R& D project to determine the feasibility of using neural networks in a missile evasion scenario. Researchers
at Wright State University have determined that a polynomial neural network can out-perform, in speed and accuracy, the
conventional look-up table technique in permitting a fighter aircraft to evade hostile air to air missiles. An additional finding
associated with this work is that large look-up tables, when needed can be constructed more efficiently by using a neurai
network approach.

Awsomated Development of Test Program Sets

This is an applied R& D project to compare and merge the strengths of two different knowledge-based diagnostic systems for
avionics. The Ohio State University and Central State University are investigating the feasibility of closely integrating compiled
knowledge and deep causal knowledge based approaches to achieve a fast, accurate, robust technique for diagnosing avionics
malfunctions.

Neural Networks for Processing Inertial Navigation Unit Data

This multiple phase project conducted by the University of Dayton assessed neural network simulations for maintaining the
pointing and tracking accuracy of an optical device detection system whose performance was limited by insufficient Inertial
Navigation Unit (INU) data. Neural network simulations were evaluated using F- 16 flight test data that sampled INU outputs at
higher-than-standard rates. Results indicated that neural network simulations could predict INU data at the required rates and
accuracy. Follow-on work will address the development of neural network software simulations that adaptively smooth INU
outputs. Dr Stephen Gustafson will describe in more detail this project in his presentation.
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Other avionics related projects which are being contemplated include the design of a knowledge-based architecture for an
autonomous electrical spacecraft on-board power system, automatic target recognition using hierarchical neural system, and
neural networks in conjunction with an analytic model to form an air to air radar target identification system.

There are many other on-going and prospective projects in areas such as manufacturing, program management, and design
assistance. Each year new applications are screened and assessed to assure a continuing supply of relevant high priority

projects.

The Center has been successful in achieving its mission in that expert systems and neural networks have been applied to a
variety of Air Force applications, and the Dayton, Ohio, Al talent base has certainly been expanded. Over 400 people have
attended the many short courses offered by the Center and numerous graduate students have participated on the prototyping
and applied R&D projects.

Lessons Learned

I would like to give you my observations, call them lessons learned if you will, concerning the use of Al in aerospace electronic
systems. I would also like to postulate some lessons learned from the recent war in the Persian Gulf region where Al was used
for the first time in a combat situation.

You'll note from my background that I am an aeronautical engineer by education and a technology generalist by practice. Al is
not my expertise. I suspect one of the major reasons I was selected for my current position was to ensure the work accomplished
by our Al Center remains focused on useful Air Force applications. My people often refer to me as the Al Center's “resident
skeptic™, which gives me the feeling that I must be doing something right.

And certainly having spent over 30 years in the United States Air Force, one of which was flying combat missicons in the
Vietnam War, | have formed opinions about our recent experience in the Persian Gulf, especially as it relates to high-tech

weaponry.
Given that background, let me make a few observations about Al and its future potential in military aerospace electronics.

The senior leadership of the United States Air Force has been quoted in various publications with lessons learned from the Gulf
War. For instance, the Secretary of the United States Air Force has taken the post-war position that we must maintain our
technological edge, despite budget cuts. Pertinent to this conference’s agenda, he has signaled out special needs such as
weapons guidance in bad weather, advanced electronic warfare techniques to disrupt enemy C?, rapid and accurate bomb
damage assessments, and mobile missile detection. The allied force air component commander, Lt General Horner wants a
faster preparation for the daily air tasking order, which at the peak of the war, amounted to an average of 3,000 sorties per day.
Lt General Fornell, the Air Force Systems Command Electronics Systems Division commander states that future high priority
programs will address better fusion of data... and the presentation of that information in an easy-to-use form.

Certainly these are important future systems needs, many of which could incorporate Al technology.

Let me add a few to this list. One of the most important, non-perishable lessons from the Gulf War is the importance of excellent
training. Future conflicts more than likely will not afford us five months of force build up and in theater training, I believe there is
a need for intelligent training techniques to obviate the high operations and maintenance cost of training in aircraft. Although
today's state-of-the-art simulators are good, I agree they cannot replace flying time for effective training. These training systems
must be improved with “intelligence”, to be better alternatives to increasingly scarce flying time.

With the cutting back of aircraft and flying time, we may have to reconcile additional use of unmanned flying vehicles,
particularly in reconnaissance. There is much potential for Al in this application, principally in adaptive modification of vehicle
performance. Capabilities needed are multi-sensor fusion, automated sensor management, dynamic mission replanning, and
automatic target recognition.

In future conflicts, we cannot rely on the large deployment of civilian contractors to support our high-tech
weaponry...needlessly putting these civilians in harm’s way. Therefore, we must increasingly automate our diagnostics and
technical manuals, embedding knowledge-based systems where it makes sense. We must do the latter without creating a need to
deploy knowledge engineers to support such systems. In other words, Al systems of the future, especially deployable diagnostic
systems, must allow the user to modify or maintain the knowledge base.

And finally, iet me next address a pet peeve of mine ... system user friendliness. For those of you who have not yet read the 29
April issue of Business Week, I commend it to you. The artificial intelligence technology we are discussing at this conference,
despite increasingly successful use in commercial and military operations, still has two strikes against it. First of all, its name,
Artificial Intelligence, evokes skepticism in any potential user. I compliment you for using the term Machine Intelligence, but
you are fighting a difficult battle in trying to get the term adopted in the United States. I tried unsuccessfully to inject that same
term in the vocabulary of the Air Force Systems Command in 1983—1984. The term Artificial Intelligence is firmly embedded
in the United States commercial vocabulary. The second obstacle which must be overcome is the false expectations associated
with this technology. Of the many technologies I have worked with during my career, this one has been *hyped” the most. The
user community has been stung with high development costs and false expectations, although that is changing with respect to
expert systems. Given those obstacles, the last thing a developer would want to do is to encumber an Al system with a user
unfriendly interface. Americans are starting to rebel against the devil of user unfriendly designs. The Business Week article
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states that consumers are being made to feel like technological illiterates...and they don’t like it. Simplicity...not
complexity...is the true mark of any well designed product. My AI Center learned its lesson in this area when we prototyped an
expert system which advises engineering project managers on which of over 1500 possible data items should be requested on
research and development procurement actions. Initial user reaction was best characterized as “moderate apathy” because we
emphasized the Al portion, which amounted to less than 10% of the total programming effort. It was only after we added a
government form printing capability to this prototype that the system was enthusiastically embraced. I suspect that some of the
more successful Al systems deployed to the Persian Gulf War will prove to be heavy on user friendliness and light on Al content.

Summary and Conclusion

In summary, the United States Air Force’s Center for Al Applications in Dayton, Ohio, is applying machine intelligence to a
variety of military aerospace electronics problems, and simultaneously is expanding the Dayton Area Al talent pool, from
which Wright Patterson Air Force Base can recruit. The recent war in the Persian Gulf has highlighted many potential
applications of Al, and when lessons-learned are published on those Al systems which were deployed, I suspect system user-
friendliness will play as important a role as knowledge-based sophistication. Despite United States Defense research and
development budget cutbacks, I believe investment will remain robust for intelligent aerospace electronics systems, not only for
its potential in preserving the free world’s defense aerospace technological edge, but also for its spinoff potential in commercial
aerospace applications.

Again, thank you for your invitation to join you at this conference. I am looking forward to hearing your presentations.
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1. SUMMARY

The development of communications
networking technologies that increase
the survivability of services
provided to military users has been
an important goal in Air Force
programs over the past several years.
This enhanced survivability is a
result of work that has focused on
two areas: the development of more
robust communication equipment, and
the development of a management
system that coordinates the use of
that equipment. This paper will
discuss the role of machine
intelligence in the design of such a
network management system. Emphasis
will be placed on the intelligent

network management decision making
capabilities that are required in a
itary environment, and the design

tradenoffs which must be made in
developing a system that can optimize
the system-wide use of resources
without the need for human

A current Force researcp effort
titled "The Integrated Complunications
Network Management System®™, or IMS,
will be used as a case study for an
overview of the critical issues that
comprise this paper.

2 uisToF somas &

ICN - Integrated Communications

Network
IMS - ICN Management System

ISON - Integrated Services Digital
Network

MACHINE INTELLIGENCE FOR
SURVIVABLE COMMUNICATIONS NETWORK MANAGEMENT

y
Nick P. Kowalchuk
Rome Laboratory (AFSC)
RL/DCLD
Griffiss AFB NY 13441-5700

LAN
LOS

- Local Area Network
- Line Of Site
PBX - Private Branch Exchange

3. BACKGROUND

The military networking environment
imposes a number of constraints upon
the way in which specific machine
intelligent technologies can be
implemented. These constraints
include short response times,
processing power limitations, limited
transmission bandwidth, and the
potential loss and destruction of
assets. To better understand the
context in which machine intelligence
is applied to the design of a
survivable network management system,
it will be helpful to discuss the
communications requirements which
characterize the Air Force networking
environment.

3.1 Requirements

The Air Force is designing its future
communications systems to meet the
following six fundamental
requirements:

1) Interoperability - Primarily
through international standards

2) Integrated Services - From a
single control interface

3) Security - User and access
authentication, and secure services

4) Survivability - Intelligent
networking algorithms
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Figure 1 - THE ICN ENVIRONMENT

5) Flexibility - In defining and
providing services

6) Capacity - Load balancing of
resources

Each of the above requirements has
been identified as a deficiency of
past or present networks. Rome
Laboratory has initiated the IMS
program to develop a management
system architecture which addresses
these deficiencies. Machine
intelligence technologies have been
targeted to the survivability
requirement for the IMS.

3.2 The ICN

The combination of all the
transmission resources
(communications media, switches,
multiplexers, networks, etc.), and
all non-IMS management systems that
can be monitored and/or controlled by
the IMS shall be referred to as the
Integrated Communications Network, or
ICN. Some of the resources and
management systems within the ICN may
not be under the control of the IMS,
in which case the IMS must treat that
resource as a "black box" from which
it can request a connection. A
simple conceptual {llustration of the
ICN is provided in Figure 1. The ICN

concept includes a distributed set of
nodes that host network management
processes for the ICN. These network
management processes form the ICN
Management System, or IMS. Note that
Figure 1 reflects the distributed
nature of the IMS. Machine
intelligence technologies, in the
form of network management decision
making algorithms, form the core of
the IMS. The remainder of this paper
will discuss in detail the nature of
these technologies.

4.0 THE IMS

The performance objective of the IMS
is to provide the communications
network management functions that
optimize the use of all surviving
transmission resources on a system-
wide or "global" level, while
providing users with an increased
survivability and availability of
services during all phases of an
attack. The IMS thus provides the
reactive capabilities for a
communications system to "fight back"
against enemy attacks.

4.1 IMS Machine Intelligent
Capabilities

Machine intelligence technology in
the IMS will enable the automatic
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Figure 2 - THE IMS DOMAIN CONCEPT

operation and control of its three
major functions; service
provisioning, resource provisioning,
and service fault resolution. The
IMS employs intelligent algorithms to
implement these functions, which will
be discussed in detail in later
sections. These intelligent
management algorithms must take
courses of action to adapt the
provisioning status of the IMS
subsystems to dynamically meet the
communications needs of its users,
particularly in a hostile environment
where its resources are subject to
damage and destruction. The human
administrator/network manager is only
required for initial network
configuration, establishment of
administrative domain, and input of
the "master communications plan®,
which keeps track of subscribers and
their accounts and the administrative
status of resources in that domain.
Keep in mind the fact that the IMS is
a distributed management/control
architecture, as depicted in Figure
2. Dispersed IMS nodes must
communicate with each other and other
management entities, possibly across
multiple administrative domains, to
develop a concurrent knowledge of the
"global state” of the network.
Information fusfon is therefore a key
requirement for each of the three IMS

o1

1713 003

functions at the system level, with a
goal of making an "intelligent”
management decision that is based
upon pieces of information that are
sometimes incomplete or inaccurate.

4.1.] Service Provisioning

The IMS automates the process of
satisfying the service requests of
communications users in a three stage
service provisioning process (See
Figure 3). Two of these stages,
service mapping and service
assignment, rely upon machine
intelligence in their design and will
be discussed in more detail. The
service provisioning function of the
IMS is to optimally map all
communications service requests to
the available transmission resources.
An IMS “"scrvice" is defined in a
manner similar to the ISON method for
characterizing a service. The IMS
defines a service in terms of its
associated access, information
transfer, and general attributes (See
Table I).

4.1.1.1 Service Mapping

The first stage of service
provisioning is service mapping,
where user service requests must
first be translated into specific

91-15508
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SERVICE AVAIALBLE TO USER
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Figure 3 - THE SERVICE PROVISIONING PROCESS
Table | - IMS SERVICE DEFINITION

ACCESS ATTRIBUTES
- User Descriptors (name, password, priviledges, priority)

- Service Establishment Mode (demand, reserved, permanent)

- Symmetry (simplex, half duplex, duplex)

- Protocol (TCP/IP, TP-4, X.25, etc.)

INFORMATION TRANSFER ATTRIBUTES

- Information Transfer Rate (bit rate or throughput)

- Information Transfer Type (voice, data, video)

- Configuration (point-to-point, multipoint, broadcast)

GENERAL ATTRIBUTES

" Quality Of Service (survivability, availability, reliability)

- Performance (delay, error rate)

- Security Level (Unclassified, confidential, secret, top secret)

;
}




Table Il - RESOURCE REQUIREMENTS
e

Service ID
Source User Name

Destination User Name(s)
Priority

Type

Protocol

Status

Start Time

End Time

Survivability Requirements
(reconstitution, AJ, LPl)

Pvmmew
Maximum Delay

Security Level

Data Rate
Maximum Aliowable Error Rate

resource requirements which are
needed to support that service.

Table II illustrates the type of
information that constitutes a
resource requirement. The attributes
that characterize a service dictate
which transmission resources are
acceptable. It is the task of the
service mapping phase to insure that
there is no ambiguity of the nature
of the resources that are required to
satisfy a given request. These
resource requirements are then passed
to the service assignment phase.

5.1.1.2 Service Assignment

The next stage of service
provisioning is service assignment,
where every resource requirement has
to be matched with a suitable subset

of the resources that are actually
available at that time. The types of
resources that can be allocated are
connections, links, ports and
equipment. Connections in the ICN
are defined as end-to-end
communications pipelines. Links are
the point-to-point segments through
which connections are routed. Ports
are the access points to connections.
Equipment covers the physical
communication boxes (transmit and
receive) that are allocated to
connections, such as modems and
multiplexers.

The service assignment process must
allocate the connection(s) that are
required to satisfy a service
request. In the case where no
existing connection can satisfy a
service requirement, the service
assignment process must check
existing links to see if resources
can be combined to create a new
connection that can support that
service. This decision is based on
topology information which identifies
the 1inks and equipment that can be
used to provide a service. This
resource topology information is
provided by the resource provisioning
process, which will be discussed in
the next section.

Another application for intelligent
algorithms in the service assignment
process is when there is more than
one path in the IMS that can satisfy
a service request. In this case, a
procedure is invoked that will select
the "closest to optimal® set of
resources . This selection is based
upon the chosen performance metrics
for the IMS, from a local versus
system-wide perspective (e.g., Do we
minimize local congestion, or perform
global flow control, or something in-
between?). The choice of resources
for service assignment is therefore
determined using the relative weights
of decision criteria such as:
maximize system-wide throughput and
connectivity, minimize blocking,
winimize congestion in regional
sectors and over scarce resources at
the system level, and perform access




control on unauthorized users. Note
that there may be conflicts at the
system level which the IMS must
resolve when trying to optimize each
of the above parameters. The
mapping of specific system goals to
network metrics and the assignment of
relative weights to each metric in a
flexible and dynamic manner in
response to constantly changing user
needs and operational conditions is a
key function of the IMS. With this
capability, the IMS helps to reduce
the degree to which users and system
administrators are required to be in
the Toop to execute the allocation of
available resources to user service
requests.

4.1.2 Resource Provisioning

The resource provisioning function of
the IMS involves the determination of
the status and configuration of the
transmission assets. After the
resources are made available by the
resource provisioning process, the
service provisioning process controls
the utilization of those resources by
making decisions in response to each
service request. The assignments
made by the service provisioning
process affect resource utilization
and traffic load balance, which
demonstrates the strong
interdependency between service and
resource provisioning.

The resource provisioning process
performs two major functions, which
are the determination of resource
availability and the management of
1ink and equipment configuration to
support the establishment of 1inks
and connections for service
provisioning.

4.1.2.1 Monitor System Topology

The IMS system topology is comprised
of the collection of available IMS
resources, their current
configuration, and information
regarding their end-to-end service
availability. The system to:ology
information is supplied to the
service provisioning process to

facilitate the optimal matching of
services to resources. The topology
information can be represented by a
directed multigraph, where IMS nodes
are vertices and communication links
are edges. The following paragraph
discusses the means by which the
resource provisioning process can use
this topology information to assist
in the decision making processes
associated with topology management.

4.1,2.2 Manage Resource
Configuration

The resource connectivity and status
information gathered by system
topology algorithms is used to manage
the configuration of resources in
support of the resource provisioning
function of the IMS. The IMS thus
automates the process of
reconfiguring and reallocating
surviving assets in the cases where
existing services have failed, so
that the users are shielded from the
actions that are required to perform
this task. For an added level of
protection from potential loss of
service, the IMS also monitors cut-
set and congestion problems and
recommends possible solutions. A
cut-set represents a split in the
connectivity of a network that
creates separate islands of
connectivity among the remaining
assets.

4,1.3 Performance Analysis For Fault
Resolution

Performance analysis is an integral
function of the IMS which assists the
service and resource provisioning
processes, especially when assets are
degraded and lost in the course of
providing required services. Data
concerning 1ink and equipment
fallures {s used to perform trend
analysis and localization of fault
scenarios, and current or predicted
performance problems. These
performance problems include the
identification of cut-sets and
:o?g;s;ion areas discussed in




In executing performance analysis,
performance data and resource status
information are compared with
expected values so that service
faults can be identified. Cut-set
algorithms are run to detect current
and potential future cut-sets.
Traffic analysis algorithms are also
run, so that transmission congestion
points can be located. Finally, all
of this analysis data is used to
manipulate the service provisioning
process so that services can be
reassigned to correct or avoid the
problems that were identified.

5.0 CONCLUSION

In summary, an IMS node provides a
communication user with a survivable,
integrated control interface to the
services of various networks and
transmission resources, while
screening that user from the
idiosyncracies of accessing the
individual systems and from the
reconstitution actions that the IMS
initiates to restore failed services.
The IMS can thus be considered an
intelligent "manager of managers”,
which provides dispersed system-wide
network management decision making
capabilities to automate the
processes of service and resource
provisioning and network
reconstitution.

The role of machine intelligence
technologies in the development of
the survivable communications network
management system discussed in this
paper is centered on the need to
reduce the degree to which users and
system administrators are required to
be in the Toop to allocate available
global resources to user service
requirements, throughout all phases
of an attack.

This paper has used the IMS program
as a case study to outline some of
the potential applications for
machine intelligence in the design of
survivable network management
systems. MWork is still continuing in
the identification of areas in
network management where machine

intelligent functions can be
integrated to enhance the
survivability of the systems being
developed.
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Discussion

1. Prof. A.N. Ince, Turkey

You have addressed in your talk only the requirements that
users may have for a survivable communication network.
Can you please comment on what measures you are
considering which can benefit from machine intelligence
techniques to meet the needs of the users for reliable/
continuous/timely service?

Author:

The discussion of requirements at the beginning and end of
this presentation was made to emphasize what requirements
formed the basis of the IMS program. The incorporation of
machine intelligence techniques such as expert systems for
trend analysis and fault resolution; the use of information
fusion concepts to collect incomplete pieces of management
information and make an intelligent decision as to the
current “global” state of the network; are good examples of
how Ml is being applied to this effort. The published paper
gives a better description of applications.

2. Dr G.H. Hunt, United Kingdom

Iam interested to hear more about the security aspects of the
Network Management System. Are there different levels of
security protection in the network links and different
security levels in the message contents, and does this
complicate the network management?

Author:

The IMS handles security in two ways. First, from a user
standpoint, only authorized users are allowed to access the
IMS at the appropriate level of clearance. The IMS then
guarantees the security of that service by selecting only the
links which are capable of meeting the security requirements
of that service. Very importansdly, the IMS does not itself
handle the user data or message contents (other than
headers), but rather it communicates with the transmission
fabric (switches, multiplexers, etc.) and establishes the links
that are capable of supporting the security requirements of
that data. Internally, the Management Information Base
(MIB) contents of the IMS must be a trusted system becat 2
this is where the information regarding where the network
resources are, that can support that service.
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da SUMMARY

This paper discusses the Advanced Artificial
Intelligence Technology Testbed (AAITT) being
sponsored by Rome Laboratory. The purpose of
this testbed is to provide a powerful
environment for integrating dissimilar
software systems including expert systems,
conventional software, databases, and
simulations distributed over a network., In
addition, this testbed will provide
measurement and analysis tools for evaluating
the results of the various user-supplied
software components.)

‘ESZZIon 2 of this paper discusses the need for
operational software support systems to
cooperate with one another and for these
systems to be thoroughly tested. Section 3
covers previous attempts at getting decision
aids to work together. Section 4 discusses
the AAITT in more detall, including its goals
d high level design.

The AAITT will be based on the ABE (A Better
Environment) module-oriented system and on the
Cronus distributed computing environment.

This will allow the various components to
communicate transparently over a heterogeneous
network. Generlic database and simulation
capabilities will be provided to support the
development, integration, and testing of new
software components,

(\-’
2. PREFACE

An intelligent command and control (C2)
decision aid often begins its life in a
“sterile” laboratory environment. Each
decision aid is developed to solve a
relatively narrow problem within the overall
C2 decision-making/ management problem. To
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provide the user guidance, this aid has
sources of data and knowledge stored in local
format (s), a problem solving methodology which
uses the knowledge to reason over the data,
and usually the ability to interact with the
user. Testing may be performed by presenting
the aild with predefined scenarios and
comparing the results to some standard.
this approach may be adequate in the
laboratory setting, what happens when this
tool 1s brought into the operational realm?
That is, when it is brought into an
environment where information may be stored in
several databases and where multiple decision
alds and/or conventional programs are working
at various portions of the overall problem.
Finally, how reliable will this system be,
having been developed in isolation thousands
of miles from the battlefield? To answer some
of these questions, the Rome Laboratory has
embarked on the development of the AAITT, a
distributed environment that will support the
testing of and cooperation among multiple
decision alds. The testbed is being developed
by a team of contractors lead by General
Electric Aerospace Advanced Technology
Laboratories.

While

Before going further, several terms need to be
defined. A componeat 1s a stand-alone
software program designed to solve part of an
overall problem (see Figure 1). User-supplied
compogents (USCs) refer to those components
which the application developer supplies and
wants connected to the testbed. A module is a
component with some type of software “yrapper”
that allows it to communicate with other
modules. An AAITT application is a collection
of modules configured to work interactively to
solve an overall problem.

A

Conventional Soltware

|

|

oolicati

Figure 1.

Testbed terminology




2.1 Cooperation between Decision Alds

Many decision aids have been developed in
various military planning domains. These
include mission schedulers (e.g., KRS (1],
TEMPLAR [2), AMPS [3]), route planners (e.q.,
RPDW (4}, HERO (S]), and a variety of
databases and simulations, see Figure 2.
These systems are usually developed
independently with no plan for interacting

with other systems. However, in “real” usage
these systems will need to work together to
solve much broader planning problems and need
to access data located in remote databases.
Researchers have often emphasized the
investigation of new reasoning techniques
applied to simplistic problems over these
interoperability lssues.

Tactical Simulation
Language: C++

Oper Sys: Unix
Hardware: Sun 4

Route Planner
Language: Ads
Oper Sys:
Hardware: Vax

Tactical

Language: Oracie Database
Oper Sys: VWIS

Figure 2.

2.2_Testlng/Verification/vValidation

Software systems are usually developed by
first trying to understand the needs of the
end user and then mapping these needs to
requirements/specifications, This is the
“what the software should do” portion. The

Examples of related software applications developed on dissimilar systems

second phase is developing the system by
mapping the requirements/specifications to the
design/ implementation. This is the “how the
software will do it” portion. These mapping
processes, shown in Figure 3, are usually
informal and are thus sources of error.

System .
User d Design/
— e —— Requlremen(s/ —— B
Needs Specificat Implementation
Figure 3. Software Development Process

As systems are developed, the need exists for
them to be tested before entering into the
operational domain. This 1s necessary in
order to quantlfy and qualify the errors
i{ntroduced in the development process.
Exhaustive testing 1is impractical for software
systems with even moderate complexity.
Theoretical proof testing is likewise

difficult and must be rechecked for even minor
modifications. Still, there needs to be some
level of confidence that the software works as
advertised and as expected. This testing
includes veriflicatlion and validation, shown in
Figure 4.
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Figure 4. Software Verification and Validation

Verification is concerned with the correctness
of the algorithms or reasoning process of the
software. For example, “does a sorting
algorithm work for negative numbers?” or “does
the mission planner select the best avallable
aircraft?” A system that provides a commander
with the wrong answer could lead to disaster.
Another important part of verification is the
need for decision aids to work on large size
problems. Often, promising techniques do not
scale-up appropriately. For instance the
mission planner may work fine for planning X
missions on a given computer, but may require
too much time or actually crash the machine
when attempting to plan 2X missions. Part of
verification should be the determination of
what size problems can be handled and how
gracefully the system degqrades.

Validation is concerned with showing that the
software satisfies the needs of the user. For
example, “does the user really require the
absolute best flight path through the
threats?” or “did the user want to consider
other types of displays for the requested
information?” In support of this, there has
been more and more interest in the use of
rapid prototyping to support iterative
development. Often operational users have
only a limited understanding of their own
needs, When asked to describe their
requirements, they must rely on past systems
as points of reference. While this is a
start, it does not provide the user with an
understanding of what could be. With rapid
prototyping, a user gets to “play” with the
system early in the development process. By
actually sitting down and trying different
features, a user can begin to describe more
accurately his or her actual needs. This is
an. {terative process as the user discovers
what is really needed in a system. This then
becomes part of the validation process.

de__PREFACE

While there have been many attempts at
decision aid (and conventional software)
cooperation, the underlying models used have
often been a variation on two main cooperation
techniques. These techniques are based on
either a decentralized or centralized theory
of control and are characterized by the amount
of knowledge each decision aid has about the
other decision aids versus the degree of
central control present in the system.

The decentralized approach provides a more
efficient form of distributed processing,
however important characteristics such as
global data sharing and reconfigurability are
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not easily obtained. The centralized approach
provides for the sharing of global data
through a common data source. While this aids
in system reconfigurability and extendibility,
resulting bottlenecks can become a problem.

Architectures that can be considered
decentralized include the hardwired and
broadcast configurations while centralized
approaches include the blackboard, information
broker, and meta-level controller
architectures (6]. The following section
looks at these architectures and presents some
examples of previous work that have been done
in the cooperating expert systems domain.
Section 4 describes the software controlled
architecture (soft architecture) being used in
the Advanced Artificial Intelligence
Technology Testbed (AAITT). This approach
will allow developers to graphically define
the architecture most appropriate for their
application.

3.1 __Deceatralized Technigques

A decentralized system architecture can be
viewed as one where the information flow and
data exchange does not travel through a common
agent (or number of agents). The most popular
examples of this type of interaction include
the hardwired and broadcast architectures.

d.1.1 Hardwixed Architecturs

A "hardwired® architecture consists of a
number of decision aids cooperating through
direct calls to one another. Because of this,
each aid on the network 1is required to know a
lot about the other decision aids it will
interact with. Typically interaction among
the aids is through direct function calls
which are embedded into each aid at
development time. Since these function calls
are "hardwired®" into the aids, the
architecture is fixed and difficult to modify.
If a decision aid is not available on the
network its task will not be completed
regardless of whether another aid can handle
the job. Sharing common data can also present
problems in this type of architecture. Issues
such as storage management and updates can be
very entailed in large hardwired systems where
common information 1s needed by many of the
decision aids. Figure 5 shows an example of a
simple hardwired configuration where decision
aid 1 provides direct input to decision aid 2
and decision aid 3. These two aids then
interact in working towards a solution.

91-15509
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Decision Ald -] Decision Ald 2
Decision Aid 3
Figure 5. Hardwired Architecture

d.1.1.1 ALLIES

The MITRE ALLIES (7] project attempted to get
two existing expert systems to cooperate in
constructing a military plan (Figure 6) using
a "hardwired" approach. The system included
three components: a tactical intelligence aid,
ANALYST, which reconstructed enemy force
dispositions on a map, an Al planning system,
OPLANNER, which handled a large portion of the
command and staff responsibilities, and an
object-oriented simulation, Battlefield
Environment Model (BEM), which modeled and
simulated the OPLANNER results.

Because the OPLANNER and ANALYST were written
in the same language and ran on the same
machine it was relatively easy to-get these
systems to cooperate. Network communication
was not necessary since the two systems were
hosted on the same machine. Because
communication was established through
extensive changes to both the OPLANNER and
ANALYST software, eventually the ANALYST
became more or less a subprocess of the
OPLANNER., Communication to BEM was obtained
through simple file transfer among machines.
Overall, the above techniques did produce
efficient data sharing and a minimum of
communication, however extensive knowledge of
the other systems had to be "hardwired™ into
each system. While this guarantees a system
will have the data it requires to accomplish
its task, problems could arise when the system
becomes very complex or more decision aids
must be added to the architecture [(6].

T=

Flgure 6.

ALLIES

The COPES project {6] studied the problem of
coordinating cooperation between existing,
independently developed systems. After doing
an analysis of past research, Advanced
Decision Systems proposed a software solution
which would combine aspects of other
approaches to provide an architecture for the
integration of three existing decision aids.
Minimal changes on existing decision aids

would be required. The decision aids to be
used included the Automated C3CM Battle
Management Decision Ald (ACBMDA), the Tactical
Expert Mission Planner (TEMPLAR), and the
FORCES simulation [6].

The main concept behind the COPES design was
to provide each decision aid with its own
customized, knowledge-based "wrapper.® This
wrapper would serve as an interface to the
other decision aids and would possess
knowledge about its own inputs, outputs,
goals, and other requirements. The initial
plan was to also include knowledge about other
specific decision aids and how to cooperate
with them using these wrappers. Some meta-
level knowledge would also be used for
cooperation of decision aids that were not
customized explicitly. 1In the long term,
specific decision aid knowledge was to be
extracted from the wrappers and inserted into
a shared COPES knowledge base. The wrapper
concept underlying COPES provides z more
modular design and less modification of
existing decision aids than the "hardwired®
design of ALLIES., Still, information about
other decision aids must be coded into each
new decision aid wrapper. Since each wrapper
is "customized”, a new one must be developed
for each aid, regardless of whether it's of
the same type (e.g., planner) as a previous
aid in the system. Since each wrapper has a
lot of information about other decision aids,
it may be difficult to add or replace decision
aids. The long term design plans of using
meta-level knowledge and a COPES knowledge
base could help ease this problem. Figure 7
provides an overview of the COPES wrapper
concept.

3

Figure 7. COPES Architecture

d.l.2 _ Rroadcast Architecture

The broadcast architecture differs from the
hardwired model 1in the way data is
represented and decision ald communication
takes place. In the broadcast model all
decision aids must understand a common data
representation. The aids must distinguish
what type of information requests they can




handle since all decision aid output is
broadcast over the entire network of systems.
Any decision ald that can service a particular
request will do so in this type of
architecture. Figure 8 shows a typical
broadcast architecture where three decision
aids interact through broadcasted message
traffic.

Network

Figure 8. Broadcast Architecture

3.2 Centrallzed Techniques

A centrallzed architecture 1s based on the
concept of some type of controlling or common
agent through which all information and data
exchange takes place. Centralized techniques
include the blackboard, information broker,
and meta-level controller architectures.

3.2.1  Blackboarc Architecture

The blackboard architecture (8] is based on
the idea of a common workplace (or blackboard)
where a problem can be incrementally solved.
Each decision aid is responsible for a
specific portion of an overall problem and is
allowed access to the "blackboard® when the
appropriate partial solution (or data) is made
available by the other agents. Some sort of
controlling mechanism is needed to monitor the
blackboard and determine which decision aid
should execute next. In this type of
confiquration, decision aids do not need to
know information about the other knowledge
sources involved in the process (see Figure

] e =)
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Figure 9. Standard Blackboard Architecture

3.2.2 Ioformation Broker Architecture

The idea behind the information broker [6)
concept 1s to have various "broker" agents
responsible for specific information exchange.
Each broker is responsible for a specific type
of message request or exchange that a decision
aid may make. The decision aids interact
directly with the brokers that handle their
input and output needs and do not require
information about the other decision aids on
the network. They do however need to have
knowledge about the brokers that can handle
thelr requests. Representation translations
must also be done between the brokers and the
various decision aids. Figure 10 shows a
basic information broker configuration where
all the decision aids have message interaction
with two "brokers."

Figure 10. Information Broker

A variation on this architecture would be to
broadcast decision aid requests to all of the
brokers, having the appropriate broker handle
each message (see Figure 11). This would
replace the "hardwired® connections from
decision aid to broker, becoming somewhat
simtilar to the broadcast architecture
described in Section 3.1.2. The difference
would be the existence of a (or possible many)
centralized controllers rather than direct
contact between the decision alds.

e i e v

Figure 11. Broadcast Information Broker
Architecture

The meta-level controller architecture (Figure
12) is based on controller objects which are
responsible for message traffic among the
decision aids in the system. A controller




object (sometimes called a wrapper) 1is usually
responsible for one decision aid, but
sometimes handles several of them. This
differs from the broker paradigm in that a
controller would handle a specific type of
decision aid whereas brokers handle specific
types of information, regardless of what aid
it is generated from. The long term plans for

the COPES project described in Section 3.1.5
was to provide meta-level controllers to each
decision aid in the system. In the COPES
project these controllers (wrappers) would
each be responsible for one decision aid only
and would possess knowledge concerning
cooperation rules among each other.

— ME]

Figure 12. Meta-Level Controller Architecture

3.2.4  TAC-2: A Testbed for Integrating
Decision Alds

TAC-2 {9) was designed as a demonstration of
the concept of integrating Al-based Command
and Control decision alds. The work was based
on TAC-1 [10], an effort to develop a
framework for knowledge-based system
cooperation, and leveraged off of the lessons
learned in the ALLIES project described above.
The framework developed through the TAC-1 work
was called the Knowledge-Based Battle
Management Shell (KB-~-BATMAN shell) and was
demonstrated in the TAC-2 effort through its
use in the integration of three knowledge-
based decision aids. The inteqrated alds
included an Air Force mission planner, an
intelligence analyst, and a simulator. The
KB~BATMAN shell provided a common database and
“intelligent® message router object through
which the decision aids could repetitively
cycle througk the C2 process of intelligence
analysis, planning, and simulated execution.
The Figure 13 below shows the KB-BATMAN
architecture. All information and data
exchange is passed through a common database
{blackboard) with a router component serving
as the intelligence behind database access and
control.

Mission Insel

Planner Aid

{ 3
I Interface 1
| Router I
} i
| | CommonDetabese Simulator |

Figure 13, KB BATMAN Architecture

3.3 __ Commop Problems

In some form, the efforts described above all
contaln concepts and ideas from the different
architectures mentioned throughout Section 3.
For each project, the architecture was chosen
to provide the most efficient and economical
solution to the specific problem at hand.
While all have thelr advantages, there are
also disadvantages inherent in each design.
Problems such as extensibility, modularity,
scalability, and bottlenecks are areas where
each of these models, at some point, begins to
fail. In addition, the problems of testing
and evaluation of decision aids (discussed in
Section 2.2) are not addressed by these
architectures. The following section
describes work being done to develop a "soft
architecture® which will allow an application
to be configured and reconfigured until a
desired architecture is found. The system
will also provide metrics for evaluation of
the various aids, assisting the user in areas
such as design, analysis, and integration as
well as providing a flexible medium for
cooperation.
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4. __AAIIT

The goal of the Rome Laboratory Advanced AI
Technology Testbed is to develop a decision
ald/conventional software integration
environment which will allow the user to:

1. Easily confiqure various application
suites by providing tools to add or
remove user-supplied components, or to
modify the communication paths of the
various problem solving modules,

~N

Provide generic database and simulation
modules that can be tallored to the needs
of the current application,

Observe and trace these modules’ actlons
and interactions,

w

£
.

Select, gather, and review metrics and
statistics on run-time performance, and
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5. Raplidly change the flavor of the
interactions among the suite’s components
based upon the results of previous runs.

4.1 soft Architecture

The components of the AAITT are shown in
Figure 14. They consist of the testbed
manager (later described as the MCM
Workstation), a database, a simulator, and
various USCs. The grayed sections represent
interface software. A software controlled
architecture (soft architecture) has been
chosen for the AAITT. A soft architecture is
one that can be graphically configured and
modified by a testbed manager, while
minimizing the recoding of the interface
software by hand. An example configuration is
shown in Figure 15. To try a different
communication architecture (e.g., a blackboard
approach instead of data-flow), the user would
make the necessary changes using the graphical
interface provided by the testbed manager.

Testbed Oracle
Manager Database

Object-Oriented
Simulator

Decigion
Ad 1

T
[
Conventional
Program

Figure 1. Network View of an AAITT Application

Decision Conventional
Adt [ sohware
Decision
Aid 2
Obj Orlented | Oracie
Simulator »] Database

Figure 15. An Experimental Architecture of an AAITT Application

To support the soft architecture envisioned by
the AAITT, three major sub-systems are being
developed. These are the Distributed

Processing Substrate (DPS), the Module
Framework, and the Modeling, Control, and
Monitoring (MCM) Workstation.

M
|



The DPS will allow dissimllar software systems
(e.g., databases, simulations, expert-systems,
and conventional software) running on
heterogeneous hardware platforms (e.g., VAX,
SUN, and Symbolics) to interact with one
another. An important feature of the DPS is
that is will translate data representations
between the various hardware systems and
programming lanqguages. Several candldates
were considered by the contractor team for
providing the foundation of the testbed and
are shown in Table 1. The criteria for
selection was:

1. Runs on Sun 3/4 and Symbolics 36xx.

2. Runs on Vaxs running VMS and ULTRIX.

3. Runs with applications written in
C/C++ and Common Lisp.

4. Runs with applications written in
Ada.

5. Provides interface specification and
stub code generators.

6. Provides application building tools.
7. Stable, mature product.

The resulting evaluation of each candidate is
shown in Table 2. Based upon this analysis,
the Cronus distributed computing environment
[11) was selected. Cronus provides
heterogeneous host support for distributed
application development. It gives the user an
object-oriented view of resources on a
network. In addition to this object-oriented
view provided by Cronus, the DPS will use ABE
(12], providing a module-oriented programming
capability. This will allow the structuring
of a distributed testbed application at a
higher level than Cronus. The ABE environment
supports modules which are independent
entities that communicate data and control
among themselves through very well-defined
interfaces. The goal 1s to use the higher-
level, computational and architectural model
provided by ABE with the lower-level,
distributed system environment support
provided by Cronus.

Table 1. Candidate Testbed Message Passing Environments

Product Developer
Alpha Camegie Mellon Univ.
Cronus BBN Corp.

I1SIS/Meta Cornell University
Mach Camegie Mellon Univ.
MetaCourier Symbiotics, inc.

Star O/S ADS Com.

N3

Table 2. Candidate Environment Evaluation

Product suna | G m s |1 s cizc ‘E"&
WS &S iding Stability
Symbokcs | yuix | usp | ™e8%® | Generators Tools
Alpha None Poor
Cronus YES YES YES | future YES Excellent | Excellent
ISIS/Meta Good Excelient
Mach YES YES Good Excellent
MetaCourier YES * YES YES Good Fair
Star O/S YES YEs None Excellent
*unknown [13]
4.1.2 Module Framgwork Module Framework will facilitate the creation

The Module Framework will allow the user to
easily embed a new component in the AAITT.
This framework is used to create Component
Interface Managers (CIMs). A CIM is a wrapper
that provides the interface between the
distributed testbed and each component. The

of tha CIM by guiding the user through the
creation process and by providing a library of
generic CIMs. The CIM is very similar to the
wrapper concept used in COPES. One difference
is that the AAITT provides a semi-automated
generator for easily creating and modifying
CIMs, whereas the COPES wrappers are coded by




hand. Another difference is that CIMs allow
the testbed to control module loading,
initialization, resetting, etc.

There are several types of communication that
wlll occur at a given CIM. These types
include simple reception and transmission of
data, and may include more complicated
transmissions which then wait for a response.
When transmitting, the CIM must know which
module to send the message to. The name of
the destination module will be set when the
user completes the modeling phase at the MCM
Workstation, The recipient can easily be
changed by making the appropriate changes at
the workstation. (Note: the actual location
on the network of the receiving module will be
maintained, transparently to the user, by the
DPS.) CIM to CIM message types 1nclude ASCII
text, integer, real, and database query
response.

4.1.3  Modeling, Control, and Monitoring
Horkstation

The MCM workstation will provide a central
user console for building and configuring
applications, and for the display and analysis
of performance metrics gathered duxing
application runs. The modeling functions will
allow a user to specify graphically how the
modules are to interact with one another
during execution. This will define the
architecture of the application. The control
functions will allow the user to load,
initialize, execute, and reset the components
distributed over the testbed’s network. Break
point capabilities will aid in the debugging
process. The monitoring functions will allow
the user to specify measurements, monitors,
and instrumentation. Measurements refer to
the quantifiable features that help the user
understand system performance. Monitors are
the procedures through which measurements are
captured. Instrumentation allows the user to
process the resulting measurements and present
them in an appropriate manner. The monlitoring
capabilities of the MCM Workstation will be
very important in testing out the USCs and set
the AAITT apart from testbeds that simply try
to connect existing systems.

4.2 _Testing

As stated 1in Sectlon 2.2, it 1is important to
understand the strengths and weaknesses of the
USCs before providing them to operational
units. These weaknesses may include actual
errors, problem size limitations, excessive
run times, incompatibilities, and so on. The
AAITT will have features to address both the
verification and validation problems addressed
in Section 2.2

4.2,.1  Vexification - Is the software doing
the igb right?

The end users must have some confidence that
the USCs will work as advertised, To verify
the results of the USCs, the AAITT will
provide metrics for evaluation and heuristics,

4.2.1.1  Merrica

Metrics will be provided by the MCM
Workstation as discuissed in Section 4.1.3.
Timing and memory limitations will be
addressed by these metrics, 1In addition,

bottlenecks will be identified, possibly
indicating that a new application architecture
should be selected or that faster
computers/networks should be used. Higher
level metrics will also be addressed, for
instance the number of mission routes planned
per minute, or the speed at which the
simulation simulates one hour of time.

4.2,1.2  Evaluating a selution heuristically

The quality of a solution cannot be determined
by the speed of the inference engine or the
number of querles handled by the database per
minute. Quality can sometimes be assessed by
using some type of heuristic. To support
this, the AAITT will need some type of generic
heuristic evaluation module that can be
tailored to evaluate a given class of USCs.
For instance, a route planner heuristic
evaluation module may take the planned routes
and determine for each route if the specified
ailrcraft can £ly at the chosen altitudes, if
the aircraft has enough range, given the
available on-board fuel, and whether the legs
of the route are too short (difficult to
follow) or too long (vulnerable to enemy
attack). This evaluation module could be used
regardless of which specific route planner was
being tested.

4.2.2 Vvalidation - Is the software doing the
right Jjob?

The end users need to make sure the USCs
really address thelr particular probliems. To
validate whether or not the USCs are meeting
thelr needs, the testbed will provide rapid
prototyping facilities and the benefit of
graphical simulations.

4.2.2.1 Prototyping epvironment

The testbed will allow component developers
the ability to quickly demonstrate thelr
systems in a realistic environment. By
providing both database and simulation
capabilities, developers can concentrate on
software algorithms and user interface issues,
instead of developing sets of problems and
ways to evaluate results. This will mean that
USC users can be brought in earlier in the
development process, allowing them to direct
or redirect the developers before design
decisions are made. This process will help
developers better understand the users’ needs,
not just the users’ stated requirements.

4.2.2.2 Graphical simulation

The simulation component will provide a
simulation language and various tools for
developing graphical simulations. This will
allow users to monitor the execution of plans
developed by the USCs. The simulation
language is designed to be interactive so that
user developed simulations can be stopped,
queried, modified, and continued at any point.
This type of interactive simulation should
help in determining whether the USC developer
has really addressed the user’s needs,

4.3 Components

The AAITT will have generic components to
facilitate the development and testing of
USCs. These generic components have been usea
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to create demonstration components to plan
missions in the tactical air combat domain.

4.3.1 _ _Generic Components

Conventional and “expert” software work by
understanding the problem at hand,
automatically or seml-automatically attempting
to solve the problem, and then posting the
results (usuvally to a screen or file).
Databases and simulations can provide a
supporting environment for evaluating these
types of software systems. A database can be
used to present the USCs with specific problem
scenarios. Once the USCs finish processing,
the results of the components can be stored in
the database for later evaluation. Heuristics
can be helpful in evaluating the quality of a
result, for instance the routes chosen by a
route planner could be evaluated on the
percentage of time that alliled aircraft are
exposed to enemy air defenses, If a heuristic
is not available, a simulation could be
helpful, allowing a human evaluator to see the
results of following the recommendations of a
particular USC. Generic components will be
provided to develop these types of databases
and simulations.

4.3.1.1 Database

The testbed will have a generic database for
storing and retrieving information needed by
the USCs. Results of the USCs can be stored
in the database for later evaluation. The
Oracle relational database has been chosen as
the testbed’s database shell, Using the DPS,
the database will appear as a module in the
testbed that can respond to structured query
language (SQL) statements. As additional
databases are created, they can then be used
by other USCs.

4.3.1.2 Simulation

The testbed will have a generic simulation
capability to show the consequences of
following the results of the other modules.
The ERIC object-oriented simulation language
has been chosen as the testbed’s simulation
language [14). ERIC is based on the Common
Lisp Object System (CLOS) and allows the
simulation developer to develop a hierarchy of
object classes with associated behaviors and
attributes. ERIC allows objects to be created
dynamically and for the simulation to be
halted, modified, and continued without
recompiling. The message parser provided by
ERIC allows for expressive message passing.
Results from the simulation can be posted to
the database or sent on to USCs.

4.3.2 Demonstration Compopnents

Demonstration components will be used during
the AAITT demonstrations to show the
feasibility of the testbed.

4.3.2.1 _ TAC-DR

The Tactical Database (TAC-DB) provides a
realistic, though unclassified, laydown of
tactical units and equipment in the central
European theater {15). This database was
developed by Knowledge Systems Corporation
(KSC) in 1989 and reflects the NATO and Warsaw
Pact capabilities at that time. In addition
to identifying where units are located, the

database contains information on individual
weapon systems. As new USCs are added to the
testbed with new requirements for domain
information, TAC-DB will be extended to
provide the necessary support.

TAC-DB provides the “blue-view” of the world
for the USCs. This means that information in
the database is only as accurate as blue
intelligence is. This makes sense since USCs
should not be able to access more information
than the blue side knows. (Note: there may be
some “red-view” information stored in the
database used only by the simulator to create
red units, etc., that are currently unknown to
the blue side.)

4.3.2.2 LACE

The Land Air Combat in ERIC (LACE) simulation
simulates the tactical engagement of NATO and
Warsaw Pact forces in the central European
theater (16]. The simulation reads in
friendly and enemy unit information from TAC-
DB, creates these objects, and then executes
alr tasking orders (ATOs) also stored in the
database. Friendly air missions must
penetrate through enemy air defenses in order
to attack targets. As missions return, their
results are posted to TAC-DB for use by the
USCs.

LACE contains the ground truth for the
scenario. The USCs do not have direct access
to this ground truth data, only to the TAC-DB.
The USCs could, however, be used to schedule
LACE reconnaissance missions which willl post
their intelligence reports to TAC-DB upon
completion. This informatlion then becomes
available to the other modules of the testbed.

4.3,.2.3  Decision Alds

Two decision alds will be included as part of
early demonstrations. These include the Alr
Force Mission Planning System (AMPS) developed
by The MITRE Corporation and portions of the
Route Planner Development Workstation (RPDW)
developed by the Jet Propulsion Laboratory.
AMPS [3] was developed to support the planning
and replanning of ATOs. ATOs are the plans
used by NATO to conduct alr missions. AMPS
contains domain knowledge concerning aircraft
and weapon capabilities, weapon system
availability, and scheduling constraints. In
addition to planning these missions, AMPS was
developed to intelligently support replanning,
the process of fixing a plan which has
problems, without replanning the whole ATO.
The RPDW [4] was designed to facilitate the
development and evaluation of route planning
algorithms. Our route planner is one of the
algorithms provided by the RPDW. To use this
planner, the user must first develop a threat-
contour map based on the location and line of
sight of the various air defense systems. The
planner then determines a route through the
map while attempting to minimize aircraft
vulnerability. The results generated by AMPS
and the route planner will be sent to TAC-DB
and then on to the simulation. The idea is to
provide feadback to the decision aid
daevelopers concerning their systems.




5.0 _ Conclusion

C2 decision aids and conventional programs are
being developed to support operational
commanders. An environment is needed to allow
these dissimilar systems to easily work
together. In addition, realistic testing of
these components is required to make sure they
perform as expected. The AAITT is designed to
address these concerns by providing a loosely
coupled, distributed support environment,
allowing independently developed aids to
cooperate. The generic database and
simulation capabilities will allow for easy
development and evaluation of C2 decision
support systems., If the database is large
enough and the simulation can provide updates
at fast enough rates, the testbed can present
the decision aids with realistic wartime
environments. This is the kind of
interoperability and evaluation that is needed
before fielding composite operational systems.
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Discussion

1. J.Bart, United States
Explain what you meant by working the “transportation
problem?” What is your organization doing in this area?

Author:

DART, Resource planning, etc. The Rome Laboratory
Knowledge Engineering Branch (RL/COES, soon to be
RL/C3CA) is working with United States TRANSCOM to
apply Al technology to the cargo/transportation palling
problem. To address this problem we are investigating case
based, constraint-based, and fuzzy-logic reasoning, among
others. DART is an early prototype to address part of this
problem. It is a somewhat intelligent front end to a database
containing a planning scenario. Since DART uses Cronus
and an Oracle database, it should be easy to integrate into
the AAITT.

2. Charles Krueger, United States
Do system tests “prove” system compliance under all
conditions?

Author:
No. Proof must come from analysis of component parts of
system.
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1. _SUMMARY

A major shortcoming of tools and methods
currently employed for route planning is that
they do not incorporate force-level factors,
or, 1f they do, the representation is
inadequate. Many important factors necessary
for approaching the best possible route are
ignored. Heuristic Route Optimization, or
HERO, an exploratory development project of
the Advanced Concepts Branch of Rome
Laboratory, is a model for automated route
generation for force-level mission planning.
Object Oriented techniques and a dynamic
threat representation allow detailed analysis
of multiple planning variables in prodpcing
effective, survivable mission plans

2. INTRODUCTION

The threat environment is the greatest
obstacle to mission accomplishment; the
likelihood of survival 1is diminished by enemy
defenses. Threat avoldance is often
impossible due to such basic constraints as
fuel supply and range limitations. Thus,
effective mission planning, which takes into
account the threat environment through which
misslons will be directed, is essential to
mission accomplishment.

Current planning methods plan single sortie
paths that fall to incorporate much of the
complexity that affects the quality, and
therefore survivability, of the mission or
missions flown. The human planner most
likely will be unable to effectively analyze
many varlables without the ald of automated
tools. Not only is he constralned by time
and the limitations of his own knowledge,
many parameters may not even be at his
disposal for evaluation,

Automation increases the number of variables
that can be analyzed for mission planning.
Yet automated tools, including those that use
dynamic programming to minimize the sum of
the lethalities along a proposed path, do not
adequately represent the threat environment.
They are not flexible enough to do so, and
therefore are limited as well,

Object-oriented design and implementation
provides a vehicle to further enhance the
automation of mission planning functions. By
using object-oriented techniques, the
parameters essontial for optimal mission
planning, such as airframe configuration and
the threat environment, can be represented as
"objects.” The interaction of objects allows
the program to be flexible and dynamic. The
HERO program demonstrates the advantage of
using object-oriented techniques in automated
route planning.
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HEURISTIC ROUTE QPTIMIZATION
A _Model for Force Level Route Planning

Lt Janet L. Barboza
Rome Laboratory, COAA
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3. FORCE LEVEL APPROACH

Existing tools and current methods for route
planning are narrow in theilr scope, usually
planning for a single penetrator alone in a
static threat environment. 1In reality,
however, 1t 1s very unlikely that a single
penetrator will fly over sterile alrspace.
Others will have gone before, or will come
after. The threats will not always react in
exactly the same way, depending instead on
conditions at a given time. To bring the
flight of a single penetrator to the reality
of the air battle requires a deeper and more
expansive evaluation of the interaction of
penetrators and threats.

Ideally, all the parameters affecting the
route would be evaluated in mission
planning. Type and number of penetrators,
connectivity of the threat network,
availabllity of countermeasures, environment
variables, speed and altitude are just a few
of the many planning variables necessary to
employ force-level tactics and strategy to
produce a more efficlent, more effective,
overall plan, in addition to creating plans
for individual sorties. An object-oriented
approach to the representation of
penetrators, threats, and the environment
allows detailed analysis and manipulation of
such variables in order to not only produce
realistic routes, but to suggest the best
employment of tactics such as electronic
warfare and saturation.

4., THREAT ENVIRONMENT

Whether planning a single sortie or multiple
sorties, a planning tool must adequately
represent the threat. Speed, altitude,
electronic warfare, terrain, and on-board
countermeasures are factors that can be used
to lessen vulnerability to threats. An
automated tool should represent the threat
behavior, which can be tremendously complex,
according to such factors.

In representing threat behavior, the
connectivity, or dependency, of the threats
is an important issue, even if the only
connectivity is that the penetrator will have
to fly over the defended area once again
during egress. Even when planning a single
sortie, the element of surprise is removed as
soon as the first radar detects the presence
of the penetrator. When threats are
networked together, threat lethality becomes
a function of threats already encountered.
When a penetrator 1s detected by a threat,
that threat is alerted to other penetrators
that may come along. Connected threats will
also be alerted.The result 1s increased
lethality as the penetrator encounters
alerted threats.

The state of alert of the threat affects the
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lethality of a discontinuous path, where
exposure to a particular threat or threat
network is intermittent, as well. Because
the exposure is intermittent, a discontinuous
flight path may actually have a lower
lethality than continuous exposure over the
same area of lethality. The second and
successive exposures will encounter an
increased state of alert, but the threat's
readiness may have changed. For instance,
there 1s a time required to acquire and fire
at the penetrator. A continuous exposure
may glve the threat enough time to react,
while intermittent exposure may not afford
the threat the opportunity. A reallstic
representation of the threat environment,
then, should take into account the history of
penetrator exposure to the threat
environment,

2. ELAPS THREAT ENVIRONMENT

The Force Level Automated Planning System
(FLAPS) is a mission planning tool built for
use in European theaters of operation as an
aid for the generation of the Air Tasking
Order (ATO)*. Although FLAPS is not used
extensively by USAFE (United States Ailr
Forces in Europe), for which it was intended,
1t has been used in the creatlon of exercise
ATOs and is well known in both the Research
and Development and the user community. It
contains algorithms and techniques for
incorporating minimum lethality routes 1in the
construction of candidate missions, and is
one of the five declsion aids that serve as
the basis for the development of the Advanced
Planning System (APS), a Rome Laboratory
effort which will be utilized in all Tactical
Alr Force (TAF) theaters for force~level
planning.

The paths generated by the FLAPS dynamic
programming algorithm are for a single sortie
of a generlic alrcraft type exposed to the
threat environment at a constant altitude.
Threat modeling in FLAPS consists of an array
of cells, each cell containing a lethality
value. The lethality value is arrived at by
taking the negative logarithm of the
probability of survival when exposed to a
threat in a particular location, at a
constant altitude. Terrain masking, or using
the terrain in the defended area as a block
to detection by enemy radar, increases the
probability of survival, and 1s considered in
the calculation of the lethality value,
Dynamic programming is used to minimize the
sum of lethalitles along a path, but each
cell is necessarily considered to be a
separate independent event. This simplistic
representation of lethality lgnores threat
connectivity, whether it be by communication,
shared radar, etc,, and cannot take into
account the history of penetrator exposure to
the threat or threats.

While FLAPS is a force planner, its routing
algorithms are insufficlent for routing force
level assets for the creation of an overall
plan. It makes no provision for specific

* The Air Tasking Order 1is the plan for the
allocation of force resources for the next
day's plan. It translates the Joint Force
Commander’'s apportionment into sorties, by
alrcraft type, for each mission.

alrcraft characteristics, such as speed,
weaponeering, and capabllity, nor does it
account for multiple penetrators. The threat
environment is static and cannot account for
the interaction of penetrators within the

threat environment, over time.

£. HEROQ APPROACH

Automated force planning, represented
realistically, would at the very best be
difficult, if not impossible, to accomplish
using traditional programming techniques.
The use of such techniques, which do not
offer the flexibility of object-oriented
techniques, cannot easily accommodate the
level of detalled analysis of the many
variables that enter into "optimization“* of
mission planning. HERO exploits object-
oriented design, using it as a platform for
the dynamic representation of the planning
process and of the variables that affect
mission accomplishment, as well as serving as
a good technique for organizing, and
providing for extenslon to, a complex
software system.

The objective of the HERO effort was to prove
the feasibility of using object-orlented
programming techniques in automated route
generation for theater level mission
planning, utilizing heuristics where possible
to reduce the number of options that must be
evaluated. Object-oriented programming
provides the means to incorporate those
mission planrning parameters that are
impossible or impractical to include using
other techniques, factors that are
inextricably associated with flying a route
through a defended area with the best chance
of survival, It allows the creation of a
dynamic environment model within which
planning takes place.

Actual missions consist of the interaction of
real-world objects, therefore, mission
planning should be concerned with such
interactlion as well. The HERO concept
focuses on this interaction of objects.
Within the HERO scenario, penetrators
interact dynamically with threats and the
environment, including terrain, as route
options are developed. Penetrators are
specific alrcraft with partlicular
characteristics and capabilities. HERO can
plan multiple missions simultaneously, at a
specifled altitude, for single or multiple
sortie missions, taking into account the
command, control, and communication
relationship among threats, and the potential
effects of saturation and electronic warfare
capabilities in traversing enemy airspace.
The real-world objects are translated into
the "objects" of object-oriented programming.
Each high level grouping, or class, of
objects contains all the shared
characterlstics of that type of object. The
characteristics of a class in object-oriented
programming are defined as “instance
variables,® and subsets of a class are
"instances" of that class. New members are
added by creating new instances of the class

* For the purpose of this paper,
“optimization® means finding the best
possible route under the given conditions and
limitations.
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object, and each instance either uses the
default value, 1f any, for each instance
variable, or it defines its own values. The
creation of instances makes increasing the
number of subsets an easy thing to do. Each
instance can “inherit" the characteristics of
the class, and have characteristics of its
own, without a lot of additional coding. For
example, although there are many types of
penetrators, they all share the common
characteristics of an ailrplane. Each
penetrator instance that 1s created has the
characteristics of an aircraft, such as
welght, drag, and fuel consumption, but the
actual values may be different. Figure 1
shows the definition of the penetrator class.
(HERO was developed with Symbolics Flavors, a
Symbolics extension to Common Lisp, where the
top-level objects are called FLAVORS.) An F-
15E 1s an instance of a penetrator, as is an
F-16A, but each has its own unique
characteristics. This type of flexibility
and ease of coding makes it possible to
create many instances of a class, as well as
to easily add to those that already exist in
the program.
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alrcraft. This value is derived from DELPHI
data. Determination of lethality becomes
increasingly sophisticated as more variables
are factored in as a result of the
interaction of an alrcraft or group of
aircraft with the threat environment. The
routing algorithm gauges the cost of
encountering a threat based on the threat
characteristics, doctrine, and timing that is
extracted from the state transition diagrams.

The threat model assumes threats to be in a
ready state inltially. From the ready state,
the diagrams show how the threat behaves,
based on time factors. The threat system
requires a certain amount of time to perform
some function, or change its state, and these
possible transitions are represented by arcs
between the nodes that represent possible
states of the threat system. A state
transition diagram for an SA-8 battery is
shown as figure 2, The transition
information extracted from the diagrams is
used to construct the threat objects in HERO.

(defflavor penetrator
((tail-number 0)
(mission)
(mission-role)
(sirframe)
(fuel)
(weapons)
(ecm-assets)
(totel dreg 0)
(max-speed 0)
(climb-rote 0)
(service-celling 0)
(range 0)
0
sinitable-instence-variables
:writable-instance-variables)
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Figure 1. PENETRATOR FLAVOR
L. THREAT ENVIRONMENT

Enemy Command, Control, and Communications
(C3) are accounted for in the HERO threat
models. The behavior of the threats is
represented as transitions from one state to
another, in some amount of time. Data for
each threat is assembled on state transition
diagrams. The diagrams reflect the

of behavior when individual

TELS, RADAR, and Command and Control (C2)
components are considered. The
representation is simplified by forgoing
conslderation of mobile threats, assuming
such movement would not lessen the overall
threat because of overlapping threat
coverage. The effects of saturation, the
network of threats, and Electronic Counter-
Measures (ECM) are extracted from the state
transition diagrams and built into the route
planning algorithm, thereby gauging the cost
of encountering a threat.

The initial lethality value for an aircraft
over a particular threat is based on altitude
blocks and range of the threat to the

A. __INTERACTION QF QORJECTS IN THE THREAT
ENVIBRONMENT

The objects hold “knowledge®™ of their states,
stored as instance variables, The threat and
radar objects contalin information on what
state they are in and how they will be
affected as the environment changes, e.qg., a
penetrator is detected by radar. The
penetrator cbject keeps track of the changes
in weight, drag, and on-board EC (Electronic
Combat) assets. The object which is the
mission is then able to "collect™ information
on the state of the threats it passes {(i.e.
alerted by another penetrator, out of
missiles, etc.) and store the cost of
encountering the particular threat, given the
state of threat and penetrator at that
particular time. The lethality value that
the threat (object) supplies to the mission
(object) is based on the expected behavior of
the particular type of threat (e.g. SA-6),
with its particular alert history and current
state of readiness, when it is alerted to a
certain penetrator type with a specific
weapons load. The partial routes created by

91 1113 00p
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the mission object are evaluated by the A*
("A-star") search algorithm, using a best-
first search technique. The best completed
route is chosen based on lowaest heuristic
cost.,

9, _ROUTE PLANNING

The HERO planning space is modeled with a
region-tased approach. The airspace is
represented geometrically. The airspace is
divided into AGL (Above Ground Level) planes,
defined as the airspace a fixed distance
above the ground projected onto a plane.

Each AGL plane is then divided into polygonal
regions. Overlapping polygons are combined
by computational geometry such that each
polygon represents an area of homogenous
characteristics. Within a polygon, any route
extended will encounter the same lethality
cost, thus avoiding the dilemma posed by
search through adjacent cells of equal
lethality in the kind of array of fixed
lethality described in paragraph 5. To
accomplish region-based route planning, the
polygons are divided into triangular areas
(triangulated) which serve as a basic area of
traversal in generating candidate legs. At a
given AGL, the range of a threat or radar is
a cross-section of its actual three-
dimensional range, therefore representing the
danger to an alrcraft flying a route .through
the defended airspace at a given AGL (flgure
3.

FIGURE 3. Threat Lethality as a cross-
section in AGL plane.

In evaluating partial routes extended by the
mission, HERO uses the technique of "possible
worlds." The search tree is the tree of
possible worlds in the planning space, and
consists of many "plan worlds.® A plan world
represents the status of a mission simulation
at a point in time, breaking the simulation
down into steps or actions which are
evaluated according to the cost of executing
that step. Such costs, which are extracted
from the scenario objects, include fuel used,

lethality encountered, etc., and form the
basis for evaluating the possible missions
against each other to find the best, or
lowaest cost, of the possible worlds,{3:4-6 -
4-7}

10, TIME AND SPACE

The processing time for route planning 1in
HERO is significant. The HERO effort is a
development model, and as the prototype is
resident on a Symbolics 3650 machine, which
is a better development environment than a
run-time environment, speed was sacrificed
for ease of development. The search through
the tree of possible worlds becomes larger
and requires more processing power and memory
space as more variables are factored into the
analysis. During demonstration of the
system, planning ingress and egress for one
mission of 4 F-16's through twelve threats
{SA-6s and SA-8s) took approximately 1 hour.
Although this is very discouraging, the
dynamic threat representation holds far too
much promise to be thrown away because of
time considerations.

The geometric representation 1s a major
factor in the time required for mission
planning in HERO. Because branches are
generated from triangle to triangle, too many
branches may be created Legs that are too
short to be flyable may be extended as well.
The trade-off of speed for local homogeneity
became more and more obvious as the effort
progressed.

ll. SCENARIOQ

HERO uses the Soviet system of surface-to-air
missiles and deployment doctrine. The
scenarlo consists of 2 Fronts, 6 Armies, 19
Divisions, and 1 OMG (Operational Maneuver
Group). The Front and Army units consist of
air defense brigades and battallons. The
divisions are tank and motorized rifle
regiments, and air defense regiments with
assoclated SAM (Surface-to-Alr Misslile)
batteries. The OMG consists of 5 Brigades and
includes combined arms regiments and air
defense battalions with their SAM batteries.
In order to preserve the unclassified status
of the HERQ project, older SAM system (SA-4,
SA-6, SA-8, SA-9, with 2SU-23-4) are used.
HERO currently uses central Europe (Germany)
for {ts scenario, but any scenario that uses
DTED (Digital Terrain Elevation Data) can be
employed.

12. STATUS

The HERO prototype is installed at Rome
Laboratory. It clearly demonstrates the
complexity of the mission planning process as
well as the benefits of object-oriented
design and implementation. As the emphasis
of the HERO effort was the exploration of
route planning alternatives, some features of
the user interface have either not been
implemented or have been implemented without
flexibility. One of the key issues that HERO
was to address, overlapping threat envelones,
was not fully developed at the completion of
the effort and stands as partially
implemented.
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13. CONCLUSION

One of the most important ideas to be gleaned
from the HERO effort is the complexity of the
task at hand. If the goal is to include all
factors in mission planning and to test every
possible path for optimality, the run-time
would far outweigh the benefits of such an
endeavor. It is well known that there is not
much to be gained without risk. So, while we
may risk missing the optimal route by the
application of a well-placed heuristic, the
outcome will be a very good, survlvable
option that may not have been obvious had the
automated tool not been applied at all.
Clearly, it is better to have a very good
route with low lethality and othe: costs,
arrived at within a reasonable amount of
time, than to have no route at all because
the optimum could not be arrived at in time,
or one that 1s not as good because all the
parameters cannot be considered by available
automated or manual means.

The key factor that makes HERO a model for
future development of route planning aids is
the representation of the threat environment.
HERO 1is capable of planning individual or
multiple sorties, and the object-oriented
approach has proven to be a practical way to
insure the dynamic representation of real
world objects in the automated environment,
as well as to {nsure the flexibility required
to encompass additional planning parameters
as they are deemed necessary by the user.
Although a system like HERO could be useful
in planning individual sorties at the unit
level, 1ts use in theater-level planning
shows much promise. Application of the
principles demonstrated by HERO would allow
the planner the opportunity to not only put
the best possible resocurces on a target, but
to more clearly see where and how tactics and
strategy can be incorporated into the ATO.
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Discussion

1. Glen Johanson, United States
Does it frighten you to use independent threat models when
this conference is on using MI to achieve networking?

Author:
There are interactions in the system. Comments made in the
talk were an introduction to inadequacies of present models.

2. George Chapman, United States
Can your system adapt its heuristic search algorithm for

pilot preference, mission, or mission phase (i.e. can the
method you use to cvaluate the lethality for each path
change)?

Author:
No. There has not been an interface or protocot for allowing
such changes.

3. Edward Gliatti, United States
What is the status of your program?

Author:
The fifth prototype is installed in the laboratory.

4. Dr G.H. Hunt, United Kingdom
Could you give some more detail about your measurements
of the system performance and the results you obtained?

Author:

We are not as concerned with performance for this
laboratory demonstration as we would be for a system being
transitioned to the field. The processing time is really very
slow. For a very simple scenario of four F-16s flying through
SA-6s and SA-8s environment, [ believe 12 of them, it can
take from 1—4 hours. depending on configuration of the
planner. We are considering many variables, but the
representation of the state space is a major factor in the long
processing time.

5. Lyle Reibling, United States
Since using A*. what information goes into the heuristic
estimate, and is it an underestimate?

Author:
Not sure if it is an underestimate. Fuel and time are basic
information for the heuristic estimate.

6. Dr M.C. Donker, Netherlands

You mentioned the A* algorithm to determine optimal
routes. Is there any room for pilot preference? And
secondly, would you not be too predictable if you use the
samc heuristics all the ime?

Author:

Many of the parameters can be set by the user. As for us
applying heuristic rules, based on preference, in order to
limit search, my experience has shown that one pilot's

preference is not another’s, but each believes his to be the
correct one. There are actually very few heuristics in the
program. They are basically constraints that can't be
violated.

7. T.Schang, France
What is the depth of the scarch using A* or what is the

partial leg length?

Author:
I'm really not sure if | can say what the depth is. We have not
put a limit on depth of search. Minimum leg lengths is
normally configured by the human planner. We have a value
hardwired in for our use but I can’t say off-hand what the
value is.

8. Prof. A.N.Ince, Turkey
What aspects of your program can qualify for being
“intelligent™?

Author:

Object oriented programming has its roots in artificial, or
machine intelligence. HERO uses objects to represent the
real world and the knowledge contained in those objects can
be transferred to other objects.

9. T.Schang, France
As mission objects collect all threat state information. how
do you manage combinatorial expiosion?

Author:

While processing time is slow, due in part to the geometric
representation of the state space and hardware limitations,
the object-oriented approach does not have the problem of
combinatorial explosion that other methods may encounter.

10. WE. Howell, United States
Do you account for uncertainty in hostile aircraft state
vector in your system?

Author:

Most of the development has been done with clean data.
Uncertainty is being addressed at present at the situation
assessment stage rather than tactics, which will follow later.
However, we have done some checks, to ensure that the plans
do not fall apart, by injecting noise as data mapped from
simulator to tactical database area. This will be pursued
more fully as we go from initial development to evaluation
and further development.

11, J. Driessche
Please elaborate on the reasons why MUSE was preferred
over other commercial systems?

Author:

Primarily the features offered, including windowing,
downloading, as well as Al features, met our requirements
and close working contacts with supplier gave promise of
excellent support if modifications were required. Secondly,
MUSE well supported on Sun workstations.
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ADVANCED SATELLITE WORKSTATION (ASW)

T BLEIER, S. HOLLANDER, S. SUTTON
The Aerospace Corporation
P. O. Box 3430
Sunnyvale, CA 94088-3430
USA

1. SUMMARY

The Advanced Satellite Workstation (ASW) was proposed and
started by the author in 1986 as a low level independent
research and development effort. Its goal was to evaluate the
utility of expert systems in military satellite testing operations.
It quickly became apparent, however, that the rule base was too
limited. This project’s goal was then modified to capture as
much of the factory and flight experience as possible in an
electronic, updateable medium. The resulting electronic
library would then permit much deeper insight into the
satellite’s operation and more confidence in understanding and
expanding the expert system rule base. The first on-line
demonstration was done during June 1990 in one of the Air
Force’s Mission Control Centers, and evaluations of ASW are
currently underway. Preliminary results are very encouraging.

: e ]
WORKSTATION (ASW)

The Department of Defense supports an active constellation of
60 to 70 satellites today. The emergence of “LIGHTSAT”
technology and PEGASUS air-launched boosters may reduce
the cost of booster and satellites significantly. This is expected
to dramatically increase the number of satellites which need
support during the 1990-2000+ timeframe. One might
observe that there should be a way of significantly reducing the
corresponding cost of ground control for these less expensive
LIGHTSATS. The “old” way of doing business using dedicated
Mission Control Centers (MCC), large support staffs, on-site
contractor support and highly specialized job functions may
change if the defense budgets continue to decline while the
appetite for satellite support to military forces continues to
increase. This situation has led to the following ASW goals:

- Reduce the cost of ground control, especially the manpower
requirements; e.g., the cost of training and maintaining a
Jarge staff of satellite controllers.

- Provide an integrated decision support environment for
satellite operators to reduce the number of “specialists,” i.e.,
use technically competent “generalists.” The goal would be
to provide these “generalists” with the right type of
background data, in a form they could easily understand—a
“decision support environment.”

- Use advanced technology to automate operator tasks when
it is appropriate; e.g., let the machine do the repetitive work
and let the engineer do the judgmental work.

- Officad the primary command and control system
processing workload; i.e., perform computational intensive
telemetry processing and display functions with an offline
computer.

The last goal reflects a current loading problem in the Air Force
Satellite Control Network’s “Command and Control System
(CCS)” in which only 3-4 simultaneous satellite contacts can be
supported from one Mission Control Center. ASW could

the CCS and increase the overall system capacity by
performing more telemetry processing in a separate processor.

3. ASW DESIGN

Today, satellite specialists are used to periodically support
mission control team personnel who have significant
experience in operating many satellites in a large control center
but lack expertise in individual satellites and their subsystems.

The ASW design started as a concept in which an MCC
operator, with some previous satellite control experience, was
envisioned to have a much wider variety of information at his or
her disposal. The ability to understand a satellite’s inner
workings was needed, and to do this, the ASW concept was
envisioned to include elements such as logic diagrams,
simulations, expert systems, and pictures of the “as built”
satellite to provide this indepth knowledge (Figure 1). The
computer aided design details (left), expert systems and
waveform analyzers (center) and “as built” pictures from
factory or on orbit photographs (right) represent the new types
of data needed by the satellite operator. The functional goals
described above and this broad concept were translated intoa 3
screen workstation design illustrated in Figure 2.

4. ASW FEATURES

The following features of ASW are described with
corresponding background illustrating why each feature was
included in the system. During the development of ASW, the
entire system’s data base was generated for testing the joint Air
Force/NASA satellite called Combined Release and Radiation
Effects Satellite (CRRES), which is a fairly complex scientific
payload with more than 40 instruments. The satellite was
launched on July 25, 1990, and most importantly for the ASW
project it represented an unclassified source of R&D data
which was significantly easier to handle than classified data
from operational DOD satellites. It allowed easy input to data
bases and less restrictive configuration control over software
changes for this prototype environment. This is very important
if quick progress is desired. By allowing the developer an easy
method of changing the system to fit the operator’s desire
during this type of prototyping, a clear statement of the
requirements is an output of the process rather than an input to
a classical design-to-spec activity.

Telemetry Display System: The telemetry display was built
with more flexibility than the somewhat rigid displays of the
existing Command and Control System (CCS). Telemetry point
selections, configuration of one or multiple data plots, scaling,
and windows were basic features desired. Selected color
displays of both minor alarms and critical limits, forward and
backward scrolling of data, and multiple plots using different
colors were additional features included in the system. It was
built around the commercial product DATAVIEW with “C”
code enhancements. Figure 3 illustrates one of the screen
displays. The key feature of this system is the ability to change
and customize the displays in realtime. This was an essential
feature that the technical advisors wanted to augment the more
rigid display in the primary CCS system. Software “buttons”
are placed on the screen so the analyst can select features and
options by clicking a mouse. This display also allows the
operator to ask for more detailed expert system advice as well as
supporting information contained in “hypercard” displays.

Expert Systems: A typical satellite, contacted through a remote
tracking station, may generate between 3 and 30 minutes of
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telemetry data for each realtime contact or “pass”. This data
may be merged with tens to hundreds of minutes of telemetry
recorded onboard the satellite and played back on a separate
telemetry channel along with the realtime data. The result is
long sequences of telemetry data which must be laboriously
scanned by human analysts. ASW was set up to have an expert
system (currently with 90-100 rules) for the electrice! vower
system scan all of this data in a few minutes. The ruies include
simple maximum/minimum limits, rate of change, and
combinations of rules based on both design and operational
expericnce. Any violations of the predetermined rules causes
the expert system to select the offending telemetry waveform
and present the anomalous data to the operator. The expert
system automatically calls the hypermedia system and selects
the proper section of the Orbital Operations Handbook -
OOH (an “encyclopedia” of the satellite’s subsystem
information). We found that many satellite controllers do not
trust expert systems . ASW tries to develop their trust by
augmenting the expert system’s terse recommendations by
displaying the raw data which triggered the recommendation,
and electronically “pointing” to the section of the sateilite’s
OOH which explains how the subsystem should operate.
Figure 3 illustrates the types of messages displayed by the expert
system (at the bottom of the figure). It also states how many
instances of the anomalous behavior were detected. ASW’s

expert system is now for only the electrical power
subsystem of CRRES, but other subsystems can be added. The
commercial expert system NEXPERT was used to buikd this
application, and it executes in a Sun/Unix environment. The
developers created the first expert system example, including
the linkage to the telemetry display and hypermedia.

Subsequent subsystems were intended to be generated by the
satellite technical analysts. To date, several “rules” have been
created by these analysts with relative ease.

Hypermedia: Discussions with experienced satellite analysts
disclosed that many types of information are used to support an
“expert’s” knowledge base. These include the logic diagrams
from each electronic controller, sample waveforms from
previous tests, written text describing correct operational
behavior of the subsystems, “as built” pictures of various
boards, assemblies, subsystems and systems, simulations,
performance curves, and finally, simple operator experiences
recorded as notebook entries. This information existed in
many different forms and was difficult to organize. Mr. Stewart
Sutton analyzed the situation and decided to try various
scanning, storage, and display techniques to capture the data in
a technique called multimedia. Macintosh scanners were used
for text and-graphics data, video tape pictures were converted to
a 12-inch laser disk for a Write Once Read Many (WORM)
drive, and logic diagrams were converted to 2 modeling system
written in C code. The entire system was organized around a
“point and fetch” type data base system called Hypercard (see
Figures 4-7). The muitimedia type information under the
controlled access of Apple Macintosh Hypercard, is called
hypermedia. The application of this Hypercard technique for
ASW was termed the Information Navigator, and selected parts
of three volumes of the Orbital Operations Handbook were
scanned or hand typed into the system. An operator can now
“navigate” through the information stacks at his or her own
pace, and can browse in the order which makes sense for that
particular investigation. The Telemetry Display System, the
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Expert System, the Hypermedia, and the non-machine
interfaces combine to form the basis for the “Decision Support
Environment.”

Modeler: Logic diagrams, performance curves, and text
descriptions frequently do not clearly describe the electronic
control logic which exists in each of many satellite subsystems.
Mr. Peter Homeier generated an easy-to-use logic description
which starts at a high level “box/input/output” view, and
proceeds in a hierarchical fashion to successively lower and
lower elements within the subsystem. The approach is to lead
the user froth simple descriptions to more detailed descriptions
in successively more detailed representations; unfortunately,
time did not allow for a specific application of Modeler within
this version of ASW for the CRRES satellite.

A i} P rator: The ASW is a
type of electronic “100! box,” which includes a collection of
support programs; e.g., the telemetry scroller, expert systems
hypermedia, and laser disk storage of still and motion pictures
of the spacecraft. It is based on the goal of reducing workload
and increasing the effectiveness (knowledge) of the mission
control staff.

The staff was shown the first prototype of ASW and was asked
to identify additional functions which were labor intensive and
could be streamlined. A primary candidate was the routine task
of manuaily generating a “Contact Support Plan;” i.e., a time
ordered list of commands and actions which must be executed
during a routine satellite contact. The pass plan is done dozens
of times per day, thousands of times per year. The automation
of these functions now includes a windows-based text editor
with “fill-in-the-blank” capabilities, utilizing both automatic
and user-selected information. The output is a laser printer
version of the pass plan in a format that everyone is accustomed

to secing, but which is faster and more accurate than the
manual methods. Figures 8 and 9 illustrate two screens of this
system, where relevant data is being electronically transferred
and accepted by the operator to generate both the header and
body of the pass plan. Data relevant to the individual pass (e.g.,
station name, rise time, elevation, fade time, etc) are
automatically retrieved and inserted within the plan.
Templates for standard command plans (e.g., “VCR read out”)
are retrieved and inserted into the command list file.

Timeliner/Scheduler: Planning and operation of an R&D
satellite includes the time phased planning of many
experiments throughout the satellite’s life. These experiments
must be correctly interlaced with realtime contacts, other
experiments orbit constraints (light, dark, apogee, perigee,
etc.), and tape recorder limitations. A graphical experiment
planner was created called Timeliner which can illustrate these
constraints and options on one page. The data can be added,
deleted, moved, or modified via mouse actions, and the output
sent to a laser printer for review by various team members.
Figure 10 illustrates a sample output for several days of the
CRRES mission.

5. ETHERNET CONNECTION TO THE COMMAND
AND CONTROL SEGMENT (CCS)

Any type of workstation which analyzes satellite telemetry
needs decommutation and engineering unit conversion
functions. ASW uses the services of the Air Force Consolidated
Space Test Center’s (CSTC) facility to perform the functions in
the IBM 4381 computer system called Command and Control
System (CCS). Telemetry data is received at a remote tracking
station, relayed to Sunnyvale, California, routed to a Mission
Control Center, and processed/stored by the CCS. ASW
terminals are connected to an Ethernet which is fed by a file
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server attached to CCS (see Figure 11). The data is retrieved
from an archive disc and sent to the Ethernet in a file transfer
process so that ASW can access the data repeatedly without
loading the CCS with many requests for service.

6. TEST CASE IN MISSION CONTROIL CENTER VI

The process of building ASW reached a milestone in July 1990
when the laboratory version was moved into an operating
environment—Mission Control Complex VI at the CSTC in
Sunnyvale. The functions of ASW currently being evaluated in
the operational environment are:

Training—Using Hypercard/Hypermedia services of the
Orbital Operations Handbook (OOH) to train Planner/
Analysts (PA).

Data Browsing—PA analysis of electrical power system
performance by using the expert system to apply 90 to 100 rules
to the recorded data identifying unusual waveforms. The
telemetry display system then allows the user to judge for
himself if the waveform is benign or anomalous.

Anomaly Support—Using the telemetry system, hypercard,
video picture, and modeler to analyze various subsystems
(Modeler is not equipped with a CRRES data base as of this
writing).

Pass Planning—PA using the automated Pass Planner to
improve the speed and accuracy of the pass plan generation
process.

Experiment Planning—Contractor Technical Advisors using
the Timeliner to plan many of the thousands of experiments
and support requirements.

Several very useful suggestions were received from the support
team, logged by an Aerospace Corporation engineering intern,
and relayed to the design team. The updated version of ASWis
now available for use as an enginecring tool. The long term
goal is to generate a final report, to highlight the successful
features, and include these features in a Technical
Requirement Document (preliminary A-Spec) for future

procurement of a fully documented and supported satellite
workstation section for the Air Force CSTC.

7. EUTURE

The limited time and funding of ASW did not allow all of the
ideas to be developed and implemented. The types of problems
encountered resulted in the following enhancements that
should be included:

1. The use of new, high quality video cameras for taking the “as
built” pictures.

2. Atechnique for transferring the video pictures directly from
a camcorder to a read/write laser disk. (The process now
involves “mastering” on a l-inch master tape, then
employing a $2000 transfer procedure to “burn” a 12-inch
laser disk.)

3. Addition of a data base manager to organize and maintain
telemetry files on the SUN workstation.

4. A better laser disk to increase storage capacity in the Sun
Workstation for telemetry files (e.g., 1-2 gigabyte capacity).

5. Improve the ease of acquiring OOH (satellite technical
data); e.g., contractually task contractors to deliver these
OOH documents in hypercard-compatible formats/media.

6. Establish interfaces so any expert system and telemetry
processor can access cach other’s data.

7. Determine the cost (in man months) to deliver a similar
system for the next satellite mission. Given ASW experience
and the enhancements above, how long would it take to
acquire the satellite data and input to a fully populated ASW
database for each satellite subsystem.

The ASW designers and users encourage the collective
community of spacecraft builders and operators toshare similar
accounts of success and problems with experiments such as
ASW. This type of cooperation will help reduce the support
costs associated with all DOD, NASA and civilian spacecraft.
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SPACECRAFT ELECTRICAL POWER SYSTEM
FAULT DETECTION/DIAGNOSIS AND RESOURCE MANAGEMENT

Abstract

The paper discussgs the domain of Electrical
Power Systems for Radar Spacecraft and its effect
on the design of -Al-based systems for health
monitoring and resource management. The paper
presents work on Electrical Power Systems (EPS)
Fault Handling and Resource Planning. The Fault
Handling System relies on model-based reasoning
techniques while the Resource Planning System
relies on case-based reasoning techniques. The
wo systems perform their functions in a
cooperative way and are distributed over both
ground-based and space-based processing
eiements.

1 Introduction

As spacecraft and space systems become larger
and more complex, the demands on a traditionally
structured ground-based operation to monitor and
control the various subsystems increase
dramatically. The high operational management
requirements become readily apparent in the radar
spacecraft application domain discussed. Canada
is building a civilian radar spacecraft 'Radarsat’
and is participating in a research and development
program for an advanced military surveillance
spacecraft 'Space Based Radar (SBR).

The radar payload of this class of spacecraft
places demands on the electrical power system
significantly ditferent than those of civilian
communication relay spacecraft. The Electrical
Power System (EPS) for radar spacecraft must
deal with a highly inclined low earth orbit radar
payload having tens of thousands of RF transmit /
receive elements demanding between 5 and 30 kW
of electrical power {Eatock 90]. In the example
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presented, communications opportunities may be
infrequent and of short duration; an eclipse may
occur each orbit; the system is expected to operate
with failed or degraded components; and short
term power demands will exceed the nominal
power output of the solar panels.

The remaining sections of the paper present an
overview of the domain of radar spacecraft and the
electrical power system is described in sections 2
and 3; Sections 4 and 5 describe the Ground
Segment and Spacecraft Operations; Section 6
reviews the needs for automation and spacecraft
autonomy; Section 7 presents an Ariticial
Intelligence based approach to planning and
diagnostics; Sections 8, 9 and 10 describe
previous developments and the present status on
diagnosis and planning work and; the paper is
summarized with section 11.

2 Radar Spacecraft Overview
2.1 Mission and Orbit Mechanics

The purpose of a radar spacecraft is to survey
predetermined areas of the earth as it passes over
them. The major constraints on the mission are the
orbital coverage of the earth, the payload and
housekeeping energy requirements, and the
available energy on the spacecraft. Inevitably,
there will be times when more radar exposures are
desired than can be achieved.

The requirements for the selection of an optimal
orbit for a radar spacecraft are significantly
different from those for communications or
meteorological spacecraft. A radar spacecraft is
typically required to scan the complete earth over
some period, while communications spacecraft are
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typically geostationary. In order to map out a large
peitcentage of the earth, the orbit plane of a radar
spacecraft is highly inclined to the earth’s
equatorial plane. Retrograde orbits {i.e. inclination
greater than 90 degrees) are common. With any
inclined orbit, the orbit plane precesses about the
earth at a rate dependent on: the angle of
inclination (decreasing with inclination), the radius
and elipticity of the orbit. Also, as the spacecraft
orbits the earth, the earth spins on its axis beneath
the spacecraft. These factors define the payload
coverage, the frequency and duration of contact
possible (spacecraft to ground stations), and the
frequency and duration of eclipse operation.

2.2 Payload and Housekeeping Energy
Requirements

Once the orbital mechanics have been determined
from the mission requirements, many constraints
defining the spacecraft system, including the
ground support and the EPS requirements, will be
fixed. A typical spacecraft of this class is the
Canadian Radarsat. In this case, the following
preliminary estimates apply:

- Orbit altitude: approximately 800 km,

- Orbit period: approximately 101 minutes,

- Eclipse: maximum 18 minutes, 73 days long
season centred on summer solstice,

- Orbit is retrograde: spacecraft is nominally
passing in a direction opposite the earth’s spin.

- Single ground station contact: 12 minutes
contact maximum (at 5 degrees elevation above
horizon), typically 3 orbits of contact totalling 29
minutes duration (or less) followed by 4 orbits of no
contact. Cycle repeats twice every day.

Earth observation spacecraft tend to be sun
synchronous. That is the spacecratft orbit plane is
at a constant angle to the sun vector at any time of
the year (ignoring earth declination). Most
spacecraft of this class have day-night orbits {i.e.
they observe both sunlit and dark sides of the
earth in a single orbit). While also sun synchronous
the Radarsat spacecraft has a dawn-dusk orbit.
Space Based Radar is not expected to be sun
synchronous and as a result will experience
significantly ditferent ground contact and eclipse
characteristics.

The factors that affect the design of the EPS
include the duration and frequency of eclipse
operation, the power requirements and duty cycle
of the payload and housekeeping functions, the

duration and frequency of contact with ground
station(s) and/or the requirement for relay
spacecraft. Contacts with a single ground station
are infrequent and of short duration. Contact duty
cycle can be improved significantly by using
multiple ground stations or other spacecratft to relay
the signal to ground.

2.3 Spacecraft Mission Planning

Planning the spacecraft mission will be considered
fromthe payload requirements viewpoint. Following
the attainment of final orbit, the mission
requirements define areas of interest on the earth’s
surface. The radar image start times, duration and
quality define the radar power profile needed to
attain the images required. The ideal radar power
profile will be translated to the required EPS power
profile. An assessment wil be made of the
available electrical power to attain the EPS power
profite. If the available power is not sufficient due
to weak batteries, solar eclipse, component
failures, or other reasons; the mission plan will be
altered by dropping survey areas of lesser interest
on the earth’'s surface. This is accomplished
iteratively by ground-based mission analysts.

3 Domain Description: Spacecraft Electrical Power
System

The Electrical Power System includes a prime
power source (solar panels), storage elements for
eclipse operation (batteries), power distribution
busses, control electronics (charge controliers,
discharge controllers, power conditioners) and
distribution equipiient (switches, relays and circuit
breakers). The EPS provides power to the
spacecraft loads which have a variety of power
profile characteristics. Duplication of component
and the ability to configure the power distribution
network is used to provide a high level of
operational capability. While the operational
capability is increased, the total power available to
the spacecraft loads may be reduced when
components have failed (figure 1).

The EPS must provide electrical power through all
phases of operation: launch, transfer orbit and final
orbit. Typically, through launch and transfer orbit
operation, the EPS must maintain only the loads
needed to aftain the final orbit. After launch and
the attainment of final orbit, the solar panels will be
deployed and the various housekeeping and




payload functions will be tested. The test and
verification process typically requires a few weeks
to complete.

Following attainment of the final orbit, the power
requirements of the spacecraft are met both by the
solar panels and batteries. During sunlit operation,
the solar panel power output is used for battery
charging, housekeeping and radar payload
requirements. During solar eclipse, only batteries
are available to meet the power requirements of
the spacecraft.

The characteristics of the radar payload
significantly affect the design of the EPS. Shont
term power surges required by the payload must
be met by either batteries or other short term
storage elements (capacitors). The power required
by the radar during transmission may exceed the
solar panel capacity by up to 100%. The resulting
duty cycle averaged over the orbit is on the order
of 50% [Moody 89]. Design constraints may affect
this level during eclipse operation.

The secondary loads in the form of Attitude and
Orbit Control, Telemetry Tracking and Command,
Thermal Control, etc. are one or two orders of
magnitude lower in power requirements than the
radar payload. The on/off time characteristics of
many of these loads are similar to a random or
stochastic process. While these loads are equally
important to the payload in terms of spacecraft
health and effectiveness, the demands in terms of
electrical power are lumped together as a single
load which can be modeled as a stochastic
process.

4 Overview of Ground Segment/Data Acquisition
System

In the Radarsat project the mission control ground
station (Ground Segment) and the radar image
data ground station (Data Acquisition System) are
not co-located and may in fact be located in
geographically distant locations. The actions
performed are:

- The Ground Segment performs health monitoring,
management and control of the spacecraft. This
includes attitude and orbit control, EPS control,
radar payload control, control of the recorded
image playback to the Data Acquisition System etc.
- The Data Acquisition System is responsible for
receiving and the initial processing of the radar
image data.

91-15513
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Through increased on-board processing, portions
of each activity may be completed on the
spacecraft.

Although both Ground Segment and Data
Acquisition Systems are of equal importance, the
following discussion addresses the needs of the
Ground Segment only. As noted in section 2.1,
contact with a ground station (Ground Segment or
Data Acquisition System) will be a maximum of 12
minutes for an orbit where contact is possible.
During this period the following events will occur:
- The spacecraft will appear at the horizon.

- The ground station antenna must locate the
spacecratt (typically accomplished by the time the
spacecraft reaches a point 5 degrees above the
horizon).

- The spacecraft is tracked through its trajectory to
a point near the opposite horizon (5 degrees
above).

- When contact has been made, the spacecraft will
transmit subsystem sensor readings (telemetry)
indicating the status and health of the spacecratft.
{Data Acquisition System will instead receive radar-
image data at this point.)

- The Ground Segment will process portions of the
subsystem status and health data and transmit a
command stream to take cofrective actions that
may be necessary.

- The Ground Segment will also transmit the
payload command stream (scheduie) that will be
used to control the radar system for the next period
(typically 24 hours).

These last two actions will likely be completed on
the next orbit pass (i.e. 101 minutes later) following
initial processing of the status and health data.
Thus two consecutive passes are needed to
receive telemetry and transmit the spacecraft
command streamvpayload schedule to the
spacecraft.

The Ground Segment and the Data Acquisition
System both benefit from additional ground
stations and/or relay spacecraft. Contact periods
can be extended signiticantly with these additional
communications paths. The trade-off is the
required bandwidth and number of ground stations
versus the cost and maintenance of a relay
spacecraft network.

It must be recognized that the Data Acquisition and
Ground Segment systems serve very different
requirements. Here we are concemed with the
health and control of the Electrical Power System

91 1110 00g
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(through the Ground Segment). The primary
objective of the spacecraft is however to provide
radar images.

For civilian spacecraft the need to maintain a
continuous radar-image data to the ground is not
present. Delays on the order of days may not be
critical in terms of the radar image information
gathered. As a strategic defense issue, the
availability to provide near continuous coverage is
more critical.

5 Spacecraft and Ground Segment Operations

Normal mission operations of a radar spacecraft
are as foliows: on a given orbit the spacecraft can
be expected to pass over an area of interest; at
that time the radar will be activated and image data
will be acquired. As noted in Section 3, the
capacity of the solar panels is usually exceeded
through these times by a significant level. The
reliance on batteries and other short term storage
devices causes the management of power storage
to be intricately tied into the mission planning
aspect of the spacecraft (see section 2.2).

Power Storage Management and Mission Planning
operations are not automated in an intelligent
systems way and require the attention of a large
number of subsystem experts and desighers
(Adamovits 1990]. Traditional ground control
techniques rely on subsystem operations
personnel, each controlling a single subsystem of
the spacecraft. With a polar orbiting spacecraft,
long periods of little or no contact can be followed
by short periods of intense activity. While this
approach may be expected to remain for some
time in spacecraft systems, the reliance on
automation in the ground-based system and
autonomy of the space-based system is expected
to increase.

Ground-based activities during normal operations
are biased toward mission planning, station
keeping and health monitoring. Station keeping
activities refers to orbit maintenance: inclination,
altitude, eccentricity etc. Health monitoring
includes: detecting component degradations and
failures, observing trends in system and subsystem
performance, etc. All the above activities are
expected to be automated in increasing degrees in
future spacecraft.

Failure recovery through all phases of operation is
usually accomplished by a minimal degree of
designed-in overcapacity and through the
configurable nature of the system. During the
launch and transfer orbit operations, the spacecraft
relies on battery power and minimal amount of
solar panel power. EPS faults in general and
battery faults in particular can seriously jeopardize
the entire mission. Following deployment of the
solar panels, the EPS is more capable of dealing
with failures of individual EPS components.

The requirement for automation is defined at many
levels. In many cases the requirement stems from
the lack of communication opportunities. in normal
operation the spacecraft is expected to operate
unsupervised for periods of up to 10 1/2 hours in
duration. Potential problems with the Ground
Segment system extend this time requirement
significantly. A "survivability’ requirement of 7 to 14
days of no contact is also required. During this
survival period the spacecraft is required to deal
with health and normal subsystem management
issues through its on-board processing elements.

6  Automated Operations: Space-Based vs
Ground-Based

Two fundamental reasons to automate systems are
to assist humans in handling complexity and to
achieve critical (fast) time responses. Automation
of mission expertise is very desirable for assisting
humans in the complex spacecraft operations
planning and management as well as in health
monitoring. Fault detection and response is an
obvious area where automation is desirable in
order to achieve critical time responses. As noted
previously this is especially true when contact is
infrequent and communication is short in duration.
In general, automation to assist humans in
handling complexity can be a Ground Segment
based function, and automation to achieve critical
time responses should be space-based.

Space-based automation is termed autonomy in
this paper. In this discussion, autonomy does not
mean that the system is not controllable by
humans, but that it can operate with some known
level of capability in the absence of supervision for
as long as is necessary (several hours through to
several days). The system can be overridden or
recontigured by humans. in the present case, the
level of interaction possible with Ground Segment




support systems is limited due to infrequent
telemetry.

The faclors that drive the time response
requirement are safety concerns and mission
concerns. Safety concerns are due to faults, i.e.
their expected criticality or potential of criticality.
Faults may shorten the life of the spacecraft or
decrease the capability of the spacecraft and
therefore must be detected, diagnosed, and dealt
with quickly.

Mission concemns that drive the time response
requirements are the importance of obtaining timely
data. Questions that must be asked are:

- When is the data needed?

- When is it available?

- Will the same data be available in N orbits?

- Can it be relayed to earth before then?

- What is an acceptable cost to obtain the data?
If the requirement for timely data is high enough
the system must be expected to operate in the
presence of faults. On-board systems must be able
to detect, diagnose, and recover from faults
autonomously, and we must accept the risks
associated with this approach.

The telemetry link is the major factor in determining
whether processing occurs on-board or in ground
based systems. Relevant telemetry link parameters
include bandwidth, time delay, and availability. All
of these parameters may ditfer for the uplink and
the down-link. They will determine, for example,
whether or not there is time to perform fault
handiing functions on the ground while maintaining
an acceptable amount of data gathering.

While time response is the driver for autonomy,
other factors oppose increased autonomy. They
are: the prohibitive costs of installing processing
capacity on-board the spacecraft and the degree of
faith in the capability of the autonomous systems.
A lesser factor is the level of instrumentation
available on-board. To a limited extent more
instrumentation can translate into a reduced
requirement for on-board processing to detect and
isolate faults. With increased instrumentation, mass
and overall system complexity concemns resurtace.

The goals of increasing on-board autonomy are
limited by the degree of on-board computational
capacity available. This is due to the fact that,
ingtalling computational capability on-board a
spacecraft is very expensive in terms of mass and
power consumption. In addition, the requirements
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for radiation hardening, space-rated components,
and redundancy greatly increase the mass and
power consumption of space-based computers
over equivalent terrestrial computers.

Considerable reluctance by spacecraft designers
and operations personnel can be expected for the
use of embedded systems for higher level cognitive
aspects of problem handling. To illustrate,
terrestrial expert systems for diagnosis will include
an Explanation function, so that the operator can
check the computer's results against his own
judgement. This scenario is not practical here. A
compromise is to implement a system that
performs fault detection and module level (rather
than component level) diagnosis autonomously,
and then implements a predetermined,
conservative response. This may leave the
spacecraft partially operable or as a minimum in a
'safe’ mode. At the next available point the data is
sent to the ground for processing by ground
personnel and computers, analyzed, and a
recovery plan is uploaded.

A similar conservative approach can be generated
for autonomous replanning. A mission which is
uploaded to the spacecraft, consisting of a series
of areas for imaging can contain associated
“importance” factors to describe the importance of
each section of data. The autonomous controller,
in the absence of supervisory communications, can
determine whether or not to attempt to obtain each
section of data by its relative importance together
with the predetermined risk associated with a
partial fault diagnosis.

7 Atificial Intelligence Based Approach to EPS
Diagnostics and Planning

Previous works in diagnosis and planning are
being combined to form a system that addresses
the Fault Detection/Diagnosis and Resource
Management aspects of a radar spacecraft EPS.
Real-time fault detection/model based diagnosis
was explored in phase 1 of the Health Monitoring
Power Management and Control System project
(Section 8). Case-Based reasoning applied to
resource management was investigated in the
Case-Based Planning System project.

The resulting system will combine both model
based and case-based techniques to address the
autonomy and controllability requirements of the
EPS. The composite approach relying on both




6-6

model-based and case-based techniques was
taken in order to provide a system capable of
dealing with each of the widely varying domain
constraints described previously.

In the design described in sections 8 and 9, the
computational load is distributed between on-orbit
(fault detectiorvdiagnosis and replanning) and
ground-based personnel and computer facilities
(diagnosis and planning). The system design thus
provides increased on-board autonomous fault
isolation and plan failure recovery in addition to
ground-based logistics support in complex fault
diagnosis and resource management.

in the fault handling system presented, a
model-based fault detection/diagnosis module is
connected directly to the EPS sensors and
determines emergency responses in real time. It is
constructed to generate emergency responses (i.e.
before the diagnosis process is completed). This
capability is useful for complex faults where a
complete diagnosis may take a significant amount
of time or may require a probabilistic analysis. In
such cases, the possibility of certain types of
dangerous faults may be indicated early in the
diagnostic process, and an emergency response
may be generated at that time. The fault
detection/diagnosis system addresses a continuum
of faults from single and multiple component
degradations through catastrophic component
failures. The output of the system is used to isolate
failed components and to provide input 10 an
adaptive planner.

The planner and dynamic replanner use case-
based reasoning techniques to create, revise and
maintain a case library of successful operational
plans. These plans are continually updated as the
operational constraints of the environment and the
EPS change.

The described approach to EPS Planning and
Fault Handling has been successfully
demonstrated on representative electrical power
circuit models and is being extended to address
the entire EPS. The completed diagnostic and
planning system will be demonstrated on a large
scale sofiware simulation and a breadboard
hardware simulation of a representative radar
spacecrait EPS [Eatock 90], [Moody 89].

8 Description of Health Monitoring Power
Management and Control System (HMPMCS)
Phase 1

In the previous phase of the project, a
proof-of-concept reai-time Power Usage Analysis
and model-based Fault Handling system was
demonstrated {ISE 89]. For that demonstration, a
real-time Power Usage Analysis, Fault Detection
and Emergency Response system and an off-line
Fault Diagnosis system were coupled to a
simulated spacecraft EPS. Power Usage Analysis,
model-based Fault Detection, and Emergency
Response generation were performed using an
object-oriented control system package [Zheng
1989], while complete Fault Diagnosis was
performed by an off-line system based on a
commercial expent system shell. The control
system package was also used to generate the
EPS simulation. Two computers connected by a
serial link were used in the demonstration, one for
the real-time software and the other to run the
expert system shell (figure 2).

A simple spacecraft electrical power system was
simulated using a real-time control system package
with an update rate of 200 Hz. The simulation
included a power distribution bus and
resistive-inductive loads controlled by switch/circuit
breakers. Sensor and actuator faults were both
easily injected into the simulation. Single and
double fault scenarios were tested and were used
by the realtime fault detection/emergency
response system and by the off-line fault diagnosis
system.

A Power Usage Analysis function was
implemented. t was based on a schedule of
events, each of which had an expected power
profile. The power usage of the simulated EPS was
checked against the schedule on every boolean
command and data event and anomalies were
detected. Future power usage and potential
hazardous conditions were then predicted based
on the schedule and the detected anomalies.

A Model-based Fault Detection and Emergency
Response system was ailso implemented on the
real-time system and was run at 100 Hz. It
monitored the sensors of the EPS and commands
for switch closures and compared the expected
behaviour with the resulting sensor readings from
the simulator. Anomalous behaviour was detected
and categorized, and emergency responses were
generated when necessary.




The Off-ine Fault Diagnosis system was
implemented using an expert system shell (KEE)
and was run on a Unix workstation (Sun Sparc 1).
Simulator inputs were received over a serial link at
1 Hz and buffered (using Unix pipes) to the
application. A constraint propagation model was
implemented and linked to an Assumption-based
Truth Maintenance System. Single and double fault
analyses were demonstrated.

8.1 Lessons Learned and Future Development
Directions for the HMPMCS

The phase 1 implementation of the HMPMCS
system demonstrated the suitability of the
approach to spacecraft EPS fault detection and
diagnosis. Specifically, the division of responsibility
between a real-time fault detection system from the
more heuristic based diagnostic system proved
successful in diagnosing both single and multiple
faults. During the project development a number of
lessons were learmned:

- The real-time component using only a shallow
knowledge base often initiated ‘safing’ actions
before the off-line system could detect or react to
its input data. The data that the off-line system was
operating on was no longer relevant to the present
state of the system. The out of phase of nature of
the operations may be resoived through a meta-
level reasoning system or other techniques.

- The reaction time of the off-line system often
hindered the overall system performance. Alternate
Al development tools and techniques will be
examined to improve this components run time
performance.

- The application circuit that was diagnosed in
phase 1 provided significantly more data than is
feasible for a full spacecraft level EPS. This
simplified the design of the HMPMCS components.
Phase 2 will require more sophisticated techniques
to offset the reduction in sensors. This is expected
to be accomplished through an increased deep
reasoning.

Other upgrades to the Phase | work will include:

- Iimplementing a more closely coupled fault
detection and diagnosis system based on
object-oriented techniques,

- Investigation of probabilistic fault diagnosis,

- Link fault diagnoses to Power Usage Analysis,

- More effort on trend analysis,

- Add planning/replanning segments, with the
replanning function connected to fault handling and
trend analysis,
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- Connecting the system to a large-scale
breadboard spacecraft electrical power system
and,

- Identification of space based and Ground
Segment based components.

9 Case-Based Planning System

The Case-Based Planning System (CBPS) project
is exploring the application of case-based
reasoning techniques to spacecraft electrical power
system resource planning. The approach has
foundations in the work of Hammond [Hammond
89] and recent developments at the Canadian
Space Agency {[Ulug 91a), [Ulug 91b). The CBPS
relies on both space-based and Ground Segment-
based processing and case library storage
elements. The CBPS performs plan selection,
revision, creation, evaluation and  dynamic
replanning. Many of these are performed in a
cooperative way in both space based and ground
environments as described below.

9.1 Task Definition

The CBPS receives a list of requirements for a set
period of the mission in terms of individual task
powertime requirements and task 1o task
interrelation constraints. For example:

a) Turn on radar transmitter/receiver to scan the
earth at orbit locations corresponding to time
21:36:19 through 21:43:22; 21.54:45 through
22:01:30.

b) Recharge batteries prior to eclipse.

c) Prepare for orbit correction: turn on thruster
heaters.

d) Perform orbit correction: at specific time turn on
thruster heaters then fire thrusters, etc.

Tasks can have the following inter-task constraints:
- Tasks can occur concurrently (a, b).

- Task must follow another task (d must tollow ¢).
- Tasks are mutually exclusive (recharge batteries
and eclipse operation).

As defined in the CBPS, tasks use resources of
two classes:

- Depletable resources (battery charge, hydrazine
fuel etc.).

- Non-depiletable resources (solar pane! power,
solar heating etc.). The CBPS will handie multiple
resources (now 3) in the planning process
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concurrently (electrical power, reaction thruster
fuel, etc.).

9.2 Ground Segment Based Planning Components

The CBPS is provided a list of tasks and their
corresponding constraints from the mission planner
(operations personnel supporting Ground Segment
activities) as identified above. Given these, the
ground segment based components of the planner
(see figure 3) performs the following actions:

- The selector attempts to locate an appropriate
plan from a library of previously used or
precalculated cases. If an identical plan is not
available but a similar plan is, then this plan is
modified by including additional tasks or removing
extra tasks.

- i the selector cannot find or modify an
appropriate case, then a planner is invoked to
creale a new unique plan by applying constraint
satisfaction techniques on the task constraints that
have previously been provided.

- Following the selection of an existing plan from
the library or the generation of a new plan, the
plan is veritied against the model of the EPS to
ensure its appropriateness in the given operational
environment. .

- The plan is then submitted to a plan executor (in
the ground segment based system this is a
simulated spacecraft EPS).

- During the simulated execution, the ptan may fail
due to a variety of reasons: errors in selection
criteria, errors in plan creation or changed
operational characteristics of the components.
this should occur then a dynamic replanner is
invoked. The replanner repairs the plan from the
point of plan failure and forward in time. The
executor is again invoked and the cycle continues.
- Following execution, the plan is evaluated for its
success in meeting the required operational
requirements of the mission. The library
maintenance system is then invoked to record the
information for later plan selection. (Information
stored with the plan includes the environmental
parameters existing during plan execution and the
success in operating in this environment.)

- When an appropriate plan has been selected,
modified or created, this information is transmitted
to the spacecraft (at the next available time) for
later execution in orbit. The transmitied information
may include: the name of the appropriate plan (or
the location in the space-based plan library), a list
of changes necessary for a specified plan to be
effective in the current situation, or a complete plan
to be added to the library and used later.

9.3 Space-Based Planning Components

The space-based components of the CBPS are
invoked based on the time schedule dictated by
the orbit position of the spacecraft as it passes
over areas of interest.

- Given the selection information provided by the
ground system, the space-based selector retrieves
a plan from the library and submits it to the
executor.

- The executor initiates the plan at the appropriate
time based on the orbit position and other factors
(eclipse, battery status etc.). Many plans may in
fact be executing concurrently at any time. Within
each executing plan, many tasks may also be
executing at a time.

- If the plan should fail, a space-based replanner is
invoked to dynamically repair the plan or at least
minimize the negative impact of the failure. (As the
recovery is required in real time, the space-based
replanner is biased toward safeing operations
rather than searching for optimal solutions.)

- As with the ground segment-based system, the
plan is then evaluated to identify its level of
success in meeting the required mission goals.
This information is transmitted to the ground
segment-based system through the down-link. The
ground segment-based system is responsible for
library maintenance on both the ground segmént-
based and space-based components of the CBPS.

9.4 Lessons Learned and Future Development
Directions for the CBPS

The Case-Based Planning System has been
implemented and tested against a software
simulated spacecraft EPS. In its present form, the
CBPS performs all operations identified above for
the ground segment; space-based components
have not been implemented.

During previous phases of development a number
of lessons were learned. Some of these are:

- The CBPS was implemented in Smalltakk v/286.
This version of Srnalitalk has proven quite robust
and provides an effective development
environment on which to develop prototype
systems.

- Initial versions of the planning, replanning,
selection and evaluation components were coded
in a Smalitalk compatible version of Prolog. While
this systemn was reasonably wefll integrated with the
Smaitak environment the run-time performance




was not acceptable. Alternatives are now being
axamined.

- Task and plan definitions and library encoding of
the same has been an area of continued
development. This is expected to remain for some
time as more complex planners and replanners are
developed. As an example, a compiete redesign
may be necessary to support hierarchical planning.
- An autonomous library maintenance facility may
be needed to ‘garbage collect’ unused or seldom
used plans. This will become a necessity for
systems that operate over the life of a spacecraft
(several years).

Presently the CBPS is being evaluated to identify
the expected performance when scaled to a fully
operational radar spacecraft electrical power
system. lf the evaluation presently underway is
successful, the CBPS will be further developed and
integrated with the HMPMCS providing the
planning component. Initial results look promising.

10 Present Status of HMPMCS

An integrated Fault Handling/Planning system is
being implemented and will be connected to a
large scale breadboard EPS for Space Based
Radar. The resulting system will demonstrate
autonomous power management for the SBR EPS.
The system will include both space-based and
ground segment-based components.

The Health Monitoring Power Management Control
System (HMPMCS) will form the basis of this new
system. The Case Based Planning System will be
integrated into the HMPMCS providing the planning
elements. The resuiting system will draw from the
designs described in sections 8 and 9. The two
systems will work cooperatively on the
diagnosis/planning aspects of spacecraft electrical
power system management and control and will
share a number of components (EPS model, user
interface and reasoning mechanisms). The
identification of component failures by the
diagnostic system will assist the planning system in
the plan selection and evaluation.

As noted above, phase 2 of the HMPMCS project
will be demonstrated on a radar spacecraft
electrical power system breadboard. The
breadboard EPS will demonstrate advanced
techniques in spacecraft power system design. The
EPS breadboard contract is in the early stages of
phase 2. The anticipated SBR spacecraft and EPS
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requirements are now being defined. As the
diagnosis and planning requirements are not yet
available, the designs of the HMPMCS and CBPS
are not yet fixed.

Preliminary designs indicate the system will be
similar to those described in sections 8 and 9. it is
expected that the real-time or near real-time
components will be developed in another language
such as C, C++, or the proprietary C/C++ based
‘Control System Probe’ of ISE [ISE 1989], [Zheng
1989). The Al aspects of diagnosis and planning
are expected to be prototyped using an Al
development environment (possibly based on
Smallitak). It is anticipated that portions of the Al
components may need to be rewritten using a
more efficient language foliowing a review of the
resulting performance. It is anticipated that the
HMPMCS and the CBPS can be tightly integrated
sharing considerable code (EPS model, user
interface, etc.).

11 Summary

The Electrical Power System and operational
requirements of high-inclination low-earth-orbit
radar spacecraft were described. Given these
requirements, factors affecting the design of an
Antificial Intelligence based fault detectiorvdiagnosis
and resource management system were described.
Past accomplishments and current activities on a
‘Health Monitoring Power Management Control
System’ and a 'Case Based Planning System’ were
described.
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In addiion there is also the facility for linking to "C" object
modules. The architecture of the system is described in terms of
the knowledge representation and the planning mechaniem

an “ineliigent” system is also reviewed along with our intended
future directions for Al involvement in mission systems.
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one such prototype, TACAID ( TACtical AID),

|
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and investigate the polential benefits of cou-
and more conventional modules.

E

The need for increased automation on future fighter aircraft has
led 10 a program of work within BAe to define the complete mis-
sion system. This work is led by Systems Engineering R&D
group at Warton. There are several roles under consideration :

i) Sensor Fusion - the integration of the raw sensor data
available from the aircraft; radar, RWR, IRST, JTIDS and
IFF 10 give a co-ordinated and clear picture of the outside
world.

i) Situation Assessment - the view of the outside world
derived from the sensor fusion process is organised ©
prioritise threats, isolate clusters and specific aircraft forma-
tions, infer possible enemy intent and allocate targets
amongst friendly aircraft.

i) Tactical Planning - the pilot must decide on an appropriate
tactical plan of action once an understanding of the situa-
tion has been reakised. This pian must be flexible enough

account for the dynamic nature of the outside world due

new and changing threats, system faults, enemy missile
firings at own aircraft and unpredictable enemy behaviour.
Computer systems which perform this task, or at least aid
in the process, are known as "planners” or TDA's({ Tactical
Decision Aids ).

iv) Sensor Management - both the Situation Assessment and
TOA modules will require feedback 1 the sensors 1 dictate
their optimal operation in the combat environment. Modem
sonsors have multi-mode capabilities, the use of which is
dependent on the current tactical situation. Control of
search volumes, search times, mode of operation, and cue-
ing of sensors 1o illuminawe a target, either concurrently, or
sequentially, ic a complex task in a modem environment.
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research of Al in mission systems. it has concentrated its
efforts on Tactical Decision Aids through the development and
. The first of these prototypes,

|
;
;

KATS, has airoady been reported in a previous AGARD
forum(1]. it is a knowledge based sysem written in POP-11,
designed 1o provide tactical recommendations in a one vs. mul-
tiple air-to-air BVR(Beyond Visual Range) combat scenario.
The system is interfaced 1 a conventional simulator, which pro-
vides a mode! of enemy aircraft capable of performing aggres-
sive tactics on a single aircraft controlled from the knowledge
based system.

The second prototype, TACAID, is describad in this document.
its major aim was o evaluate the synergistic coupling that
could be achieved between Al modules and the conventional

modules already under development by the Systems Engineer-
ing R&D Dept. at Warton. The system was developed using the
ool MUSE]2], a general purpose software environment for Al

development. The i part of this document is

inogratable with a conventional , and possessing all
the generic features of an Al language 10 allow rapid prototyp-
ing. A survey of curently svaiable ols led us to MUSE[2).
sofware environment

created dynamically, related 1o other objects, loaded into any
specified database, and manipulated in a procedural framework
of lists, mathematical operations and control loops.

The knowledge source objects can manipulate the knowledge in
the databases either procedurally via Poptak code, or declara-
ively, by use of Forward Production Rules or Backward Chain-
ing Rules. Their execution sequence is determined by an
Agenda object which holds a prioritised st of knowledge
sources awaiting execution, further objects can be added 1 the

21

since the controling mechanism is hidden from the program-
mer, they should be
opposed 10 a line of code.

The Backward chaining mechanism allows the programmer to
implement an inference network of goal states that are depen-

knowledge source can call on the backward chaining system to
test the logical state of one of these goals by performing a
depth first search of the goal tree. The programmer is free from
worry about the impiementation of this controlling mechanism.

o run embedded within a conventional system, and a rudimen-

tary C interface, it meets most of our requirements. Despite its

wealith of features we have had 0 perform various enhance-

ments o the tool to fuly meet our requirements. We have

enhanced the Muse tool 1o give it full compatibility with the C

language; object instance pointers can be passed

C 1 allow siot updates from C and Poptalk

code can be executed from C. We have also given the tool
enhanced graphics capability for demonstration purposes.

E

Agorithmic work on attack planning has been camied out
independently from the TACAID programme. Given an an air-
to-air BVR scenario, 1 vs many, referred 10 as the a scene, the
algorithms perform a reduced and prioritised sub-set known as
the f§ scene, which are deemed to represent the greatest threat
o the friendly fighter. This selection is based on numerical data
such as range rate, velocity and height, and therefore is better

It is recognised that some of these tasks be better suited
© an Al approach and our ts & comprom-
ise between, integrating conventional wchniques into
he cockpit at an earlier date than embedded Al, and actively

pursuing Al research. TACAID's aim was to piace a
houristic architecture above these algorithms 1o control

when options should be generated, 10 select the options

£
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g
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database © hold an intemal representation
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instances, and a special instance for own aircraft that i
coptually executing TACAID in the air. The state parameters
these objects are generated by & conventional simulator, and
nce between the existence of

there is a one to one comesponde
D database and those generated by the

an object in the TACAI
simulator. These objects hold data that specify the state of the
object(eg. velocity, threat data, missie statusetc.), and func-

|

real
tions that act on this data(eg. missile firing,
manoeuvres, state update elc. ).

The tactical database utilises the hypothesis that the state
space can be quantised into a finite, and manageable, set of

st of plan templates are defined to cover this stale space. A
set of pre-conditions associated with each plan

part of the stute space applies to this particular plan, and a
of triggers dictate when the aircraft state is no longer valid for
the plan.

Within each plan the state space is quantised further to aliow a
decomposition of the plan, or objective. This is achieved by a
set of steps which must be completed in sequence to realise
the objective. Steps, themselves, are represented as objects

g
%
|

steps.

declarative backward chaining network as a series of goals.
Each goal can be thought of as one of the quantised states of
the world. The backward chaining mechanism of MUSE will
evaluate the logical state of this goal, on request.

There are four main reasoning modules within TACAID. An
information_manager; which controls the flow of data between
the conventional simulator and TACAID, and updates, creates
or destroys the objects in the TACAID blackboard database as
necessary. Any recommendations for own aircraft, derived from
TACAID's reasoning logic, are communicated 1o the simulation.
The information manager also invokes a set of forward produc-
tion rule-sots that perform some preliminary quantisation of the
stale space.

There is an Analyser which performs inital grouping of targets
into specific formations. This reasoning module can be thought
of as performing situation assessment tasks.

There is a Monitor reasoning object which searches the stato
space for world states that are of interest to the cument plan.
i © evaluating the triggers that are associated
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Missile) site zones. It should be noted that these graphics
were developed by the Systems Engineering R&D group at
Warton as part of their MMA programme.

On the top left is a mouse activated control panel which allows
partial control of the TACAID process. This panel also serves
as a display for significant state parameters of own aircraft and
the world.

Finally, on the lower left is the Poptalk interaction window, to
which, run-ime messages are scrolled. The user can tem-
porarily halt the execution of the process from this window and
interrogate the blackboard database, change object slots, or re-
direct the planning process as he sees fit

in this particular example, TACAID is performing aggressive
manoeuwring on the escorted attack raid. These manoeuvres
are generated by the algorithmic modules as described in sec-
ton 5. The TACAID logic searches through the options data-
the tactical situation. At the same time TACAID monitors the
state space to ensure that aggression is the required response.
The option selected is displayed on the graphics display along
with the optimised firing points against the enemy targets.
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dealing with uncertainty or performing predictive behaviour. Nor
can it co-ordinate its aclivity with other friendly aircraft in
combat scene. These problems may well prove 1 be 100 com-
plex and demanding for sequential computing techniques and
the present TACAID architecture. In anticipation of these prob-
lems, the Software Technology Dept. at Warton has entered
inb an academic and industrial collaboration to develop a
methodology for distributed Al architectures{5]. Although the
aims of this project are non-mikitary, its resuits will be of great
benefit to our MMA programme.

1. Keamey, P.J., "The Representation of Tactical Knowledge™ AGARD CP 440, October 1988, paper 31
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. Englemore, R., Morgan, T., "Blackboard Systems” Addison & Wesley, 1988
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J._ _Summary

This paper discusses t CounterMeasure
Association Technique [CMAT) system devel-
oped for the Air Force®, which is used to
automatically recommend countermeasure and
maneuver response to a pilot while he is
under missile attack. The overall system
is discussed, as well as several key tech-
nical components. These components include
use of fuzzy sets to specify data uncer-
tainty, use of mimic netsf to train the  «
CMAT algorithm to make the same resource
optimization tradeoffs as made in a data-
base of library of training scenarios, and
use of several data compression techniques
to store the countermeasure effectiveness

database. &_

2. _Introduction

With the growing sophistication of avionics
and antiaircraft systems, the workload and
complexity of tasks a pilot is required to
perform has increased to the point that
aids are needed to satisfy military air-
craft survival and kill goals. It is wide-
ly recognized that automated assistance is
required to achieve the timely awareness
that permits the proper survival or offen-
sive reaction to threat systems, particu-
larly in situations where hostile systems
have numerical superiority. It is also
necessary that these automations accommo-
date sensor errors and intelligence uncer-
tainty, including the tactic of WArtime
Reserve Mode (WARM) threats whose charac-
teristics may differ from those of cata-
loged peacetime modes.

1. This work was performed under contract
F33657-89-C-2175, Wright Patterson Air
Force Base (ASD/XRS).

2. “Mimic Nets”, Glenn Johnson, Mission
Research Corporation, Feb 1991,
Submitted for publication.

This paper introduces the CounterMeasure
Association Technique (CMAT) that provides
automated threat response recommendation
well suited to handle incomplete and cor-
rupt threat identifications. By monitoring
the processed intercepts and detections
from the avionics, countermeasure reactions
are selected and scheduled. By considering
all potential threat systems represented by
signal intercepts, and determining whether
an antiaircraft missile is on the way, the
CMAT procedure selects a response to maxi-
mize survival prospects considering this
and possible future threats to ownship,
mission constraints, and aircraft status.
Countermeasure selection maximizes the
estimated frequency of survival without re-
quiring a threat identification. The
entire database of likely threat systems is
considered in the reaction selection.

This paper presents an overview of the CMAT
algorithm, the system architecture, as well
as several useful artificial intelligence
techniques used to manage data uncertainty,
to solve and efficlently retrieve required
data, and to achieve automated learning of
mission resource optimization.

In section 3 we discuss the important is-
sues which influenced our system design.

In section 4 we provide a brief description
of the four system modules: the sensor post
processor, the chalkboard memory manager,
the CMAT survivability estimation module,
and the resource optimization module. We
also discuss the database requirements and
show several interfaces that have been de-
veloped to enable data entry intoc the de-
veloped system. 1In section 5 we discuss
the natural language interface and
underlying fuzzy set data representation
used to specify and manage data uncertain-
ty. Several examples are included which
show how we perform fuzzy data fusion of
datasets stored in chalkboard memory. In
section 6 we discuss two methods used to




achieve data compression of the countermea-
sure effectiveness information databases
required by the system. 1In section 7 we
discuss the mimic net technique as applied
to the problem of training our system to
learn the proper optimization of counter-
measure and maneuver response selection ac-
cording to training libraries.

3., System Design Issues

We identified eight critical issues in the
design of a countermeasure recommendation
and threat identification pilot-aiding au-
tomation. The eight issues are: adaptabil-
ity, uncertainty handling, data compres-
sion, clear user interfaces, data buffer-
ing, efficient search of data structures,
chalkboard memory architecture, and pro-
cessing speed.

1. Since tactics and deployments can
change rapidly, the system design should
rapidly accommodate change in the database.
Threat descriptions, effectiveness data,
sensor capabilities, threat densities, and
mission objectives change on a regular
basis. (For example, the intelligence com-
munity will obtain new information, threat
system capabilities will be upgraded thus
nullifying effectiveness tables, defensive
and offensive strategies will be modified,
and the theater of operations may change.)
These changes should not require recoding
of the system software. A system with pro-
longed utility must accommodate an environ-
ment of constantly changing information.

2. The system should accommodate data un-
certainty. In radar dense environments,
pulse collisions and processor loading make
the extraction of clean threat signatures,
(for example, Radar Frequency (RF), Pulse
Width (PW), Pulse Repetition Frequency
(PRF), and Group Repetition Interval (GRI))
difficult, Incorrect and incomplete data
may be the only information initially
available for threat reaction. Future
systems may also automatically allocate and
direct the aircraft sensor suite to improve
the data detected in the initial inter-
cepts. The threat reaction system must be
capable of effectively dealing with this
uncertain and incomplete data, and of in-
corporating improved data as it subsequent-
ly becomes available.

3. The system should use data compression
techniques. The importance of this issue
becomes evident when one considers the

quantities of data that are needed by the
system, For example, threat response ef-
fectiveness depencs on the threat, counter-
measure, maneuver, time-to-go, launch
range, azimuth, elevation, aircraft
velocity, and alrcraft signature. Using
even a modest sampling of the variables
listed above results in greater than ten
billion data samples needing more than 80
Gigabytes of storage (at 8 bit precision).
When compounded by the other memory re-
quirements (inner and outer launch enve-
lopes, threat signatures, uncertainty pro-
files, danger maps, mission objective ta-
bles), it is evident the size of the data-
base would be enormous without use of data
compression.

4. The system should have a user friendly
database interface. A graphical data dis-
play presents the database in a simple for-
mat, which can be easily edited by users
without the need for specialized training.
For example, to present effectiveness data,
uncertainty profiles, launch envelopes, or
danger maps, editable contours are used
rather than editakle table displays.

5. The system requires a buffer manager
to manage received datasets. This is nec~
essary to permit the threat response system
and tl.e sensor systems to operate at dif-
ferent data rates. The buffer performs
dataset memory management tasks which in-~
clude making data fusion decisions as data-
sets arrive.

6. All memory management functions used
by the buffer manager and by the internal
system need to use efficient search strate-
gies for processing datasets in memory.
This is an important issue due to the po-
tentially thousands of datasets that may be
simultaneously active in memory. It is a
problem compounded by the high number of
features included in a dataset, which gen-
erally also include bounds for measurement
uncertainty.

7. A chalkboard memory should be used to
store the data sets and other information
required by the system. By using a chalk-
board, the system can economize on data
storage and processing. Different modules
can share interim calculations and results
as they collectively process their automa-
tion tasks.

8. The system must be capable of running
in real time in practical architectures.



Parallel architectures permit system growth
without increases in processing time,

4. The CMAT System Design

A data driven approach is used to make the
CMAT system adaptable to different situa-
tions. Data compression and fusion
techniques are used to manage the large
amount of expected measurement data. The
CMAT system uses quantitative discrimina-
tion to associate measured data with stored
data, but represents this data in terms of
fuzzy sets to manage data uncertainty.
Finally, the system uses an automated
learning technique, the mimic net, to
provide recommendation of optimal threat
response.

The CMAT system concentrates on achieving
three functions:

a. quality assessment, fusion, and pro-

cessing of the sensor data available

on tactical aircraft,

recognition and priority assignment

to threat situations requiring

response.

c. recommendation of viable defensive
reaction given the threat situation.

o

The major functional components of the CMAT
procedure are explained in the subsections
below and illustrated in Figure 1.

11 Sensor Post

Processor
2
[

[ 2
Chalkboard STM
Response Option
Generstor

‘ Response Selection

Figure 1. Systea Bloock Diagraa.

4.1 __ Sensor Post Processor

The sensor post processor stores, fuses,
and sorts measurement datasets collected by
onboard sensor systems. The datasets are
grouped into two types: radar signature
data or missile kinematic data. Each
dataset consists of measured feature values
and their associated measurement variances.

Typically, there will be few, if any, mis-
sile datasets, corresponding to few
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missiles in flight in the battle area. 1In
contrast, there could be thousands of radar
signature datasets, corresponding to all
active fire control radars as well as spoof
emitters, acquisition and tracking radars,
and search radars. The radar signature
datasets enable threat jdentification and
permit appropriate threat response strate-
gy. However, the radar signature datasets
must also be associated with the missile
datasets. This is especially difficult
when angular resolution is low and there
are great numbers of distinguishable radar
datasets. The system uses two data buff-
ers, one for each dataset type.

The two buffers are structured as 2D binary
trees indexed on azimuth angle of arrival
which include upper and lower measurement
uncertainty bounds. The benefit of the
data organization as a binary tree storage
lies in the use of binary search strategies
to efficiently locate and sort datasets
into ‘bins’. Efficient data structures are
a consideration since thousands of datasets
can be simultaneously active,

As new datasets are added to the buffers, a
Mahalanobis distance measure is calculated
between each new dataset and the datasets
already contained in the corresponding
buffer. The distance measure is developed
from estimated measurement variances. The
data is fused to minimize the expected
variance of the combination. The variance
estimates are derived using sensor resolu-
tion and estimated signal-to-interference
ratios in information theoretic expressions
for the particular discrimination proce-
dure. These variances are corrected for
each estimated sensor loading corruption
error, eq (1). Datasets judged to be sim-

(An)(Load)
0" (1
ck'Slﬁ
where

A® = sensor Resolution

Load = function of sensor loading
in pulses per second

Ck = constant term on order 1-10

SIR = Signal-to-Interference-Ratio

ilar are fused into a single dataset. This
not only improves the quality of the
measurements, but helps reduce the number
of datasets to be stored. If a dataset is
not sufficiently similarto an existing
dataset, a hiew one is created in the appro-
priate buffer.



4.2 Chalkboard Memory

The purpose of the chalkboard memory module
is to periodically download data from the
sensor postprocessor and convert it to a
format recognized by the rest of the sys-
tem. The significant feature of the chalk-
board memory manager is that it centralizes
data storage and allows all system modules
to retrieve and update data. This archi-
tecture not only provides for efficient
storage of all measurement data in one
place, but is also flexible to permit fu-
ture modules to be integrated with minimal
interface difficulty. The three primary
functions of the chalkboard memory module
are: data formatting, data fusion, and
memory management.

Managing data uncertainty is a required
attribute of the system. To achieve this,
the data from the missile and radar signa-
ture dataset buffers is formatted to be
compatible with fuzzy set based uncertainty
management algorithms, The datasets are
converted to a fuzzy set representation, as
shown in Figure 2. The measured feature
value converts to the center point while
the feature measurement variance converts
to a fuzzy set width.

X=10+2GHz

l
100 120
X (GHz)

Pigure 2. Coaverting a Measuremasnt
to a Pussy Set.

Two Chalkboard Short Term Memory banks
(CSTM), one for missile data and one for
signature data, are used. After download-
ing and formatting the datasets from the
sensor post processor data buffers, the
chalkboard memory module integrates the
newly formatted datasets with those already
in the CSTM. This is accomplished by com-
paring each newly formatted dataset to each
existing dataset in the CST: using a dis-

tance measure. This measure includes a
fuzzy set proximity test to compare fuzzy
features (2) and a Scalar proximity measure
to test Scalar features (3). Datasets that
pass the distance measure criteria are de-
clared distinct datasets. The criteria are:

FP{Sx,Si,bn) > Threshold for all b, (2)
SP(Sk,S1,Vn) > Threshold for all U, (3)

where

FP(S;, S| ,b..)--ox.,lin(O(S;, bn),0(5| ,bn)))
SP(Sy, 5, Ug)= L CU(SRYn) = U(S1,00) |

02(Sy,U,) + 62(S,V,)
Sy = kth signature dataset
S; = ith signature dataset from CSTM
ba = nth fuzzy feature
U, = nth scalar feature
V = measured value for scalar feature
O = measured variance for scalar feature
FP = fuzzy proximity measure
SP = scalar proximity measure
0(Sx,bo) = fuzzy membership for nth feature
of kth observed signature dataset

Scalar data are fused to minimize measure-
ment variance. Fuzzy sets are fused using
the fuzzy fusion algorithm discussed in
section 5. After each newly formatted
dataset has been processed the buffers are
cleared to make way for new sensor data.

As newly formatted datasets are fused with
datasets already in the CSTM, a reinforce-
ment coefficient associated with the fused
dataset is increased. Conversely, the
coefficients associated with datasets that
did not get fused are decreased. Thus
greater emphasis is given to datasets that
are seen repeatedly in successive update
intervals. If a particular dataset's coef-
ficient drops below a threshold, the data-
set is deleted from memory, reflecting that
the particular measurement is no longer
confirmed by the sensor systems. The CSTM
have exponential reinforcement and forget-
ting laws, The CSTM also stores data from
the response option generator and threat
assessment and prioritization modules about
threat classification for use by the rest
of the system.

4.3 Strategy Genarator

The strategy generator procedure generates
a ranked list of appropriate response op-
tions using the data in short-term memory.




In the CMAT procedure, three steps deter-
mine the effectiveness of the threat re-
sponse options, Figure 3. 1In the first
step, the signature datasets corresponding
to each detected threat are processed
through a layer of threat neurons. Each
threat neuron calculates a measure of simi-
larity between the observed threat and a
threat cataloged in the threat database.

In the second step, these similarity mea-
surements are modified based on the threat
density probabilities specified in the
threat map. 1In the final step the similar-
ity data is processed through a layer of
countermeasure neurons. Each countermea-
sure {CM) neuron evaluates the effective-
ness of a particular response option based
on similarity information, engagement
geometry, and the countermeasure effective-
ness data stored in another database.

$k Signature Dataset
AN

Threat Neurons
d
Proximity Neurons

——4. 3

Response Neurons

Po(Rj ) Sx) Survivability Estimates

Tigure 3. Response Evaluation

The similarity calculation is shown in
Figure 4. The diagram illustrates how the
system processes 'ncertainty information.

sig. (l!atuet ith Kl;own Threat

= R
)

v Similarity Measure

Figuze 4. Threat Neuroas

A fuzzy pair is formed for each feature
consisting of: a) the feature membership
function of the observed threat, and b) the

feature membership function of the cata-
loged threat. For every such pair, the
fuzzy set intersection is computed. This
value is then tuned according to a database
confidence factor and weighted by the rela-
tive importance of the particular feature.
These values are summed together to form
one value, the similarity of the observed
threat to the particular known threat (4).

R{S:,T)) = (4)
2 Qa2 QF (maxp,min(0(Sy,ba) ,K(Tiy,bn))))
a n

where

F{x) = confidence tuning function

=a+ (b+cex)!
On =
0. =

ZOn -1, ZOI |

emphasis weight for feature n
emphasis weight for threat mode m

The strategy generator procedure makes
reasonable countermeasure recommendations
in the case of incomplete or missing data.
For instance, consider a detected threat
which is operating in a mode entirely
different from those cataloged in the
threat database. This situation could re-
sult in a measured feature value that has
no overlap with the fuzzy set descriptions
of the corresponding feature of the threats
in the database, Figure S. To mitigate
this problem, the fuzzy set corresponding
to the particular observed feature is
iteratively broadened using a feature re~
laxation procedure until some minimum over-
lap is achieved. The similarity measure
for that feature is then recalculated and a
response recommendation is made based on
this new calculation. This approach makes
a recommendation based on a closest match
between observed threat and known threats.

Each feature's fuzzy set |s widened untlil|
a ainiaumn overlap criteria Is reached

observed threatl

threat!
threot

threat2

conpatibility

base variable (})

Figure 3. Feature Relaxzation.




The threat neuron procedure has several key
features:

a) It simultaneously accommodates sensor
measurement uncertainty and database
threat description uncertainty via
the use of fuzzy sets.

b) It uses a selectable weight to
reflect variation in a feature's
relative discrimination importance.

¢c) It uses a parallel architecture which

allows for efficient processing of
the fuzzy pair data.

It uses piecewise analytic functions

for membership function representa-

tion which allows for fast closed
form analytic solutions to the fuzzy
intersection.

e) It is data driven.

d

-

In the second step of the strategy genera-
tion procedure, the similarity measurements
from the threat neurons are passed through
a layer of proximity neurons. Here, data
from the threat map is used. This map is
constructed using intelligence information
and premission briefing data that specify
the probable number and locations of each
of the cataloged known threats. Each simi-
larity measure is completed by multiplying
it with a proportional function of the
threat probability estimate. The resulting
similarity measure represents the proximity
of the observed dataset to the known
threats in the database with adjustments
for data uncertainty and expected threat
density probabilities.

Figure 6 shows the final step in which the
similarity measures are passed through a
response neuron layer, The survivability
estimate is calculated by considering the
assessment of the detected threat being
each of the known threats in the database.
The countermeasure effectiveness is derived
for the engagement geometry and kinematic
parameters of the engagement. This algo-
rithm has the benefit that its operation
does not depend on whether dissimilar
signature datasets were fused together in
chalkboard memory. This is because the
threat response algorithm always considers
the likelihood that the detected threat is
each known threat when calculating surviv-
ability.

The survivability calculation can take ad-
vantage of parallel computing architectures
so that processing speed is independent of
the number of response options. The proce-

dure uses a data driven approach. Changes
in the effectiveness database are made
without requiring changes to the response
neur>n algorithm,

SIMILARITY MEASURES
d(Sk,T1) d(Sk,T2) d(Sk,Tn)

P(leTn,r,az,el,‘t)

SURVIVABILITY
2]  for response option Ri
P(R)) = survivabllity of jth CM response
t = time-to-go r = +/- launch range
az = +/- azimuth Tn = nth Threat

el = +/- elevation

Figure 6. Response Neurons

4.4 _Reaction Selection

The list of generated reaction strategies,
ranked by estimated effectiveness, is
processed by the Reaction Selection module.
This module makes the high level, tactical
tradeoffs necessary for final strategy
selection. Here, the CMAT system considers
complex tradeoffs (mission, tactics, esti-
mated effectiveness, and alrcraft status),
by directly mimicking off-line databases of
expert knowledge. A library of expert
knowledge supports this function. The
mimic net technology used for this applica-
tion is discussed in section 7.

4.2 Databases

Integral to the CMAT threat response recom-
mendation system are the databases contain-
ing the descriptions of the known threat
systems. The first such database contains
all features described in terms of fuzzy
sets, for example, radar frequency, pulse
repetition frequency, and pulse width. A
second contains descriptions of the threat
inner and outer launch envelopes. The
launch envelopes describe the aerodynamic
performance of the antiaircraft missile.

4.6 Database Interface

Database interfaces are used to allow the
user to quickly review the database entries
as well as to readily change or add data.
These user-friendly interfaces are
necessary considering the amount of data




required by the CMAT system. The data is
an integral part of the system, and only
incremental changes need to be made on a
reqular basis, That is, there is no need
for routine, voluminous data entry.

Three interfaces are shown in Figure 7.

The first of these interfaces is used to
enter the fuzzy feature descriptions of the
known threat systems. This tool allows an
analyst to express fuzzy threat feature
values for each known threat system in each
known operating mode using simple English
sentences. A natural language translator
maps these sentences into plecewise contin-
uous analytic functions to mathematically

Threet Feature Compatibility Function

Threat Bescription: 10: threat?
THREAT: THREATY
MOBE: AQUISITION
U e T
0.8 r— B REVERY
0.6 —
0.4 —
n 4] Thmt (¢
0.2 /, \ l 1 { GE™ )
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rader_frequency
[_Enter new festure description |

TERENT: THRERT2
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represent the uncertainty conveyed by the
original sentence. The user tunes the
graphical descriptions of threat features
using the interface to his satisfaction.

The second interface is used to enter data
describing threat launch envelopes.
Contours representing two dimensional slic-
es of a three dimensional launch envelope
contour are drawn on the screen with a
mouse. Models of the user input data are
saved rather than the user's original data
points, resulting in a significant savings
in storage requirements.

Similarly, the third interface shown is
used to enter the effectiveness profiles
for all available countermeasures against
all known threat systems.

S, Linguistic Varjables and Fuzzy Sets

Fuzzy sets are used to characterize data
uncertainty in the CMAT database. For
example, threat feature information (PRF,
PW, GRI, RF, Infrared (IR) Color Ratios)
are characterized using fuzzy sets. The
natural language interface used to specify
the fuzzy membership functions is based on
the use of linguistic variables as de-
scribed below.

Linguistic variables are used to efficient-~
ly specify data uncertainty and provide
clear interfaces with a numerical database.
They differ from traditional variables in
that their values can be represented by
sentences in addition to numbers. Figure 8
shows a comparison of a set of numerical
and verbal linguistic values. Use of
English phrases to express the value of a
variable provides interesting opportunities
for characterizing data in a way strictly
limited by numerical methods. For in-
stance, linguistic variables effectively
describe qualitative attributes or behav-

ior. These qualitative descriptions pro-

NUMERICAL LINGUISTIC

1.0 "Exactiy 1.0"

(0.6, 3.2) *Probabiy 3.2"

(.99, 3.2) "Very Likely 3.2"

3.11159 3.14159

45 years *Niddle-aged”

250 Ibs "Heavy weight*

14 GHz RF “Rpproximately 14 GHz RF"

1 ®#9 Pulse Uidth|"High Pulse Hidth"

¥igure 7. Database Iatezface.

Figuzre §. BEBxamples of Wumeriocal and
Liaguistia Variables.



vide an effective method for specifying
data uncertainty. Graphical feedback rap-
idly trains the user in the use of linguis-
tic modifiers.

Linguistic variables are useful because
they simplify specification of complicated
data sets. It is not necessary to under-
stand rigorous implementation details or
detailed equations in order to enter data.
The linguistic values are checked for
proper grammar then automatically translat-
ed into piecewise analytic functions
characterizing the fuzzy set membership.

Figure 9 shows a representation of the lin-
guistic value ‘Near 8 GHz RF.’ The value,
‘Near 8 GHz RF’ 1s represented graphically
by a compatibility function. The compati-
bility function (sometimes referred to as a
membership function) describes the degree
of compatibility each value of the base
variable, radar frequency, has with the

ty

LALER SR A |

Compatibili

o

a1 11

8
RF (GHz)

Figure 9. The Fuxzzy Compatibilicy
For “Near 8 GHx Radar Frequency”.
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linguistic value, "Near 8 GHz." As
expected, compatibility decreases when the
base variable is increased beyond 8 GHz or
decreased less than 8 GHz.

Suppose a threat is detected with a RF of 2
GHz. Based on this single threat feature
measurement, when comparing the observed
threat's RF with a threat whose RF is rep-
resented by "Near 8 GHz", it would be con-

cluded that no compatibility exists between
the two descriptions. Conversely, if the
detected RF was equal to 7.7 GHz, it would
be concluded that there is a high compati-
bility between the two descriptions.

Precise rules exist which define how lin~
guistic values are formulated and how these
formulations are interpreted. Therefore,
although linquistic variables can be used
to describe qualitative attributes, their
exists an exact mathematical formulation
which echoes the precise meaning assigned
to each linguistic value. During program
execution the value of each linguistic
variable is translated intoc a fuzzy set de-
scription. These fuzzy sets are described
by precise, plecewise continuous analytic
functions.

All linguistic variables consist of five
basic components: primary terms, connec-
tives, negation, units, and feature name.
Words like ‘high’, ‘low’, and ‘moderate’
are defined as primary terms. Each primary
term is like an additional vocabulary word.
The more words their are, the easier it is
to describe the concept being presented.
Generally, three to five different primary
terms have been implemented for each threat
feature in the CMAT database. In addition,
any real number can be used as a primary
term. Table 1 shows the vocabulary of lin-
guistic terms currently available in the
CMAT natural language interface.

To simplify the specification of a primary
term generic functions are used. Figure 10
shows three standard functions currently
available in the database. Use of these
generic functions provide several advantag-
es to program operation:

ond real number )

connect ives { and, or }
negat ion { not }
hedges { extremely, very, near, approximately, more or less,

greater, less, higher, lower, longer, shorter, larger,
saaller, wider, narrower, than, much, increase, decrease )
primary teras ( high, low, smali, large, wide, narros, long, short,
moderate, siddie, CM, seeker, long track, short track,
ground-based, airborne, close to ground, close to sky,

unit scales {nitit, Centi, Kilo, Mega, Giga }
units { frequency, tise, size, ratlos }

Table 1.

Linguistic modifiers aurreatly implemanted in the

CMAT sstural laanguage interface database.
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Figure 10. Primary terms used for construction of the
piecewise analytic meambership functions.

1. Analytic functions (instead of data
samples) are used to represent data. Thus,
accuracy and quick speeds associated with
analytic computation methods are utilized
when computing with linguistic values.

2. When primary terms are described by co-
efficients corresponding to standard ana-
lytic functions, linguistic modifiers can
be applied by simple modification of these
coefficients, As a result, the language
interpreter is very fast.

When radar signature datasets are fused in
the chalkboard memory it is necessary to
fuse two fuzzy sets together. This fusion
needs to have the property that as repeated
sightings of a similar feature value are
made, this value becomes more and more pro-
nounced in the fused fuzzy set. It is also
desirable to maintain the fused fuzzy set
as a plecewise analytic function. This re-
quirement is imposed to ensure the result-
ing fuzzy set can be processed rapidly
using closed form arithmetic when the cal-
culation of equations (2) and (4) are per-
formed by the CMAT system.

S.1__Fusion of Fuzzy Data

To satisfy these two constraints we use an
algorithm which decays the existing fuzzy
set in chalkboard memory by a time constant
every update period. As a new measurement

is fused with the existing dataset we scale
the height of the new measurement (between
0 and 1) to a level incrementally above the
height of the existing fuzzy set. To mini-
mize distortion effects, we select the min-
imum required scale factor to push the new
aataset up in order to achieve visible
growth of the function in the fused result.
Once the desired scale factor has been cal-
culated, the new dataset is fused by use of
logical ‘or’ operator applied to the two
datasets. TFigure 11 shows an example of
the fusion algorithm applied to a set of 10
consecutive fuzzy feature measurements.

10 measureaents recelved at

consecut lve update Intervals

converted Into a fuzzy set.
>q
-

9
3 \ 10

* Fused result *

Compatibliity Compatiblii
X

Figure il. Fuzsy data fusion
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£.0  Database Compression Techpnigues

The CMAT database uses several data com-
pression schemes in order to minimize data
storage requirements by the system. Two of
these compression algorithms are discussed
below.

6.1  cChebyshev Function Fits

One recent technical advancement enabling
the compression of large tables of refer-
ence data for use in an automated system is
Chebyshev functional expansion of multidi-
mensional tables. This methodology simul-
taneously achieves three goals: large
tables or figures of data are compressed
into a limited number of expansion coeffi-
cients, the fit process is a well condi-
tioned, efficient numerical procedure per-
mitting an interactive graphical interface,
and the average value of the function, nec-
essary to assessing the mean value of the
data over uncertainty regions, is nearly as
readily evaluated as the function itself.

This technique is used in CMAT to encode
countermeasure and maneuver effectiveness
data, threat launch envelopes, and the air-
craft signature for use in the situation
awareness and response strategy system.

The Chebyshev polynomial fit is closer in
method to discrete Fourier expansions than
to Least Squared (LS) error polynomial
fits, although the fit is in terms of poly-
nomials. Instead of minimizing the fit
error at each of the input data points,
this method uses a local polynomial fit to
evaluate the interpolated function at pre-
selected points, and then passes a polyno-
mial curve through those points.

The advantages of this approach are:

a) Reduced operation count:
NM(logz(N)+loq2(M)) versus (NM)3

in two dimensions
b) Fit is well-behaved numerically ver-
sus ill-conditlioned matrix inversion.
c) Approximate min-max rather than LS
fit criterion.

The purposeful selection of a fit criterion
provides for an efficient evaluation of
Chebyshev polynomial expansion coeffi-~
clents. The Chebyshev polynomial expansion
coefficients, ck, are defined by:

N
f(x) = E: ek Tk-1(x) - ey

k=1
The choice of expansion and the discrete
orthogonality of the Chebyshev polynomials
providecs a simple inversion formula for the
expansion coefficients:

N
cj = ﬁz f(xp)cos(m(j-n)(k - $)/N)

k=1
with

x, = cos{T tk-})/N)

Thus, the evaluation of the coefficients
requires an orthogonal, cosine transform of
function values at selected points. This
evaluation is performed efficiently using
Fast Fourier Transform (FFT) methods.
Defining the N point FFT of the function
data:

N/2
Fy= O (Flxgp-1)+i Flxy)) 2™ U1 -1/

k=1

and phasor arrays:

yy=Lemits-tivan, 2. Lesmugy-ty/an
N N

The coefficients are:
cj= Re(U[(F +Fyea-j )-i2](F)~Fpozj ))

From the Chebyshev polynomial expansion of
a function, a Chebyshev polynomial expan-
sion for the integral of the function is
readily derived in terms of these same co-
efficients, Thus, averages of the fit
function are evaluated as efficiently as
the function itself.

In CMAT, the concern is to maximize the
survival chances of ownship, the probabili-
ties of survival in the range 0.5-1 are of
more concern than small probabilities.

Data fitting errors lead to estimated ef-
fectiveness values greater than one or less
than zero. Both concerns are mitigated by
performing the curve fit to a function of
the actual effectiveness. The desired
function has a conveniently calculated
inverse function, forces the fit fidelity
to be best at higher effectiveness values,
and limits the effectiveness tao less than
unity. All these desirable features are




achieved by the choice:

f{x) = 1 - (1-P(x))*

where a is set to between { and § which is
the best compromise value between fidelity
and integration convenience., The model
curve fit is made to this function, rather
than to the actual effectiveness values,
P(x}). If any calculated value for f({x) is
less than zero, it is truncated to zero
with no significant loss of fidelity since
effectiveness values near zero are of no
interest.

6.2 _ Effectiveness Data Compression

Efficient compression schemes alone are not
sufficient to store the countermeasure and
maneuver effectiveness data which is a
function of four principal variables:
launch range, azimuth, elevation, and de-
ployment time with respect to the time to
impact of the missile. 1In addition, there
is dependence on the speed of the aircraft,
and on the speed of the airborne intercep-
tor in air-to-air engagements. A further
data compression scheme is used to store
the effectiveness data which is a functior
of at least four variables.

This dilemma is solved by using a fit which
is a function of only two principal vari-
ables, launch azimuth and elevation. The
dependence on the remaining two kinematic
variables, launch range and missile time~
to-go, is attained by applying corrections
justified by physical arguments.

The simplified CMAT model for countermea-
sure effectiveness' dependence on all four
kinematic variables first breaks down into
twe independent models, countermeasure ef-
fectiveness and location of ownship within
the threat launch envelope. The reaction
is effective if either the self-protect
countermeasure succeeds, or if ownship
escapes the kinematic capabilities, the
launch envelope, of the missile. 1In the
CMAT model, effectiveness adjustments for
range and time-to-go are applied to the
curve-fit effectiveness data. No adjust-
ments are made at the optimal countermea-
sure deployment timing, nor at the center
of the launch envelope range. The curve-
fit, tabulated effectiveness values are the
countermeasure effectiveness for midrange
in the threat launch envelope, and with the
countermeasure deployed with the most ef-
fective timing.

Three individual effects are accounted for

by the time-to-go, %, effectiveness

adjustment. First, if the countermeasure
is deployed ‘too late’, it cannot affect
the missile and therefore cannot be
effective. The time scale for ‘too late’
is determined by the aerodynamic and
control response time constant for the mis-~
sile, T, If time-to-go is less than this

time constant, the effectiveness of the
countermeasure is diminished. The time-to-
go must also be adjusted for the counter-
measure device bloom delay, t3. This bloom
delay is the time that elapses between de-
ployment and the onset of countermeasure

effectiveness. If T < Ty the effective-

ness vanishes.

The second effect is the duration of the
countermeasure effectiveness. If a coun-
termeasure ls effective for only a limited

period of time, T,, the effectiveness of

dl
the countermeasure is reduced when it is
deployed too soon. This period that the
countermeasure is deceptive can be infi-
nitely long, but typically is limited ei~
ther by the properties of the device (e.g.
it burns out, or decelerates) or the char-
acteristics of the threat (for example, a
transition period is expended before the
transition to home-on-jam operation, or the
discrimination of countermeasure from tar-
get). Thus, the time scale that determines
‘too early’ for the countermeasure deploy-

ment is fixed by this deception time, Ty

Another effect related to the duration of
countermeasure effectiveness is the period,
Teov? that ownship dwells within the missile

seeker Field-Of-view (FOV) after the seeker
has been deceived by a false target. As
long as the target dwells within the seeker
FOV, the seeker can recover ownship, par-
ticularly if the seeker can determine that
it has been deceived by a countermeasure or
the countermeasure loses its effectiveness.
For example flares burn ocut, and chaff
decelerates to near the ambient clutter
Doppler. The time period that ownship
dwells within a deceived seeker's FOV can
be estimated from the engagement parame-
ters.

2. _Mimic Nets

The CMAT system uses a mimic net to auto-
matically capture knowledge from training
sessions using actual electronic combat
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scenarios and considered, expert selections
of reaction strategy. The trained net re-
produces and generalizes from the training
in ways that are tailored by secondary
considerations. ‘Maximally intuitive’,
‘single cost emphasis’, and ‘maximal
extrapolation’ are three presently employed
generalization techniques. For example,
maximal extrapolation requires maximizing
the normalized separations of correct
options from rejected options.

The ability to capture and reasonably gen-
eralize knowledge is a requirement to auto-
mate complex tasks. Even if an automated
system is meant only to aid a human in the
accomplishment of complex tasks, proficien-
cy in the application of accumulated knowl-
edge is required. Since for complex tasks,
human experts can not always fully articu-
late the ‘rules’ that lead to their deci-
sions, automated systems must also be capa-
ble of capturing a model for the decision
process strictly from observations of the
situations and selected, expert responses.

A mimic net captures a model of a decision
process by examining experts' selections.
The mimic net is an algorithmic system that
duplicates and generalizes from the ob-
served situations and responses.

The mimic net is employed to automatically
capture knowledge from libraries of train-
ing sessions that contain the decisions of
experts and the options from which each
expert decision was made. The trained net
always reproduces the training data deci-
sions when faced with sets of options con-
tained in the training sessions. That is,
the mimic net has a vanishing mean squared
error (MSE) for the training data. The
training data is exactly replicated by the
net. Rather than employing 2 minimum MSE
fit for the net weights to the training
data, the net is trained to perfectly re-
produce the training data. This is the
‘mimic’ quality.

A mimic net exists for every internally
consistent training database. As long as
the teacher or expert makes consistent
choices, the mimic net will reproduce his
selections and infer his rationale. More
comprehensive libraries of training data
produce more accurate replications of the
expert's rationale. Once the rationale is
accurately constructed, adding additional
consistent training datasets to the library
is redundant.

Although mimic nets can both classify input
features and rank sets of input features,
it is used to rank reaction options accord-
ing to stored, expert ratings of the desir-
ability of reaction options generated in
the CMAT system. The mimic net applies the
higher level tradeoffs for ultimate selec-
tion of the defensive reaction strategy.
Excess fuel requirements, future value of
expendable resources, increased exposure to
other potential threats, are figured in
together with reaction option survival
estimates to select electronic countermea-
sure reactions.

The library of data from which to construct
the mimic net is generated by presenting
Electronic Warfare (EW) experts with combat
scenarios. The EW experts, pilots, intel-
ligence analysts, and tacticians, select
their best estimated response to each
threatening scenario. The mimic net cap-
tures these training scenarios into a set
of standard linear programming objective
functions, and uses these objective func-
tions to generalize to new scenarios. The
training procedure includes generation of a
set of features, quantities that specify
each scenario. These features include the
survival frequency estimation from CMAT,
fuel costs, time remaining in the mission,
mission phase, and measures of increased
exposure due to each reaction.

3.
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FUTURE ESM SYSTEMS AND THE POTENTIAL

FOR NEURAL PROCESSING

Arthur G. Self, BSc., PhD.
Gregory Bourassa, Ba, BASc(EE)

Lockheed Canada Inc.
Iber Road Facility
Stittsville, Ontario, Canada
K2S 1E6

1.0 INTRODUCTION

The projected radar electromagnetic environments (eme)
for the 1990’s and beyond include: higher pulse
densities (several million pps); frequencies to 40 GHz
and higher; stable, jittered, staggered and pseudo-random
pulse repetition intervals (PRIs) with multiple
frequencies; spread spectrum techniques; multiple agile
radar beams and multi-mode missile seekers. Electronic
Support Measures (ESM) concems the passive detection
and identification of radar signals. Thus, an ESM
system which can measure such signal characteristics
will most likely flood its main processor with
information to such an extént that it may not be able to
cope. [n addition, missing pulses and receiver/processor
shadowing times may lead to degraded input data to the
processor. A number of likely solutions exist ranging
from special purpose hardware to new processing
technigues. ) For the former, one could argue the speed
of digital hardware technology developments is such that
the newest, tastest SBC (Single Board Computer) will
handle all, especially with RISC/ASIC assistance; this
may be true and it is acknowledged as such. However,
in this paper, a radically different processing approach is
reviewed, namely that of neural networks.

In the past few years, neural networks have shifted from

being primarily a research technology to active use in

wide-ranging defence applications. \ A recent AFCEA

publication (ref. 1) on DARPA- activities is the
joat such work.

This paper will indicate the likely applicability of a
neural processing approach to a range of ESM functions
together with results from some preliminary proof-of-

concept investigations. &
2.0 ESM SYSTEMS AND CONVENTIONAL

PROCESSING ARCHITECTURES

21 ESM FUNCTIONALITY

An ESM system usually comprises a number of distinct
subsystems, as shown schematically in Figure |; these

subsystems can be realized in both hardware and
software as follows:

2.1.1 Feature Extractor

This is the RF front-end of the ESM system which
captures the incident RF signal energy and makes
measurements such as: radio frequency, time of arrival
(TOA) of each pulse, pulse width, amplitude, bearing,
modulation-on-pulse (MOP). Such measurements are
then assembled into a digital word (called a pulse
descriptor word or pdw). Continuous wave (CW) signals
are also measured and flagged within the pdw.

2.1.2 Tracker

This raw sensor output will then be pre-processed by the
tracker subsystem. The tracker is typically special-
purpose digital hardware for monitoring the incoming
pdw data stream. It will review incoming data by
comparing such measured parameters as RF, bearing and
pulse width with previous data already loaded into a
window addressable memory (WAM). Incoming data
which matches a WAM entry(ies) will be deemed as
being from an already detected emitter(s) and this will
be monitored, subsequently, for any parameter changes
in order to readjust the WAM values. Also, emitter
update reports will be sent to the man machine interface
(MMI). New incoming emitter data will not match any
current WAM entries and thus will fall through to the
next subsystem.

2.1.3 Deinterleaver

Previously unseen emitter data will armrive at the
deinterleaver, whose function is to extract the individual
emitter pulse trains; it does this by recognizing cemain
parameters of the pulse train such as pulse repetition
interval (PRI) and then extracting all those pulses present
in the input data deemed to have come from the same
emitter. Additionally, characteristics such as frequency
agility, PRI stagger/jitter will be derived and an emitter
report compiled for onward transmission to the Identifier
subsystem.

Initially, upon equipment switch-on, all the data will
pass to the deinterleaving subsystem; however, the ESM
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system will eventually reach a steady state where,
perhaps, only 10% of the data will be new. This
preprocessing concept (2.1.2 and 2.1.3) is a particularly
powerful technique in ESM systems since it means that
the deinterleaver is focused on new data only rather than
reprocessing data it has already handled.

2.1.4  Identifier

It is the function of the identifier to indicate the emitter
type using the emitter reports provided by the
deinterleaver. Traditionally, this is derived by
comparing the measured characteristics in the emitter
repont with a set of a prion data contained in a library.
Also, the identifier may be able to correlate an emitter
identification with a platform type (e.g., class of ship,
type of aircraft, submarine). This correlation is more
difficult 10 establish since one emitter type may be
mounted on several different platforms, introducing
ambiguity. The identifier information will also be
passed to the operator via the MML.

2.1.5  Tactical Situation Analyst (TSA)

From ref. (6), this will attempt to resolve emitter
ambiguities (from the library searching techniques
above) through various spatial and temporal correlation
techniques. Those emitters that cannot be identified with
high confidence will be passed to a hypothesis generator;
this, in tum, will postulate one or more hypotheses on
the identity of the emitter, and then assign resources to
prove or disprove these hypotheses. As shown in
Figure 1, the TSA will have direct links to all the
subsystems since it may test its hypotheses at any or all
stages of the processing chain. So, for example, if the
TSA is attempting a platform identification for a
particular emitter then it may produce a list of possible
candidates based on such data as:

- emitter reports received to date;
- geographical area of the ESM platform; and
- state of conflict/peace, tension, hostilities.

This list may contain several candidates and the TSA
wants to home in on the actual one. To refine this
further, the TSA may then task the deinterleaver to see
if it can detect certain specific emitters (within the new
data); detection of these specific emitters would remove
certain ambiguities and thus allow the TSA to pass on an
unambiguous platform identification to the MML

Similarly, the TSA will likely use more of the library
data than is used by the Identifier. The TSA would most
likely use a library structured in such a way as both to
show inter-relationships amongst the characteristics as
well as to facilitate optimum search strategies.

2.1.6 Current Technigues for ESM Processing

Basically, these can be subdivided into the following
categories, namely:

a) Dedicated preprocessing

This is essentially a sorting process, which
selectively captures and (possibly) stores data
based on programmable parameter windows.
These parameter windows are programmed with
parameter ranges corresponding to emitters which
have been previously detected (and thus have
been reported to the MMI). This preprocessing
technique is a critical one in that the
deinterleaving/identification functions are not
overloaded with continuously sorting previously
seen emitters and thus their availability is
maximized for handling the new/unknown data.
As mentioned above, the preprocessor is typically
implemented using digital hardware (WAMS, e.g.)
in order to keep up with the high input data rate.
Additionally, there would reside a specific
controlier which autonomously adjusts the filter
parameter window so as to keep centred on the
data.

Emitter
reports

Identifier

Figure 1.




e

b) Traditional signal procegsing algorithms

For new data, a range of signal processing
algorithms can be invoked; these would include:

clustering -so as to conduct a preliminary
grouping of the data, typically in
(RF, bearing, pulse width) space.

deintesleaving - the extraction of repetitive PRI
parterns (jitter, stagger, ¢.g.) using
TOA information (mainly).

flagging - from a determined PRI, to identify
those pulses making up the actual
pulse trains.

scan

determination - derive the scan type, and
characteristics, from an amplitude-
time history.

identification - assignment of an emitter type to a
deinterleaved emitter report.
Currently, ESM libraries are just
collections of customized records
accessed by search, retrieval and
update procedures. A successful
match on search is generally
considered to establish a detection.

Typically, these algorithms are executed in a
serial fashion for any buffer of new input data
(although multiple instantiations could be
executed in parallel).

c) Al techniques

The use of AI/IKBS/Expert System (ES)
techniques is now being actively developed in the
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EW community and thus brief mention is included here.
Areas of specific interest to ESM include:

3.0

3.1

library structure and searching techniques. From
ref. (2) Canadian work is ongoing into both an
object oriented emitter library as well as an
emitter classification system based on symbolic
reasoning.

hypothesis testing. As indicated in ref. (2), such
testing can be invoked for identification ‘purposes
in order to determine which emitter type (out of
a range of candidates) best describes the true
source of the observed signal. Additionally, there
may be scope for such techniques within the
deinterleaving function itself.

auto operator assistant and situation assessment.
Aids the operator in determining the disposition,
composition, and intent of the platforms thought
to be operating within the ship’s area of interest.
Since both emitter and platform identifications are
often ambiguous, there will usually be a number
of tactical situations which could explain a given
set of observations. An inferencing system based
on beliefs could determine the most likely
interpretations of the observed signal data.

NEURAL NETWORKS APPROACH

GENERAL

A neural network is a massively parallel, information
processing architecture composed of many simple
processing elements interconnected to achieve cenain
collective computational capabilities. Neural networks
are constructed of many processing elements (or
neurons), as shown below.

Processing
Element
(Neuron)

X,
W,
h
weights W
X, -
P Win
X, 4 —él>
wj

Xn

91-15516
NAREERN

> wtput-f(%1w“x‘)

01 1118 90171
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Each processing element may have many input signals
but is limited to only one output signal (which may go
several ways). Processing elements can be feed- forward
only, or have feedback loops as well. Also, processing
elements can be fully connected to all the other
processing elements or linked only to a few (sparsely
connected). Any given neural network design will
dictate the nature and number of these feedback loops
and connectors. Clearly, connectivity relates to the
network’s parallelism whilst the design of its feedback
loops has implications for the networks
adaptivity/trainability.

if the sum of the inputs to a given processing element
exceeds a predetermined threshold, the processing
element "fires" and sends a signal to the other connected
processing elements. As shown above, each input has a
weighted value that determines the strength of the
interconnection to the fire or non-fire decision of the
following processing element. This value can be auto-,
or self-, adapting through feedback loops and this is the
unigue and outstanding feature of a neural network.

3.2 NEURAL PROCESSING - IMPORTANT
FEATURES

Conventional approaches to target detection and
classification typically include explicitly formulated
algorithms, software, and hardware; included will be an
analysis and development of specific feature extraction
and pattern recognition algorithms which then dictate
design and implementation. The challenge, for any such
signal processor, is to accept "raw” sensor signals as
input and provide target classifications as output. The
feature that most distinguishes neural network processing
from conventional signal processing is the ability to
internally develop, or “leam", the algorithms required for
target detection and classification; this includes the
extraction of specific target signatures buried in noise.
Because of their adaptive nature, neural networks can
adapt to changes in the data and leam the characteristics
of input signals. Furthermore, because of their non-
linear nature, neural networks can perform functional
approximation and signal filtering operations which are
beyond optimal linear techniques. The architecture and
operation of a network is fundamemally different from
conventional signal processors; such a processor would
require minimal front-end analysis and design, no
explicit algorithms, and no software. Additionally, since
they are naturally massively parallel, this suggests a
decision making ability which is both high speed and
fault tolerant.

As indicated in Section 1.0, eme’s facing future ESM
systems will likely be complex and of high density.
Additionally, the massive databases that exist on
recorded signals (elint/comint data) probably means that
adequate training sets exist with which to train such
neural processors.

A list of the attributes of a neural network approach as
it applies to our problem is as follows:

3.2.1

3.22

3221

3.2.2.2

3.2.23

3.2.24

3.225

There exist direct theoretical relationships
between other successful learning algorithms
(such as Kalman filters) and neural network
learning algorithms. This adds an essential
mathematical credibility to the whole concept of
neural networks. It also means that much of
existing mathematical theory for filtering and
pattern recognition can be translated to the
neural network domain. The back-propagation
leaming algorithm for layered, feed forward
networks represents a major advance in
effective neural network learning. Back
propagation is a learning algorithm which is
designed to solve the problem of choosing
weight values for hidden units in a layered feed
forward network which has been shown to be
directly related to the extended Kalman filter.

It is necessary to find a compact set of features
which can represent an emitter; it is also
important that the feature set be sufficiently
complete so that emitters can be appropriately
discriminated (e.g., friendly/hostile, as well as
between defined types). Neural network
technology can contribute to the feature
selection task in a number of ways, namely:

By providing hardware for massively parallel
implementations of traditional feature detection
algorithms. Whereas special purpose parallel
hardware could always, in principle, he
constructed for a specific problem, the hardware
would, in general, be limited to only that
particular problem. One of the things that a
neurocomputer offers is the possibility of not
only solving one problem in parallel, but a
broader variety of problems, through (e.g.)
simple downloading of network parameters.

Neural networks can implement optimum
feature receivers for the extraction of weak
features from high clutter environments.

Certain networks have the capability of self-
organization, so that training data can be
clustered without provision of “correct” outputs.
Thus, neural network technology can contnbute
to the feature selection task through the
automatic discovery of clustered features by
using neural network leaming algorithms.
Techniques similar to principal components
analysis (e.g.) can be used, which have the
ability to adapt, so as to represent the
characteristics of the input signal.

Given their well-documented ability to perform
in the presence of noise and incomplete data,
neural networks can be made much more robust
than conventional algorithms when dealing with
missing pulses. Thus, in wartime, the
performance of neural networks should degrade
gracefully rather than catastrophically.

Neural networks have a capability to integrate
automatically a diverse set of features. In the
ESM case, parameters such as (RF, pulse width,




bearing, MOP, polarization, scan type) are
important for target identification. However,
there is no obvious metric available which
combines such features into an effective
classifier. The back-propagation algorithm,
combined with an appropriate training set, couid
be effective here.

3.2.3 Although more speculative, neural networks
may also provide tools for developing expert
systems; they can implement propositions and
constraints with the capability to backtrack for
explanations. Inferencing techniques can be
developed (o allow the expert system to reach
conclusions when only a fraction of the input
values are known. [However, it should be
noted that a lot of development is still required
to produce a high performance neural network-
based ES.]

4.0 ESM PROCESSING REQUIREMENTS

Table 1 shows, for each ESM subsystem (described
earlier) the likely input data rates and a translation of
functionality into a definition of the likely computer
instructions per second required to give this
functionality. It can be seen, even with today’s
environments and requirements, that the ESM processing
requirements can carry up to many millions of
instructions per second. Table 1 also makes the point
that not all ESM functions are operating at the same
levels of speed; for example, the tracker (from Fig. 1)
has to keep up with the input pdw rate. However, the
identifier need only work at the level of a few
reports/second. This is a very important point to
remember when discussing ESM processing performance
requirements.

Trends in future electromagnetic environments can be
categorized as follows, namely:

a) Increasing density, and complexity, of
electromagnetic environments. Signal complexity
is evident in intrapulse signal modulations (such
as chirp and phase coding) as well as increasing
agility in both individual signal features (such as
RF, pulse width, and PRF) and in combination.
Signal densities are rising due to the increasing
use of high duty cycle waveforms against an
increasing background environment from more
conventional sources. Thus new algorithms are
continually required to recognize the new emitted
signals.

b) Centain "traditional” processing characteristics
such as scan information will soon be unavailable
due to emitter electronic scanning developments.
Such future thrusts push the ESM system
designers towards architecures which capture
every pulse (or pulse group) and then extract the
maximum amount of information from it
Intrapulse modulation measurements will call for
high sampling rates, thus further accelerating the
data input problem.
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¢) Emitter war modes create a well known problem
for conventional library searching strategies.

d) Own/ffriendly emissions could also be exotic or
high duty cycle, thus creating new problems for
the ESM system designer.

e) An increasing awareness for swrict EMCON
control until the last minute, puts increasing
emphasis on an ESM function which works in
real time even on the most complex emissions.

f) Overlapping signal parameters (e.g., RF, PW
bearing) between probably all combinations of
hostile and friendly emissions will result in
problems for a dedicated preprocessor. For
example, tracking of individual emitters will be
more difficult and thus its integrity will degrade;
this, in tumn, will result in fragmented old and new
data being passed to the deinterleaver which
would result in false reports. The efficiency of
PRI predictive gating is perhaps questionable
given the numbers, and ranges, of emitters
appearing with various amounts of PRI agility.
Thus, dedicated preprocessor hardware may be
limited in its future performance.

The authors have not attempted to show how Table 1
might change to accommodate the above postulations.
Suffice it to say, we see significant problems facing us
as we design future ESM systems. We believe that both
established and new techniques/technologies need to be
investigated for their applicability to this problem. As
we will show, a neural processing approach is gathering
momentum and it may provide some clues to resolve the
above scenario.

5.0 ESM SYSTEM OPPORTUNITIES

It must be stated that it is not the intemt of this paper to
prove that neural processing is the only technique for
future ESM processing needs. Rather, it is to say that
neural processing would appear to have some significant
attributes which are directly applicable to the problems
foreseen in the ESM domain. Neurocomputing is a
fundamentally new and different information processing
scheme; neural networks are able to derive an
information-processing function, or algorithm, from
examples of that function’s operation.

From Figure 1, the following areas of specific
applicability of neural networks are proposed and
discussed.

5.1 DEINTERLEAVING
5.1.1 A range of possibilities exist, namely:

a) The ability to cluster in a hyperspace of high
dimensionality so as to include all possible
measured, and derived, features of the
emitter signal. So, for example, all single
pulse data including, perhaps, representations
of specific transformations (such as Fourier
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coefficients on RF variability within the
pulse) could be included. In a trained
network, all of these features which are
implicit in the input data are handled
automatically by the network’s connection
weights. Currently, systems use only a
relatively sma!l set of features are used with
a high level of overlapping parameters
between emitter types thus leading to
ambiguous and/or erroneous results.

b) Optimum selection of features (from a much
wider range of single pulse features) for PRI
extraction; for example, pulse shape features
may be useful as well as intentional/
unintentional modulation  information.
Currently, PRI is extracted using a TOA
difference histograming techniques; this
approach has limited success when the input
data stream is incomplete or has exotic
characteristics (such as multi-level staggers,
e.g.). Neural networks can perform their
own feature extraction and, with sufficient
data, it should be possible for a network to
discover a more appropriate set of features
by analyzing the pulse profiles directly.

c) Improved PRI extraction possibilities,
especially for the exotic agility pattems.
Thus, a neural network may be able to
pattern match rather than time window
matching to extract PRI. As in (b),
currently the flagging of the constituent
pulses in a pulse train is conducted using
time-windowing techniques. This is quite
complex even for low levels of stagger.
Also, non-jintered and jittered signals are
difficult 10 extract in the presence of each
other due to an overlap in their definitions
(i.e., unjittered = x% spread whilst jittered =
y% spread but which encompass x).

d) The recovery of noise-corrupted or LPI
signals. Currently, ESM systems invoke the
deinterleaving process once they have
declared an intercept; typically, this relates
to having received a minimum number of
pulses that are clustered. - Should the
measured input signal have only a few
pulses, or be of such poor quality that
successful clustering did not take place, then
deinterleaving may not be instigated. Neural
networks offer the possibility of being able
to make something of such data inputs.
Neural networks are much more robust than
conventional algorithms when dealing with
missing pulses. In fact, they can be made to
yield a figure of merit for the suggested
classification they produce, allowing very
graceful degradation in the most difficult
cases.

5.1.2 Lockheed Canada Inc. (Lockheed Canada) own

research in this area has been concentrating on
two major areas, namely:

5.1.3
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a) Deinterleaving using conventional signature
parameters such as RF, bearing, pulse widih
and pulse repetition interval (PRI).
Specifically, a range of dense and exotic
eme’s have been simulated which include a
number of "target” emitters to be found by
the neural network. The performance of the
network is then monitored as the
dimensionality of the input data (and thus
the complexity of the network) s
progressively increased.

b) Unintentional modulations (as well as pulse
shape, etc.) within a pulse are likely to offer
significant processing improvements for
future ESM systems as digital signal
processing technology approaches the speeds
required. This specific work relates to the
training of a network with real intrapulse
data and examining its ability to segregate
emitters using such featres. This is
followed by incorporating such an ability
into the network developed in (a) above in
ordes to quantify any performance
improvements in the neural deinterleaver.

Using conventional pattern recognition
approaches, we are also establishing a baseline
performance "figure of merit”; this is essential if
we are to understand the relative performance of
neural networks in this particular ESM function.
For this task, we are using both the leave-one-
out-method as well as the Kohonen-Loeve
transform.

Preliminary Lockheed Canada results have
concemed the extraction of a high level PRI
staggered signal in the presence of noise. The
processing required to identify the number of
distinct intervals in a staggered pulse train, and
the length of the sequence of these intervals
(since some intervals may appear more than once
in each sequence) can be very time-consuming.
If the length of the sequence were known in
advance, the extraction of the exact intervals
from a pulse train and the subsequent
characterization of the PRI of the train would be
quite fast and efficiemt. Lockheed Canada has
designed a custom neural network to identify the
length of the stagger sequence directly, together
with the stagger level. It consists of an input
layer sparsely connected to a hidden layer,
followed by a standard back-prop style
connection to the output layer. The network was
simulated in software, by writing a small
program (14 predicates) in PDC Prolog, which
allows various sized nets to be tested in an
interactive session. Using real trials recorded
data from single emitters, the net was found to
identify stagger sequence length correctly 100%
of the time, in spite of repeated intervals, and
regardless of input set size and order. When
sets of data with missing pulses are presented,
the net recognizes this fact but does not extract
the stagger level.
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Follow-on investigation involves training a
standard back-propagation nct to recognize the
detailed deviations in the output of the custom
net caused by missing data, and thus extract
stagger level in some percentage of these cases.
Lockheed Canada now considers the existing net,
even without the planned enhancements, to be a
useful module for inclusion in an ESM
processor. With simple neural chip support, it
would allow the PRI calculations for all signals
to be handled in the following sequence:

1) Submit the pulse train to the neural net,
obtaining the length, L, of the staggered
interval sequence as an output. With chipset
support, and the existing net architecture,
this is estimated to require less than one
millisecond. Go to 2. If the net signals bad
or ill-conditioned data go to 3.

2) Read the pulse train, calculating the time
deltas, for L+! pulses. Read another L
pulses to confirn. Go to 4. If the
confimation fails (possibly try another
confirmation and if it too fails then) go to 3.
This step is estimated in the worst case to
require tens of microseconds.

3) Go to bad data handling routines.
4) Retum the confirmed stagger pattemn.

Timings quoted here are orders of magnitude
faster than current techniques.

5.2 IDENTIFICATION

Traditionally, emitter reports are compared with a priori
data held in a library; typical algorithms operate on an
"if-then-else’ type approach to each library entry, where
hash coding typically defines the specific library entries
involved.  Also, such algorithms tend to compare
specific parameters in a serial fashion using (usually)
quite a small range of parameter values. Ref. (2) details
how alternative, more powerful approaches are being
examined.

A Neural network approach could be well suited for the
identification function in an ESM system since large
training sets of a priori knowledge exist. It is here that
the robustness of a neural network approach could be
well tested against postulations of likely emitter war
modes.

Once specific emitters have been identified, the resultant
network weights could be noted and then stored in the
library. Then, upon switch-on of this future neural-based
ESM system, a much wider range of library data would
be downloaded into the network for immediate operation.

5.3  SITUATION ANALYSIS

This function does not, in general, exist in current ESM
systems. However, much work is ongoing into sensor

(and weapon) fusion systems for all three Services and
thus it is only a matter of time before such capabilities
appear in an ESM system; Ref. (2) describes one such
Canadian initiative in this area. As indicated above,
neural networks offer the promise of providing tools for
developing expert systems; one of the major limitations
of AI/IKBS/expert system work is both the limited real
human expertise which is to be captured as well as the
actual adequate representation of the rules and human
knowledge. Neural technology would appear to offer
some advantages here.

54 PARAMETER MEASUREMENT

During training, neural networks automatically build up
complex, non-linear transfer functions which weight and
process the input parameters as necessary to provide the
desired output. Analysis of the final network state is a
form of knowledge engineering which can yield valuable
insights on the relative importance of the various input
parameters to the derivation of the final classification.
Such insights could be used by hardware engineers to
optimize future designs.

5.4.1 From ref. (5), bearing estimation (determining
the positions of possibly many sources in the
scene from the outputs of an array of sensors) is
a problem which has been solved conventionally
by matrix methods based on singular value
decomposition of the data matrix or an eigen
description of the covariance matrix of sensor
outputs. An altemnative approach (refs. 3 and 4
for example) has been employed in which the
bearing estimation problem is mapped on to the
Hopfield network with each “neuron"
representing the hypothesis that the source is at
a particular direction. A mathematical cost
function is specified and the evolution equations
of the network, which guarantee a convergence
to a (local) minimum of the cost function, are
solved.

5.4.2 Cumrent research is underway at Lockheed
Canada to evaluate the applicability of neural
processing to the discrimination of signal source
elevations in the presence of multipath effects.
Specifically, a network has been trained using
signal propagation data containing both specular
and diffuse scattering mechanisms. Feeding the
network extensive training data for specific
sensor/target parameters, trains the netw~ ' The
goal of this work is to determine the
performance of a network in extracting, and then
tracking, the presence of specific target
characteristics in the presence of the (noisy)
propagation environment. Various network
architectures are under study to ascertain their
relative merits for this application.

As agility in frequency, PRI and other pulse train
parameters becomes a more common feature of
emitters, the importance of precise and accurate
azimuth and elevation measurements becomes
greater. With this in mind, Lockheed Canada
has undertaken an investigation of the application




of neural processing to high accuracy direction
finding (HADF). Before attempting to design
and simulate neural processors for this purpose,
it was decided that the preliminary focus would
be on elevation measurements for a seabome
scenario. Such measurements are complicated
by multipath interference, dependent on profile
parameters such as range, sea state as well as
emitter characteristics such as RF (see Fig. 2).

A simulation program in Fortran was written to
generate data points for emitters approaching an
interferometric receiver. Files of such points
were generated for emitters at altitudes of from
10 1o 100 meters by 10 meter increments using
an available signal propagation model based on
extensive real data. This range was deemed to
be of interest, since obtaining accurate elevation
measurements within it presents great difficulty
for existing technologies. The network
simulations were created using Neural Works
Professional II. Several net architectures have
been tried, and the best results to date were
obtained with a Probabilistic Neural Net (PNN).
Success rates as high as 96% on training data
and 8)% on test data have been achieved.
However, these results are regarded as
preliminary, since the complete set of
experiments originally envisioned has not yet
been completed.

A key problem is proper representation of the
data. Because the pattems of frequency and
amplitude as measured at the receiving array
vary repetitively with time (subject to some
second-order functions affecting speed of
variation, average power, etc.), the network must
be sensitive to trends over these variations, or to
syntactical representations of events such as
multi-path nulls. The planned follow-on
investigation involves changing the data pre-
processing and network architecture to improve
performance. Pre-processing is aimed mainly at
eliminating more of the ambiguities in the input
data -- or, equivalently, enhancing the uniqueness
of subsets of the data.

ESM

System
Direct Path
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The choice of the appropriate network
architecture is to some extent driven by the
nature of the pre-processed input. However,
some general observations apply. The
probabilistic net is not favoured for hardware
implementation, since its size grows with the
size of the training set; in our case the training
set is potentially huge. Back propagation nets,
however, can slow the research because of the
typically long training time. The remainder of
the experiment plan calls for investigation of
various avalanche networks and self-organizing
feature nets. Some consideration is also being
given to integration of knowledge-based and
neural techniques. Lockheed Canada is well
placed to investigate this, since several of the in-
house neural simulations have been written in
Prolog. This renders the integration of the neural
net with Prolog-based expert systems extremely
easy.

6.0 CONCLUSIONS

Whilst a neural network is a computational structure
modelled on biological processes, we believe that neural
networks technology has defence applications,
specifically as an impornant new technology for ESM
systems. Their inherent parallel processing architecture
offers the promise of extremely fast operation using wide
bandwidth input data streams. Classification and
Associative memory possibilities would look to be most
promising with ES assistance as a longer term goal.
Their ability to provide an adaptive, nonlinear capability
could be most useful in ESM signal processing
applications.

Lockheed Canada’s experience with neural processing
applications in ESM clearly establishes their usefulness
as a supplement to conventional ESM processing
techniques. It is clear that hardware is rapidly being
developed to make realistic practical (rather than
theoretical) assessments possible.

Radar (Frequency, F)

hRADAR

"Rough” Earth's

/ Surface

Figure 2.




9-10

REFERENCES

1) DARPA Neural Network Study, Fairfax, VA.
AFCEA publication, Nov. 1988.

2) Using Objects to Design and Build Radar ESM
Systems. Barry et. al., OOPSLA '87
Proceedings, Oct. 4-8, 1987, pp. 192-201.

3) Bearing Estimation using Neural Networks, Jha
et. al., IEEE Int. Conf. on Acoustics, Speech
and Signal Processing, vol. 4, pp. 2156-2157,
New York, 1988.

4) Bearing Estimation using Neural Optimization
Methods. Jha, et. al., First [EE Int. Conf. on
Anificial Neural Networks, pp. 129-133,
London, 1989.

S) Applications of Neural Networks in Military
Systems, by A.R. Webb, MM °90, 11-13 July
1930.

6) Prototyping a Real-Time Embedded System in
Smalitalk. B. Barry, OOPSLA 89
Proceedings, Oct. 1-0, 1989, pp. 255-265.

GLOSSARY
AFCEA  Armmed Forces Communications and
Electronics Circuit

Al Artificial Intelligence

ASIC Application Specific Integrated Circuit

Ccw Continuous Wave

DARPA  Defense Advanced Research Projects

Agency

EMCON Emission Control

EME Electromagnetic Eavironment

ES Expert System

ESM Electronic Support Measures

HADF High Accuracy Direction Finding

IKBS Intelligent Knowledge Based Systemn

LPI Low Probability of Intercept

MMI1 Man Machine Interface

MOP Modulation on Pulse

PDW Pulse Descriptor Word

PRF Pulse Repetition Interval

PRI Pulse Repetition Frequency

RF Radio Frequency

RISC Reduced Instruction Set Computer

SBC Single Board Computer

TOA Time of Arrival

TSA Tactical Situation Analyst

WAM Window Addressable Memory

Discussion

1. Prof, F. Vagnarelli, Italy
About the high accuracy direction finding, which kind of

equipment has been utilized?

Author:

We have modeled a two-element vertical phase
interferometer, against sea-skimming targets. Amplitude
and phase information at each antenna is derived and stored
for submission to the neural network.

2. T.Schang, France
Concerning the stagger extraction application, what
happens when mixed signals are used as an input?

Author:

The net under discussion has a very specialized architecture.
Mixed signals and missing data cause the performance to
degrade and can cause absence of a clear “winner” in the
response vector. This can be used as a signal that the data are
not well clustered, triggering the use of other algorithms in
the system. Because the network operates so quickly, we
intend to apply it to all data coming from our channelizing
hardware, using the other algorithms only when it fails. We
are also considering training a standard back-propagation
net to recognize the typical perturbations in the output
vector caused by missing and interleaved data.

© Copyright Lockheed Canada Inc., April 1991
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1. SUMMARY

The Grand Rapids Division of Smiths Industries
Aerospace & Defense Systems, Inc., has
performed Independent Research and
Development in neutal network technology for
vehicle management system applications of

op 1 _trajectory generation in embedded
systems? This paper describes the problem and
solution method ih envisioning massively
parallel architectures which incorporate
mathematical physics models for trajectory

generation agglications.)
A difficult problem in search applications is

}.——coﬁputing the optimal aircraft trajectory in

reabtime onboard a high performance aircraft,
where the objective is to increase the aircraft
survivability and mission effectiveness by
penetrating enemy threats and minimizing
threat radar exposure. Optimal trajectory
generation is achieved’ by searching all possible
paths in a multidimensional search space for
the path with the smallest accumulated
performance measure, which represents total
threat exposure. This search problem has many
state variables in a large space which places
severe demands on computational resources,
requiring real-time solutions unavailable from
current technology.

The mathematical model which is the basis for
this architecture is based on an application of
electrostatic field theo describes the
problem of finding the best p.
region which contains a variable cost fu
as a problem in mathematical physics. One suc
description is that of finding the distribution
of current flow through a nonuniform
conducting media, such as a plate of
inhomogeneous resistive material. Another is
finding the propagation of wavefronts through a
medium with a nonuniform refractive index.

This research has investigated computer
architectures and algorithms characterized by
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NEURAL NETWORK SOLUTIONS TO MATHEMATICAL MODELS OF PARALLEL SEARCH
FOR OPTIMAL TRAJECTORY GENERATION

e Lyle A. Reibling
= Smiths Industries Aerospace & Defense Systems, Inc.
4141 Eastern Avenue, S.E.
Grand Rapids, MI USA 49518-8727

massive parallelism which can solve trajectory
generation problems. An artificial neural
network is defined which computes solutions to
field theory. Experimental investigation of this
technique has shown promising results. The
solutions generated by the architectures have
been checked against known admissible
algorithm results and shown to be correct.

2. INTRODUCTION

Advances in integrated circuit and optical
computing technology have made
implementation of massively parallel computer
architectures feasible. These architectures are
more complex than multiprocessor networks,
often mimicking the structure of the brain for
their inspiration. Computation is not specified,
or programmed, in the usual manner of a stored
program computer. Rather, the collection of
interconnection strengths between parallel
processing elements determines the
computation of the processing system.

The Von Neumann architecture is a serial
processing architecture. These architectures
require algorithms which are defined as serial
instruction streams. Even multiprocessors,
while processing in parallel as a group, are
processing serially as individual processors.
Problems growing in size and computational
complexity make for more severe computing
demands upon serial processing architectures.
To meet the requirements of these larger, more
complex problems, the processing architecture
and algorithms need to be more closely matched
with the nature of the application problem.

A general purpose sequential processor, or even
a group of multiprocessors, may not be effective
in solving traditional algorithms for these
demanding problems. Many situations that
require real-time solutions are satisfied with
the rapid computation of near-optimal
solutions. This may even be more desirable than
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waiting for a slower computation of the optimal
solution. Examples include optimal control
problems such as aircraft flight control or
trajectory generation in which a rapidly
changing environment requires a fast solution
from the processing architecture.

The motivation of this research is the
investigation of computer architectures and
algorithms characterized by massive
parallelism which have computational
properties that yield the solution of
combinatorial search problems with application
to path planning. The problem is discovering a
model which maps onto massively parallel
architectures.

3. _NATURAL PARALLELISM

Increasingly complex problems create a need
for the computing power offered by massively
parallel architectures. Advancements in
computer architectures and hardware
technology have led to practical
implementations of massively parallel
computing. Because of its characteristic of
collective computation, a new way[1] of thinking
about the role of application, algorithm, and
architecture in the design of massive
parallelism is needed. The design challenge is
to determine an appropriate model of the
interdependence between the application
problem to be solved, the algorithm which
solves the problem, and the massively parallel
architecture which solves the problem using
collective computations.

Recent developments in massively parallel
architecture technology has increased their
capacity while shrinking their size. To
capitalize on the advantages offered by these
new architectures, a new approach to
envisioning design is needed. This new
approach is based on the capabilities of
massively parallel architecture technology.
Processing units of the architecture are
dedicated to explicit, unique state assignments
of the problem, given a suitable state variable
resolution.

Consider how discovery of Nature is done.
Nature is observed and natural law is
bypothesized. This natural law is often
expressed as equations in mathematical
physics. Therefore, these equations describe
Nature's behavior. When computing solutions to
these equations, a numerical simulation of

Nature's behavior is performed. Now consider
this viewpoint reversed. Nature is the perfect
analog computer for these same equations.
Nature is the analogy for solving problems
described by the equations of mathematical
physics.

Nature is also described by states and
operations transforming these states. This
provides another analogy to massively parallel
computation. In traditional sequential computer
systems, a single processor fetches data from
memory, modifies the data, and puts the data
back into memory. Consider however, memory
where the data elements themselves have a
computation capability. This computation is
accomplished by exchanging and modifying
values between the data elements of the memory.
If the data elements of the memory correspond
to the state assignments of a problem, then the
values represent possible state variable
solutions. This structure provides an explicit
mapping between processing nodes of a
massively parallel architecture and state
assignments of a mathematical physics problem.
The mapping between state assignments of the
natural analogy and the processing nodes occur
by a sampling of the state space into a
computing grid with an appropriate resolution.

The process of applying the paradigm of natural
parallelism is to begin by looking for analogies
in Nature for the problem. When an appropriate
analogy is found, the natural parallelism
concept is formed. This conceptual embodiment
within the paradigm meets the needs of the
massively parallel design. The relationship to
the application is understood and is
explainable. The algorithm is identified
through the natural law of mathematical physics
which applies to the concept. The architecture
is mapped through the numerical techniques
yielding the computational structure.

1.1 Applving Nawral Paralleli

The trajectory generation algorithm for the
architecture is described as a problem in
mathematical physics. This “application uses an
analogy of field theory for the algorithm of the
mathematical model. The artificial neural
network is used for the architecture. Two
examples are provided. The first uses the
electrostatic model to compute obstacle
avoidance paths. This provides for multiple,
alternative paths to avoid discrete or
continuous obstacles. The second example uses




the wave propagation model for computing the
optimal path,

These mathematical physics problems are
expressed as partial differential equations.
Thus, the partial differential equation is a
natural parallelism in which the problem is
viewed as one in computational physics. The
variable cost function is similar to the
nonuniform resistivity of the plate media, or
the nonuniform refractive index. The solution to
the appropriate partial differential equation is
a scalar potential field for the media. Paths are
computed from the vector field orthogonal to the
equipotential contours of this field.

4, MATHEMATICAL MODELS

+1__ The El ic Model for Avoid
Trai G .

The mathematical model for the electrostatic
based trajectory generation approach is an
intuitive description of path planning. The
mathematical model! is based on a conjecture
that the problem of finding the best path
through a region which contains a varjable cost
function is analogous to the problem of finding
the maximum current flow through a

nonuniform conducting media, such as a plate of
inhomogeneous resistive material. The variable
cost function is analogous to the nonuniform
resistivity of the plate media. Boundary
conditions for the location of the source
potential and sink potential are analogous to the
start and goal nodes, respectively.

The mathematical model is based on electric
field theory[2]). From the definition for current
density and its divergence in steady state
conditions, the n-dimensional electric field
potential ¢ = #(x},x2,...,xN) of & nonuniform
conductive media can be derived{3] as the
second order partial differential equation

V29 + pVoVe=0 M

where p = p(xy,x2,...,x)N) is the nonuniform

resistivity of the media and o = p-1. The cost
function is used to model the resistivity of the
conducting media. Expanding the gradient and
divergence operators in the two dimensions x
and y results in the following second order
partial differential equation

‘xx + ‘yy "'Pox’x ”‘Poy‘y =0 (¢4)
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Since the electric field and current density
results from the gradient of a scalar field, they
are conservative fields, and the field lines
emanate from source charges and terminate on
sink charges{4]. These field lines represent the
solution to the search problem as multiple
paths. Several properties of the paths are
noteworthy. First, every heading from the start
node has a defined path due to the continuous
vector field emanating from the source. Second,
every location which has finite resistivity has a
path defined through it for the same reason.
Third, the model supports zero and infinite cost
regions.

The flux (field) lines for the electrostatic model
are used as the path definitions. The flux lines
are computed once the electrostatic potential
field is derived for the problem from the
solution to the partial differential equation.
There are an infinite number of flux lines
which leave the source point and enter the sink
point. This is because the source and sink
points are singularities in the potential field
solution. At every point in the potential field,
there is a gradient vector (the electric field
vector) with the exception of these two
singularities. From the source point, an angle is
selected from which to trace out the flux line.
This is the initial heading at the start node
(source point). Using a small incremental path
step, the path progresses along this heading by
the magnitude of the path increment. From this
point on, the gradient vector can be computed
which will define the direction of the path
descent over the potential field surface, thus
obtaining the path as the flux line.

42 The Wave P ion Model for Optimal
Traj G .

The next development is to change the equations
of the model in order to achieve the optimal
path, rather than the avoidance paths of the
clectrostatic model. Theory pertinent to a model
based on wave propagation phenomena relates
various quantities which incorporate the cost
function, such as wavefront velocity or
refractive index. Fermat's Principle of Least
Time explains the propagation of light through
material with varying refractive index.

The mathematical model is based on wave
propagation theory[S]. The wave equation is
described as the condition of a physical
quantity, ¥, which satisfies

91-15517
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where v is the phase velocity of the wave and
may in general be a function of the space
coordinates (a wave traveling in a non-
homogeneous medium). The cost function is used
to model the refractive index of the optical
media. Equipotential wavefronts emanate from a
light source. These wavefronts are orthogonal to
the light rays.

The light rays form the paths of the solution.
The light rays are computed from the equiphase
field of wavefronts. This field is a solution to
the wave equation. There are an infinite number
of light rays leaving the source point. The
source point is a singularity in the solution.
The equiphase field is the phase distance of
travel by the light rays. From any point, a
gradient vector points to the direction of travel
of the light ray from the source point. By
tracing this vector back to the source_point, the
optimal path from the starting point to a goal
node (the source point) is found.

An expression for the wave equation is desired
so the solution is only a function of the spatial
coordinates of the medium(6]. Periodic solutions
of the wave equation can be found from Equation
3 where the solution is assumed to be separable
into two functions. The function ¥ will depend
only on the spatial coordinates, and the other
function on time. From this is obtained

v2¢ + K2¢ =0 @)
where
KeXL_ O
= v - v (5)

where v is the frequency and v is the wavefront
velocity., Consider v as the inverse of the cost
function , C. The higher the cost, the slower the
propagation velocity

Ve ©)

The objective of the optimal path problem is to
minimize the accumulated cost along the path

min [ Cds m

The cost function is modelled inversely as the
wavefront velocity for the wave propagation
model

1
C=, ®

As the cost is higher, the wavefront moves with
lower velocity, incurring more periodic cycles
of the wave and a higher accumulated phase
distance along the wavefront. Since v=ds/dt,
Equation 7, after substituting Equation 8,

min ds (g

dt

which reduces to
min | dt (10)

which is the principle of least time for the
wavefront. Since the solution is only based on
the spatial component, this is like taking a
"snapshot” of the wave at some unique point in
time. The accumulated phase along the light ray
corresponds to the accumulated cost, and is a
minimum value according to Fermat's Principle
of Least Time.

3. NEURAL NETWORK IMPLEMENTATION
5.1 Impl ing_the El ic Model

The partial differential equation for the
electrostatic model was derived for the
nonhomogeneous media, used to represent the
cost function in generating paths which avoid
regions of high cost. This section describes the
architecture design of a neural network that
computes the numerical solution to the
equation. The architecture implements a finite
difference approximation to the partial
differential equation.

It is desired that the partial differential
equation

Aafg pu
Lw=A 2 Baay * C52
du
+Dax+Bay+Fn-0 (1)

be approximated on a unit grid by

X
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n
Lj(u) ~ agup - Eaiuqi 12)
i=1
with the n neighbors of P being Qj....,QN where
Q; = (x+§,y+n;). Using a Taylor series

approximation for the expansion of u about P
results in the system of equations

n
Zai~o.o=F

i=1

n
Yam;=E
i=l

n

Yo% =D
i=1

n

Yam? =2C
i=1

n

Zﬂiﬁmi =B
i=1

n
zai§i2 = 2A (13)

i=1

The solution of the coefficients a; of the above

system of equations allows approximating the
value of a grid point by solving for up

1 n
uP = ;!;Za'uQx (14)

i=1

The nonhomogeneous Laplacian equation of the
electrostatic model using the quantities Cy = o,

and Cy = oy is
10) = x2 * ay? *oxax * Cyay * 13)

and the coefficients of Equation 11 are A=],
B=0, C=1, DuC,, B-Cy. and F=0. To derive a five-
point finite difference formula the coefficients
shown in Table 1 are substituted into the

system defined by Equation 13 and yields the
foliowing system of equations

a, ¢02+¢3 +ay -uo
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a -ag4 =Cy
) -a3 =Cyx
ay+tayg=2
a; +a3=2 (16)

1

QO [O]—=
LU (-1 o8 [~ K]

& 00 [ g

1
Table 1: Five-Point Coordinates

The solution to this set of equations (16) is

Cx
a1=l+7‘
C
a2=1+—21
CX
a3=1-—2‘
. C
a4=1-—21
ag=4 (17

Substituting Equation 17 into Equation 14 and
solving for up gives the finite difference

formula

1 Cx 1 Cy
“P=(Z* s)“Qx"(f‘ s)“Qz

1 Cx 1 Cy
*(4_' s)“Qs*(4' s)“04 (18)

The block diagram of the neuron model that
implements the five point approximation of
Equation 18 is shown in Figure 1.

Figure 1: Five-Point Approximation Neuron
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An anificial neural network, as defined by the
model, uses an electronic circuit shown in
Figure 2 as its basic neuron model, with the
interconnecting resistors representing the
synapses between the neurons. The numerical
approximation is computing the solution to the

system of equations (18).
; V.

1,)-1

|
-

Figure 2: Numerical Approximation Circuit
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The neural network is used to perform a
parallel computation of the scalar potential
field ¢ at every spatial point. For the neural
network implementation, the neuron input
function u; ; is defined as

1 % 1. 9%
Uij = 4 + 8o Visl,jt 4 + 8o vi,j-1
1 Ox 1 ©
+ (; - i’;) vVi-1,j* (; - i’;) vi,j-1 (19)

The synaptic weights implement the non-
uniformity of the cost functions (the
coefficients of Equation 19 which contain oy

and Oy . The non-linear neuron output function
vj,j is defined as

“Veef Uj,j< -Veef
vig = 1Yi.j “Veef S UjjS +Vier (20)
+Veef Uj,j> +Vief

The entire search space is constructed by
replicating this portion of the neural network
over the entire grid. The output of the source
and sink neurons which correspond to the start
and goal nodes are clamped to +V e and -Vieg

respectively. Since the clamping of the source
and sink to the maximum and minimum
(respectively) potential value occurs on the
boundary of the problem, it is appropriate to
use these clamped values as the limits of the
neuron output function (Equation 20), since all
potential values inside the boundary of the
problem are guaranteed to lie between these
limits.

The avoidance paths are extracted from the
neural network. The network computes the
scalar potential field, as described previously.
This is a surface with a global maximum at the
start node and a global minimum at the goal
node. A direction is selected for a path at the
start node. Gradient descent over the potential
surface is used to extract the avoidance path for
that direction. Bivariate interpolation of the
potential values is used between the grid points
to form smooth paths. An illustration of the
model is shown in Figure 3. The contour lines
represent the cost function for the problem. The
field lines represent the avoidance paths
generated by the model.

W@\\\mx

\\vj‘j

22!! ’

7 / N
\ /

Figure 3: Electrostatic Model Example




52 kool ing the Wave P ion Model

The wave equation was derived for the
nonhomogeneous refractive index of the media,
used to represent the cost function in
generating the optimal path through the region
modeled by the media. This neural network
architecture computes the numerical solution to
the wave equation. The architecture implements
a parallel cost propagation for the accumulated
phase distance of the wave equation.

The forward propagation of a wavefront in a
single dimension, x, is defined with the wave
equation

d2y 2
;7»!( ¥ =0 21

The calculation of solutions to this equation
also consists of a forward propagation of
solution values (a computation wavefront) by
using a difference formula. The central
difference formula is

Wiy = @-h2K2)¥; - ¥ (22

K is related to the grid size, N, and maximum
wavelength, so

2x2C2
N2l

max

2-h2Kk2) = 2|1 - (23)

Substituting Equation 23 into Equation 22 gives
the resulting approximation for the cost
function grid

2u2Ci2
gl =| 1 - T |-y (24)
N2c2

Since it is assumed that the accumulated phase
distance is the accumulated cost function, the
solution to the wave equation can be
represented as

ug = cos{(Cy + Cp g + ¥;.2) (25)

where without loss of generality ¥ = ¥y o and is
defined according to the assumption above as

10-7
k-2
¥ = ZCj (26)
j=0
This means that
ug.p = cos(Cy.q +¥) 2n
and also that
ug.2 = cos¥ (28)
A stable solution is
sin(Cy + Cx.y)
U = 5in Ck-1 Uk -1
sin Cy
“sin Cy.p k-2 29

In two dimensions the wavefront is defined by
min
ujj = cos(ci.j + il Sk.1) (30)

where k,!I are the neighbors of i,j, and also that

Sk, = Ck_| + min ( 3 Cs) @an
path to k,l

where C's are the accumulated phase distance
along the path to k.l

The neural network architecture for computing
solutions to the wave equation is similar to the
wavefront propagation formula, but actually
propagates costs corresponding to the
accumulaled phase distance of the wavefront.
Hassoun[7] has described a technique for
solving path optimization problems using a
neural-like architecture with appropriate
computational nodes. His approach is based on
Dijkstra’s algorithm with adaptations made for
parallel computation. The architecture is a fine
grained locally interconnected network to find
the optimal path between two points. An
alternative parallel architecture and algorithm
is suggested by this research which improves
Hassoun's algorithm. Figure 4 is the
implementation of the improved neural cell for
the network.
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Figure 4: Neural Network Cell Implementation

An illustration of the model is shown in Figure
5. The contour lines represent the accumulated
cost values for the problem. The optimal path
generated by the model is also shown.

Figure 5: Wave Propagation Model Example

6. CONCLUSIONS

A significant result of this research was the use
of a new paradigm to design massively parallel
architectures. This new paradigm was called
natural parsllelism. The natural law which was
employed to investigate the paradigm was a
class of partial differential equations in
mathematical physics. These partial

y
|
|

differential equations describe physical
phenomena in electromagnetic field theory.
Using natural parallelism, these physical
phenomena were shown to describe certain
optimization problems. Nature was viewed as an
optimization process, exhibiting equivalent
behavior for which mathematical expressions
are available (that is, the partial differential
equations of electromagnetic field theory).

Using the paradigm, an artificial neural
network was designed which can solve a class of
partial differential equations. Natural
parallelism provided two mathematical models
in electromagnetic field theory as analogies for
the problem of trajectory generation. They were
the electrostatic model and the wave
propagation model. The architecture for the
electrostatic model was shown to provide
multiple, alternative, near-optimal solution
paths. The wave propagation model was shown to
solve the optimal path problem. Its neural
network architecture was shown to compute the
propagation of wavefronts by least cost
propagation.

The partial differential equations were mapped
onto the massively parallel architecture using
finite difference approximations. The numerical
solutions of the approximation formulas
effectively simulated the analog computation of
Nature. An architecture was designed to
compute a five-point finite difference
approximation solution to these equations. The
five-point finite difference approximation
formula provided for the definition of
interconnection weights in the architecture.
The massively parallel computing architecture
was defined using explicit states of the problem
as the computing nodes. This architecture
computed solutions by exchanging information
along interconnections defined in a mesh
topology. As this exchange continued, each
node's output converged to a value which
represented the corresponding state's value in
the problem solution. These state outputs were
the scalar potential field solution to the partial
differential equation. The approximation
templates for the finite difference formula
defined the interconnection weights for the
particular architecture configuration. The
significance of this design was a neuron
transfer function and weight formulas for
computing the finite difference approximation.

This rescarch has shown the use of the natural
parallelism paradigm to solve trajectory
generation. Artificial neural networks were
designed using the natural parallelism concept




and shown to provide good path solutions which
correspond to natural analogies of
electromagnetic field theory.

1__REFERENCES

1] L. A. Reibling. Natural Parallelism as a
Design Paradigm for Massively Parallel
Architectures. PhD Thesis, Michigan State
University, June 1991. In preparation.

{2} Allen Nussbaum. ELECTROMAGNETIC
THEORY for Engineers and Scientists. Prentice-
Hall, Inc., Englewood Cliffs, NJ, 1965.

{31 L. A. Reibling. Research and Development in
Neural Network Technology and Applications.
Annual Report GR-O9P-0989, Smiths Industries
Aerospace & Defense Systems, Inc., October
1989.

{4] Emst Weber. Electromagnetic Fields. Volume
1— Mapping of Fields, John Wiley & Sons, Inc.,
New York, NY, 1950.

(5] Henry Margenau and George Moseley Murphy.
The Mathematics of Physics and Chemistry
D.Van Nostrand Company, Inc., Princeton, NJ,
second edition, 1956.

(6] D. H. Menzel. Mathematical Physics. Dover
Publications, Inc., New York, NY, 1961.

[7) Mohamad H. Hassoun and Ashvin J. Sanghvi.
"Fast Computation of optimal paths in two- and
higher-dimension maps”, Neural Networks,
3:355-363, 1990.

10-9

Discussion

1. R.Klemm, Germany

Can you give some indicaticn on how operational scenarios
can be fed into your system? Do you consider optical
techniques for parallel computing?

Author:

Scenarios begin with three elements. The current aircraft
location in state space, and desired goal location in state
space, and the cost function for the state space which
includes the threat laydown and effects of terrain making. As
the aircraft flies the trajectory, updates to these three
elements cause new trajectories to be generated by the
system. Dynamics of the environment can be treated
through a fast-time prediction using the system interactively
with cost function updates according to the threat dynamics
model. We plan to investigate optical techniques this year as
part of our efforts to develop a physical prototype device.

2. D.Bosman, Netherlands

With electric field equation model, trajectories are
orthagonal giving iso-potential lines. In the physics analogy
no work is involved in travelling along iso-potential lines.
Does travelling in that direction involve accumulated
danger? Does piece-wise selection of iso-potential
trajectory parts provide acceptable alternative trajectories
not calculated by the analogy?

Author:

Yes. Danger is accumulated along any path, including Iso-
potential curves. This is unlike physics, where no work is
performed. However, in the physics analogy, resistivity is
accumulated along the paths (infinitesimally) as is the
danger. No. Iso~potential parts of trajectories would not
provide relief from danger. Unlike work, where all the
current paths are equivalent in that they have the same end
point potentials, these danger paths have unique
accumulated danger. This is analogous to Ohm’s law, since
the current density field varies according to the resistivity.

3. G.L.Cohill, United States

Is the model described in the paper a constant velocity
model? How would you accommodate a variable velocity
parameter?

Author:

Yes. The cost function is developed as a rate of danger
divided by velocity. This results in a cost measure along the
line integral of the path. Thus, if velocity is constant, it can be
factored out of the path integral. To answer the second
question, I don’t know. Otherwise, the velocity must be
specified at every point in the problem space. This will
incorporate velocity locally in the space. However, it won't
guarantee a smooth velocity profile over the path itself. This
requires the development of other ways to incorporate
constraints into the system.
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Introduction
A\

Ce documei‘\l présente une application des méthodes
"Réseaux de Neurones” 2 la classification automatique de
cibles en imagerie infi —rouge

Cette fonction d;\.classiﬁcation est un complément &
la chaine de traitements 332 systémes optroniques de détec-
tion et de pistage. Elle perget d’améliorer les performances
globales du systéme d'arme hY
- en limitant le taux de faussés alarmes et de fausses pistes,
- en apportant une aide al’ opéxaleur dans ses prises de dé-
cision. \

Bien que le syst¢me de détéﬁion soit testé actuelle-
ment sur des cibles aériennes en vuk de I’intégration & un
systéme de défense sol-air, il est suffi“sgmmenl général pour
pouvoir s’'appliquer également aux systémes air-sol, air-air,
ou a tout autre type de systéme optronique\, de conduite de tir
ou de veille, en vidéo infra-rouge ou visibl\§

hY
Ce papier se propose d'étudier tout d’abord comment
peut s'intégrer un module de classification au! matique de
cibles dans un systéme d'arme, et ce qu'il peut lij apporter.
Puis, aprés une description technique de ce modwie, il pré-
sentera les premiers résultats obtenus en sxmulauol\sur des
données réelles.

\
5,

‘\
I Module de classification dans un systéme d’ay-
me.

1.1. Description fonctionnelle d’un sysidme d'arme, rdle de
I'optronique.

Certains systémes d'arme, embarqués ou non, sont
équipés de sous-systtmes optroniques. C'est le cas nolam-
ment des sysidmes de défense sol-air courte portée, mais
aussi des sysi¢mes air-sol ou des missiles fibro-guidés.

Ces équipements assurent les fonctions de détection,
d’acquisition et de poursuite (ou d'accrochage) de cible(s).
C'est la localisation de la cible qui permet le guidage du mis-
sile jusqu'a 1'interception.

En ce qui concerne le sous-systéme optronique, ces
fonctions sont généralement menées A bien par des techni-
ques de traitement d'image. Ces techniques sont nombreuses
et efficaces. Citons des algorithmes fondés sur la détection
de contraste, 1’analyse du mouvement ou encore la corréla-
tion de zones d'images.

L’opérateur recoit en temps réel la visualisation des scénes
observées par les senseurs (infra-rouge ou visible), sur la-
quelle sont incrustés :

- la mire de visée,

- la (les) fendtre(s) de poursuite.

Il peut intervenir pour :
- asider 1'acquisition, par pointage manuel,

- valider ou inhiber une poursuite,
- prendre la décision de tirer.

1.2. Réle du systéme automatique de classification de ci-
bles.

Dans des environnements difficiles : fond trés brui-
tés, attaque saturante, contre-mesures (leurres IR), incen-
dies, ..., les sysiémes aulomatiques risquent d’une part d'&-
tre saturés (trop de cibles potentieli.s) et d’autre part de sur-
charger I'opérateur (trop d'informations et de demandes de
validation). Le réle d'un systéme de classification automati-
que et d’aide a la décision est de pallier & ces inconvénients.

La classification s'effectue & deux niveaux. Au pre-
mier niveau, les cibles potentielles sont classées en terme de
"cible” ou "fausse alarme”. Les fausses alarmes correspon-
dent aux leurres IR, constructions, éléments de fond, etc.
Cette premiére classification permet de réduire le taux de
fausses pistes et allége ainsi la tache de I'opérateur et la
charge de calcul. Au deuxi¢me niveau, la classification est
effectuée sur les éléments de la classe “cible” et permet de
caractériser leur catégorie (avion, hélicoptére, missile). Cet-
te deuxieme classification permet :
~ d'adapter les algorithmes de pistage en conséquence,

- de donner une priorité A chaque cible poursuivie,
- de contribuer a 1'évaluation de la menace,
d’aider a 1'évaluation de la qualité d’interception.

Il Description technique.

2.1. Méthode neuronale.

Une méthode neuronale est une méthode basée sur

".J'apprentissage.

Les données d'apprentissage prennent ici la forme
4’ bnagettes qui segmentent la cible présumée. Elles doivent
&tre‘extraites automatiquement du systéme de poursuite de
facon\j &tre opérationnelles. Ces imagettes correspondent en
fait auk alarmes détectées par le sous-systidme optronique de
poursuite.

Un nombre important de données d'apprentissage est
nécessaire : typiquement plusieurs dizaines de milliers. Il
faui, dans la mesure du possible, que toutes les configura-
tions et présemtations possibles de cibles et de fausses alar-
mes susceptibley d’&ire rencontrées en phase opérationnelle
soient représentées dans 1'espace d'apprentissage. Si, par
exemple, l'espace d'apprentissage ne conlient pas d'oi-
seaux, il est probable qu'en phase d'exécution, le systéme
les classe comme des.avions !

Le réseau de newrones présenté ci~dessous est inca-
pable d'inventer ce qu'il n’a jamais vu ainsi que d'élaborer
des raisonnements compliqués, il apprend au contraire par
I'exemple, de facon tout & Xﬁt empirique.

En phase d’exécution; le réseau de neurones recoit
en entrée une imageite provenant du sous-sysiéme optroni-
que de pistage et rend en sortie le code de la classe reconnue.




2.2. Réseau de classification de cibles.

2.2.1. Structure du réseau.

Les imagettes recues en entrée par le réseau sont tout

d'abord pré-traitées de facon A leur donner une dimension
32*32 pixels (fig. 3).

Le réseau comporte quatre couches enti¢rement inter-
connectées (fig. 1) :
~ la couche d’entrée correspond aux pixels de I'image & re-
connaitre. Elle forme un vecteur X de dimension 1024;
- le vecteur Y correspondant & la premiére couche cachée
est de dimension 100;
- Je vecteur Z (seconde couche cachée) est de dimension
30;
~ le vecteur T (couche de sortie) est de dimension 4. Les
coordonnées du vecteur de sortie correspondent aux différen-
tes classes possibles (dans notre cas : cible en limite de por-
tée, hélicoptere, avion, construction).

Les coordonnées de ces vecteurs sont appelées les
"neurones™ et sont des petits processeurs élémentaires. Les
"neurones” d’'une couche sont connectés & ceux de la couche
suivante par des "synapses”, qui sont en fait des coefficients
de transmission. Ces coefficients (il y en a ici plus de 100
000), forment les matrices A, B et C (fig. 1). Toute 1' "intel-
ligence” du syst®me se trouve dans la valeur de ces coeffi-
cients.
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(fig. 1)

Le classement revient i effectuer les opérations sui-
vantes :
Y = f(A.X)
Z =1{(B.Y)
T = 1(C.2)

ol f est une fonction de seuillage (fig. 2).

Chacune des coordonnées du vecteur T représente la

réponse du systéme & la classe correspondante. La classe sé-
lectionnée est celle qui donne la réponse la plus forte.

1(x)

(fig. 2)

1'implémentation hard temps réel de ces multiplica-
tions vecteur-matrice est d’autant plus réalisable que les di-
mensions des différentes matrices sont faibles.

2.2.2. Phase d’apprentissage automatique.

La phase d'apprentissage a pour réle le calcul de ses
coefficients synaptiques :

11 est notamment important de minimiser le nombre
de coefficients nécessaires pour faciliter la réalisation maté-
rielle, tout en en gardant une quantité suffisante pour que les
performances du syst¢me de classification soient optimales.

Les premiers essais d'apprentissage utilisant 1’algo-
rithme de la retro-propagation du gradient ont donnés des
résultats encourageants mais pas excellent {(80% de bonnes
reconnaissance). Une amélioration des performances a été
obtenue en procédant en deux étapes de la maniére suivante:

a- Premiére étape :

Elle est destinée 4 aider la seconde et la rendre plus perfor-
mante. Elle consiste 4 regrouper les imagettes de 1'espace
d’apprentissage topologiquement proches (c’est & dire : qui
se ressemblent) et de méme classe, en "nuages” linéairement
séparables deux & deux. Ce regroupement en nuages s'ob-
tient automatiquement par un réseau de type Kohonen (algo-
rithme proche de celui des nuées dynamiques).

b- Seconde étape :

Elle est chargée du calcul proprement dit des coeffi-
cients synaptiques. La premidre étape permet de donner une
signification précise & chacun des neurones des couches ca-
chées, et de guider 1'apprentissage, En effet chaque neurone
de la premitre couche cachée est spécialisé dans la sépars-
tion des imagettes de deux nuages donnés, les neurones de la
seconde couche cachée correspondent aux nuages, et les
neurones de la couche de sortie, aux classes. L'apprentissa-~
ge se fait par retro-propagation du gradient couche par cou-
che. Le syst¢me cherche donc & reconnaitre le "nuage” au-
quel appartient une imagette avant d'en déduire sa classe.




Un simple perceptron & une couche et une sortie per-
met en effet de séparer avec de trés bonnes performances
tant en apprentissage qu’en généralisation deux imagettes
appartenant a deux nuages données. Ce probléme est netie-
ment moins complexe que le probléme global de classifica-
tion A résoudre car les données a séparer sont topologique-
ment regroupées de facon cohérente, et sont linéairement sé-
parables alors que les données du probléme total sont forte-
ment mélangées et dispersées. Les performances du percep-
tron par rapport au probléme simple ne sont limités que par
le caractére plus ou moins flou des frontiéres séparant les
nuages.

Aprés avoir décomposé 1'espace d’'apprentissage en
sous-ensembles cohérents, le probléme global de classifica-
tion peut se décomposer en un grand nombre de problémes
moins complexes que 1'on sait résoudre avec de bonnes per-
formances.

Les réponses de tous ces perceptrons (il y en & plus
d'une centaine) forment la premiére couche cachée du ré-
seau (le vecteur Y). Il serait possible de déduire formelle-
ment la classe d’un objet de facon logique et statistique a
partir de ces réponses. Nous préférons toutefois résoudre ce
probléme par apprentissage neuronal de facon & mieux tenir
compte des valeurs réelles prises par chacun des neurones du
vecteur Y. Nous apprenons ainsi au systéme, par 1'algorith-
me de rétro-propagation du gradient, de déduire du vecteur Y
le nuage d’apparienance de 1'imagette (le vecteur Z), puis
enfin sa classe (le vecteur T).

Nous remarquons que seule la premitre couche de sy-
napses travaille sur des données brutes. Ces synapses con-
vergent vers des valeurs nuancées et non saturantes. Par con-
tre les autres couches synaptiques ne travaillent que sur des
données symboliques. Ces synapses convergent, eux, vers
des valeurs beaucoup plus saurantes (-1 ou +1) ou neutres

).

Ces algotithmes d’apprentissage sont actuellement
implémentés sur une station de travail SUN 4, et tournent en
temps différé sur des bases de données réelles extraites de
notre bibliothéque de vidéos infra-rouges.

2.2.2. Phase d’exécution.

L'algorithme de la phase d'exécution est beaucoup
plus simple que ceux de la phase d'apprentissage. Le but
était en effet d'avoir en phase d'exécution un procédé facile
A implémenter en temps réel alors que 1’apprentissage pou-
vait s'effectuer en temps différé en laboratoire une fois pour
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toutes.

I1 s’agit dans un premier temps d'interfacer le sysié-
me neuronal & un syst¢éme de poursuite. cette interface doit
étre capable de fournir en temps réel au réseau les imagettes
sélectionnées, au format 32*32. Il est pour cela nécessaire
d’implémenter un algorithme de zoom / dézoom adaptatif. I}
n'y a pas nécessité d'implémenter un algorithme trés sophis-
tiqué : du moment que les imagettes de 1'espace d’apprentis-
sage ont été mise au format par le méme algorithme, le sys-
téme neuronal peut supporter des distortions importantes.

Puis, la phase d’'exécution proprement dite du classi-
fieur consiste & effectuer 1'opération : T = £(C.f(B.{(A.X))).
11 s’agit de trois multiplications vecteur-matrice et 'applica-
tion de trois fonctions de seuillage (sigmoide). Les multipli-
cation vecteur-matrice peuvent s'implémenter efficacement
sur un processeur de trailement du signal de type DSP, les
seuillages peuvent s'implémenter sous la forme d’une table
de convertion.

I1I Premiers résultats obtenus en simulation sur
des données réelles.

Les performances obtenues quant A la discrimination
cible / fausse alarme sont de 1'ordre de 95% sur tout type de
cibles ou de batiments, quelles que soient leur présentation et
leur éloignement, sur fond de terre, de ciel ou de mer. Les
bases d’apprentiss»~~ ntilisées comportent plusieurs milliers
d’imagettes.

11 reste toutefois 2 valider le procédé opérationnelle-
ment, sur une diversité encore plus grande de configurations.

Conclusion

Les résultats obtenus sur des données réelles mon-
trent 'intérét des méthodes neuronales pour la classification
de cibles en optronique. Une maquette (temps réel) de cette
fonction est en cours de réalisation, elle sera prochainement
intégrée dans un sysi¢me de poursuite automatique.

Cette approche "Réseaux de Neurones” peut étre
étendue aux équipements nécessitant une classification ou
une reconnaissance automatique des cibles & atteindre dans
un environnement complexe.

Ces méthodes fondées sur 1’apprentissage constituent
une avancée pour les systémes futurs, "intelligents”, dotés de
vision artificielle et de capacité de décision.
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Discussion

1. Jeff Grinshaw, United States
Was testing done on the training set?

Author:
No, of course testing was done on a testing set that was
different than the training set.

2. Jeff Grinshaw, United States

Similar work is being conducted at the Air Force Institute of
Technology (AFIT), United States. They use pre-processing
of the pixel data. Have you considered using pre-processing,
or is it not necessary?

Author:

Pre-processing of the pixel is certainly not a necessity
because it works without pre-processing, and it does it very
well, and humans do not use pre-processing which is not
neural pre-processing. But it is not forbidden to use pre-
processing, it can just be more complicated. Most of
pre-processing can be implemented into a neural network
(with local connections for example).

3. D.Bosman, Netherlands

To a Region of Interest (ROI) of 1024 pixels, usually very
little pixels contribute to the recognition process. In a 1000-
dimensional space each aspect of every object occupies a
cloud which must not interfere with neighboring clouds; if

so, uncertainty results. You stated that the system was
trained on 5000 objects. How many aspect/object clouds
can be safely (at P% probability of confidence) stored in the
1k dimensional space? Is the amount of 5000 mentioned,
given the large volume of the clouds because little numbers
of pixels participate in the recognition, already overstraining
available capacity?

Author:

In fact the 1024 pixels contribute to the recognition process
and not only a very few of them. But as they are linked
together, in fact, they can be compressed. The low number of
“Clouds” needed is due to the fact there is a high possible
compression rate. The way to compress the information to
very few symbolic elements which are the classes to
recognize, is the aim of the neural learning process.

4. Glenn Johnson, United States

How does the system handle scaling of the image size? Does
the system require retraining for images of different sizes?
Does not this make for a very large training set?

Author:

There is no pre-processing except that subimages are
extracted and formatted into the 52 X 32 pixel format. The
identifier must be trained to recognize these scalings of the
image, only in the sense that scaling of, for example, 6 pixel
image has less detail than scaling of 12 pixel image.
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C. MAILLARD
DASSAULT ELECTRONIQUE (D.E.)

THREAT LOCALIZATION
A major breakthrough for Intelligent E.W. Systems

55, quai Marcel Dassault
92214 Saint-Cloud
France

PLANCHE 1 : THREAT LOCALIZATION

La survie (survivability) d'un avion de
combat moderne est trés liée & sa capacité
4 déterminer la situation tactique préci-
sément, en temps réel.

Nous allons montrer l'impact de la locali-
sation des menaces sur 1' "intelligence" des
systémes de contremesures.

Auparavant, nous souhaitons vous présenter
DASSAULT ELECTRONIQUE (D.E.).

PLANCHE 2 : SOFTWARE

En ce qui concerne les capacités en logiciel
de D.E. :

- 850 spécialistes logiciel,

- création d'une filiale "DE3I" avec IBM,

- 9 ordinateurs centraux, et plus de 4 000
terminaux,

Enfin, D.E. prend place parmi les leaders en
Intelligence Artificielle. Grce & une solide
expérience de plus de 10 ans, D.E. a, en
utilisant les techniques de I'Intelligence
Artificielle, développé et mis au point
nombre d'outils qui ont permis de réaliser
différentes applications et d'aboutir & des
produits.

Ces techniques et outils généraux sont :

- une méthodologie de développement de
Systémes Experts : MEDIUS, en
complément de la méthodologie de
développement de logiciel MINERVE,

- le langage PROLOG, et surtout le
développement A'EMICAT, extension de
PROLOG vers un langage orienté objet
permettant l'acquisition de connaissance
complexes grice i des mécanismes de

"frame", d'héritages, de réflexes et de
régles de production.

EMICAT est distribué mondialement par
IBM sous le nom d'IPW :

- la participation & NESTOR EUROPE
dans le domaine des réseaux
neuromimétiques ;

- l'utilisation de VISILOG pour les études
et les développements de projets en
traitement d'images.

PLANCHE 3 : Al. APPLICATIONS

Les applications réalisées chez D.E.
couvrent de nombreux domaines :

- Il'aide logicielle intégrée pour l'informa-
tique documentaire,

- l'aide au diagnostic technique (CATS
pour les circuits analogiques 4 base de
modéles, GIBUS utilisé opération-
nellement pour la gestion des batteries
de satellites),

- l'aide & la décision et l'aide au comman-
dement (génération de scénarios de
déplacement d'armée : PEGASE et
simulation de la bataille aéroterrestre :
CARNEADRE),

- la synthése logique de circuits intégrés
spéficiques (ASICs) : FRENCHIP.
FRENCHIP est commercialisé sous
UNIX.

- 1'aide & l'exploitation de satellites
(systéme de contrdle et de commande de
satellite SATEXPERT)

- DASSAULT ELECTRONIQUE effectue
de nombreuses recherches dans le
domaine de 'Intelligence Artificielle en
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temps réel : un systéme expert temps
réel vous sera présenté en détail par
Moonsieur SERVEL de D.E. (conférence
n® 18).

Entin, le systéme d'identification de
menaces SEISME, avec de fortes
contraintes sur le temps de réponse, est le
coeur de ce papier.

Avant de cerner l'impact de I'lLA. sur les
systémes électroniques de défense, il faut
commencer par définir les besoins
opérationnels en autoprotection.

PLANCHE 4 : FUTURE RWR REQUI-
REMENTS

L'évolution des menaces est caractérisée
par :

- leur agilité,
~ leur mobilité,
- leur diversité,
- leur densité.

* Contre l'agilité des paramétres
(fréguence, PRF, PW, ...), une mesure
trés précise de la direction d'arrivée
(DOA) est essentielle : la DOA est le
meilleur paramétre de tri, car le seul
stable dans le temps.

* Les autres caractéristiques des menaces
rendront leur tri et leur identification
de plus en plus difficile. 11 est donc
nécessaire d'améliorer les capteurs, et
bien sir le traitement.

PLANCHE 5 : RWR BLOCK DIAGRAM

Pour faire face & l'évolution des menaces,
une architecture du type présenté sur la
planche est nécessaire. Outre les capteurs
"classiques”, des capteurs de nouvelle
génération (Interférométre large bande
instantanée, IFM, Analyse spectrale temps-
réel) seront intégrés au niveau de
I'impulsion pour obtenir un temps de
réponse suffisamment court pour envisager
les actions adéquates (brouillage, leurrage,
évasive, ARM, ...).

- - DUV U

PLANCHE @ : Thregt localization grinciple

De plus, la mesure précise de l'angle
d'arrivée (DOA), (typiquement 10 fois
meilleure que celle des équipements
standard) essentielle pour le tri et le dé-
entrelacement, permet aussi de localiser
géographiquement les émetteurs de maniére
passive, grAce au principe de triangulation
déjd démontré sur les équipements ESM.

PLANCHE7T : Operationgl gdvantages

Les avantages opérationnels de la locali-
sation des menaces sont trés nombreux, et
augmentent considérablement les capacités
opérationnelles de l'avion.

De nombreuses notions font appel & un
traitement intelligent : corrélation tactique
de menaces, ordres d'évitement de la
menace la plus dangereuse, calcul de
priorité, et bien siir amélioration de
I'identification des menaces (ESM). Mais
comment faire ?

PLANCHE 8 : PILOT INTERFACE

Le pilote a besoin d'une interface claire,
précise et donc synthétique. La localisation
des menaces et un traitement intelligent,
sont essentiels pour satisfaire ce besoin.

PLANCHE 9 : PROCESSING

Le traitement nécessaire est décrit sur
cette planche pour élaborer la situation
tactique en temps réel :

- capteurs mesurant entre autres la
direction d'arrivée (DOA) des menaces
avec une grande précision,

- une corrélation impulsion par impuision
entre capteurs, basée sur le temps
d'arrivée des impulsions,

- un pré-filtrage, utilisant une matrice de
comparateurs 4 fenétre (Window
Addressable Memory) qui permet de
réduire considérablement le flot de
données par:
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. la reconnaissance des plots déja pris
en compte (désentrelacement, ...),

. la mise en évidence, trés rapi-
dement, de tout changement de
I'environnement (nouvelle menace,
changement ou évolution des
parameétres d'une menace),

- un processeur pour la localisation des
menaces,

- et un calculateur de haut niveau (PMF)
pour l'identification, utilisant des
techniques d'lA que nous allons
développer.

Les deux idées importantes sont les "feed-
backs" qui permettent :

- de positionner les valeurs minimum et
maximum du pré-filtrage & partir des
résultats de la localisation,

- de modifier les capteurs en fonction des
résultats d'identification (en cas
d'ambiguité par exemple).

PLANCHE 10 : PRE-FILTERING

Ce tableau résume trés schématiquement
trois approches possibles pour le pré-
filtrage :

- approche "classique”,

- approche par "Window Addressable
Memory"” (WAM), retenue par D.E.,

- approche par systémes neuronaux.

Des conférences sont prévues lors de ce
symposium sur ce point particulier.

Nous pensons, suite aux recherches
effectuées, que le pré-filtrage est une
bonne application possible & terme pour les
systémes neuronaux, mais il faudra résoudre
les difficultés liées A I'intégration du temps
(PRPF, séquences, ...).

ELANCHE 11 : PHOTQ

91-15518
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PLANCHE 12 : Al Threqt identification

Cette longue introduction était nécessaire
pour bien situer le probléme 1ié a
l'identification des menaces. °

En résumé, l'évolution des menaces conduit
2 la nécessité d'améliorer leur analyse :

- analyse spatiale,
- analyse temporelle,

- et bien sfir, mesures des paramaétres
électromagnétiques (RF).

En conclusion, une description "intelligente"
de la menace est nécessaire, et doit atre
utilisée.

PLANCHE 13 : SEISME

Le systéme Expert "SEISME" élabore la
situation tactique en temps réel.

Les axes de recherche pour ce Systéme
Expert sont :

- modélisation,

- raisonnement dans un monde imprécis et
incomplet,

- résolution d'ambiguité,

- détermination des heuristiques néces-
saires,

- évaluation de la validité de la situation
tactique élaborée,

- reprogrammation pour reconfigurer le
systéme.

Le but de SEISME a été d'appliquer ces
techniques au probléme de l'identification,
avec des contraintes en temps réel.

PLANCHE 14 : ARCHITECTURE

L'architecture retenue est décrite sur la
planche.

On notera :

- les pistes (Tracks) provenant du pré-
tiltrage,

- les fiches (Forms) techniques,

- les phases (Phases) temporelles,

- les paramétres du systéme expert.

a1 1712 pn1Q




Le résultat est l'identification des menaces
quasi en temps réel.

PLANCHE 15 : DESCRIPTION

La définition de chaque terme est précisée
sur cette planche.

A noter qu'une piste est consituée des
positions angulaires, distance ainsi que des
paramétres ElectroMagnétiques E.M. (RF).

PLANCHE 16 : IDENTIFICATION

La clé d'une bonne identification est la
séparation entre les caractéristiques
géographiques et électromagnétiques.

Cette discrimination spatiale est
essentielle.

Un "mapping” est effectué en cas de non-
discrimination spatiale entre les pistes RF
et les fiches.

Ensuite, une association instantanée est
effectuée, basée :

- sur la correspondance (agreement) du
mapping,

- sur le nombre de menaces identifiées,

- sur le nombre de fiches manqguantes pour
les menaces identifiées.

Des heuristiques sont nécessaires pour
mattriser 'explosion combinatoire résultant
de l'association possible de plusieurs
menaces pour chaque fiche.

PLANCHE 17 : HEURISTICS

L'idée est d'effectuer un partitionnement du
probléme, car:

- linterprétation de queiques pistes est
indépendantes d'autres pistes,

~ peu de pistes évoluent en fonetion du
temps (I'angle d'arrivée (DOA) évolue
trés lentement en fonction du temps).

Ces évolutions sont détectées grice au pré-
filtrage.

~ On ne traite donc que les partitions
évoluants.

— L'influence de la préecision sur la DOA
est capitale sur ce partitionnement,
comme le suggére le schéma : il vaut
mieux 5 problémes indépendants de
niveau simple que 2 problémes de niveau
trés complexes.

PLANCHE 18 : MESA

Le but essentiel de SEISME est de valider
I'apport des techniques d'intelligence
artificielle pour évaluation de la situation
tactique (identification, calcul de priorité,
n-o)

Ce systéme expert a donc été couplé au
simulateur MESA ("Modélisation et
Evaluation des Systémes d'Autoprotection")
qui permet de simuler les conditions
opérationnelles, en particulier en tenant
compte des relations, liens entre menaces
et de leur caractére "réactif", ainsi bien sir
que la modélisation du systéme
d'autoprotection (précision sur la DirectiOn
d'Arrivée (DOA accuracy), précision de
localisation, ...).

PLANCHE 19 : SEISME Evglugtion

Nous avons donc évalué les performances de
SEISME dans un environnement opérationnel
complexe simulé par MESA.

Nous avons aussi développé de nouveaux
principes d'Intellignece Artificielle.

Des extensions sont prévues :

- évitement de menace,
- calcul de priorité.

Enfin, les possibilités d'embarquer ce
systéme sont étudiées (en particulier sur
une machine paralldle : Transputer ou
machine RISC).

En conclusion, nous vons évalué
I'importance relative des différents
critéres: la discrimination angulaire est
essentielle pour obtenir un temps de
réponse suffisamment court, car elle
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permet de contrdler l'explosion combi-
natoire.

PLANCHE 20 : CONCL-JSION

Les améliorations de performances pour
I'identification des menaces avec les
techniques d'Intelligence Artificielle ont
été démontrées.

Une mesure trés précise de l'angle d'arrivée
des menaces (et leur localisation) est
essentielle pour respecter les contraintes de
temps réel.
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THREAT- LOCALIZATION

A MAJOR BREAKTHROUGH FOR
INTELLIGENT E.W., SYSTEMS
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wwiaiw o] || FUTURE RWR REQUIREMENTS |

THREAT EVOLUTION  RWR REQUIREMENTS

o AGIUTY w0y  Direction of Asrivel (DOA) = best
sorting parameter (the only stable in time)

o MOBILTY g Tactical Situstion Awareness
Precise real-tUme Localization

« DIVERSITY ey Wide Band Raceiver : 100 % POI
Superheterodyne Mode :
Encellent sensitivity (LP1)

« DENSITY —_, improved Sorting Capability :
~ interferomater for DOA
- IFM for puise frequency
Fast and powerful processing (VAMP/PMF)

.
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THREAT LOCALIZATION PRINCIPLE

o Phase interferomaeter for very accurate DOA
(Ten times better than a standard RWR)

o PRECISE PASSIVE RANGING BY TRIANGULATION

» PRINCIPLE ALREADY PROVEN IN ESM EQUIPEMENTS

(e vl LOCALIZATION OF THREATS
OPERATIONAL ADVANTAGES

TACTICAL SITUATION AWARENESS :

» Prewerning

»  Vactical carrelation
THREAT AVOIDANCE - MNIMUM RISK AOUTING
PRIONITY ASSESSMENT :

»  Tactical correlation

P Determination of firing envelopes
ADEQUATE TIMING FOR EXPENDASLES
PASSIVE TARGET DESIGNATION :

> SAD missien

»  Designation for ARM, SPARM
E5M CAPABILITHES

-] STRONELY "l ™
OPIRATIONAL FERFORMANCES OF Tl AICAASY

\_ —

r—




NI OO O e e . P 4

[ NEW-GENERATION DEFENSIVE SYSTEMS ]

o  DETECTION and PASSIVE tracking,

o ANALYSIS on 8 pulse-by-pulse basis

o LOCALIZATION,

o IDENTIFICATION and PRIORITY ASSESSMENT
o  PILOTINTERFACE

o FLIGNT REPORT for maintenance and ESM

o PROTECTION against s types of threst

s

INTEGRATION and COMPATIBILITY J
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Geographical RF Charactaristics
Characteristics / \
[ Spatial Discrimination ] uanpinﬂm-.-mm-num-)l

[]
[ INSTANTANEOUS ASSOC TION
Agresments bavwasn Tracks and Fo: e them mappeng)
@ of Wentifind thrasts
# of manting torms fos t6e - ulind theosts
HEURSITICS REQUINED

Tracks

[ ¥

Forms

(e [ prem—pe—— 1 (Commm—— DESCRIPTION W
> Tachnical Forms :
”punmudwo‘cu(r.m.'w.'l’a....). )
TRACKS (pre-filtered data from Sensors) Types of emission (Agility, compression, polasization, ...)
OATA SASE l 1 l 1 l l 1 - ugkllmdw#um(wm.mmw.w
TECHIICAL System)
o - *) = FORM Y
SEISME ——o [razamerins) 92 = FORM 1 <AND> FORM2
m #3 = FORM3 <OR> FORM4
el
e Tracks : )
1 l l 1 - Geographical pasitions (EL, AZ, RANGE) + RF data (same as
TEATS technical forms)
. AN y
s ) (e [ weumisncs | )
T1,72, ..., Tn (Tracks) B PARTITIONING :

o Interpretation of some Tracks independent of others

ﬂ:@ | seisME EVALUATION |

o OPERATIONAL ENVIRONMENT SIMULATED BY M.ESA.
o DEVELOPMENT OF NEW A PRINCIPLES

o EXTENSION TO THE SYSTEM (Threat Avaid:

Priosity A -}

o POSSIBIUTY OF EMBEDDING (Porting on a paratiel machine, ...)

o RELATIVE EVALUATION BETWEEN CRITERIAS :

= ANGULAR DISCRIMINATION ESSENTIAL FOR A SHORT RESPONSE TIME
(TO HANDLE COMBINATIONAL EXPLOSION)

[mmmm-

CONCLUSION

e PERFORMANCE IMPROVEMENTS WITH
ARTIFICIAL INTELLIGENCE PROVEN FOR
EMITTER IDENTIFICATION

e ACCURATE DOA MEASUREMENT (AND
EMITTER LOCALIZATION) ESSENTIAL FOR
REAL-TIME REQUIREMENTS
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= A NASA/RAE Cooperation in the Development of a
Real-Time Knowledge Based Autopilot
Colin Daysh’
Malcolm Corbin’
Geoff Butler

1. Summary

As part of a US/UK cooperative acronawjcal
research programme, a joint activity betwégn
NASA Ames-Dryden and the Royal Aerospace
Establishment on Knowledge Based System
( KBS ) has been established. This joint ag}i
concerned with tools and techniques for
mentation and validation of realetime KBS. This
paper describes the proposed next stage of Mits&—
research, in which some of the problems of imple-
menting and validating a Knowledge-Based Autopi-
lot (KBAP) for a generic high-performance aircraft

will be investigated. \\

2. Introduction

The research programme described in this paper
will be the latest in a longstanding series of colla-
borations between the Dryden Flight Research
Facility of the NASA Ames Research Center in the
USA and the Royal Aerospace Establishment

( RAE ) in the UK. Previously, the Cooperative
Advanced Digital Research Experiment ( CADRE )
programme’ was established in 1981 to investigate
the applicability of non-linear control techniques to
a fly-by-wire aircraft. Non-linear control laws
developed at RAE were successfully flight tested on
the NASA F8 digital fly-by-wire aircraft using the
Remote Augmented Vehicle ( RAV ) facility”, in
which ground-based computers are used to control
a piloted aircraft remotely via telemetry links.

" Royal Aerospace Establishment, Famborough, Hants, GU14 6TD, UK.

N

Eugene L. Duke®
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Randal W. Brumbaugh*

More recently, a collaborative project on
Knowledge Based Systems ( KBS ) was under-
taken® to investigate some of the real-time aspects
of applying such techniques. Under this pro-
gramme, a prototype Flight Status Monitor for the
X-29 research aircraft, which had been designed in
a non-real-time form by NASA, was re-
implemented at RAE in the Muse real-time KBS
language4'5. This gave a significant speed improve-
ment over the original and, though it still fell some
way short of full real-time operation, considerable
insights were gained into the requirements which
any real-time system would have to meet.

The proposed latest programme will go further in
the investigation of realltime KBS system design.
Known informally as the Cooperative Real-time
Intelligent Systems Program(me) ( CRISP ), it will
investigate the implementation and validation of a
Knowledge Based Autopilot ( KBAP ). While it is
recognised that this problem is probably more
appropriately tackled by conventional algorithmic
techniques, the KBAP provides a simple, well-
defined yet real problem within which to explore,
develop, and demonstrate real-time KBS concepts
and validation and verification techniques for
mission-critical systems. (-

A prototype autopilot has already been imple-
mented using the NASA-developed KBS tool
CLIPS®. However, this implementation was shown
to be fairly slow, and hence inappropriate for a
real-time flight control application. The RAE has

¢ NASA Ames Resesrch Center, Dryden FRF, PO Box 273, Edwards, CA 93523-5000

* PRC Symems Services, Bdwards, CA.

This work has been carried out with the support of Procurement Executive, Ministry of Defence © Controller HMSO, London, 1991.
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developed the Fortran Library for EXpert System
Development, FLEX7. which has been demon-
strated to be an order of magnitude faster than
other KBS tools on benchmark pmblemss. This
paper discusses the likely best method of approach-
ing the reimplementation of the CLIPS autopilot
rules in FLEX to produce a Knowledge Based
Autopilot which runs in real-time. Some prelim-
inary performance estimates are presented below,
based on work done using a generic ruleset typical
of the form likely to be taken by the final KBAP
system.

One of the main areas of interest in this project is
1o establish a route by which a system based on
KBS techniques could be validated as fit for flight.
NASA Dryden have considerable experience in the
validation of more conventional algorithmic avionic
systemsg'm'11 and are keen to investigate ways of
extending these to cover the more diffuse behaviour
exhibited by a Knowledge Based System. If the
work is successful, it is hoped that the KBAP
would be flight tested in future phases of the pro-
ject.

3. An Overview of the KBS Toolkits
3.1 CLIPS Expert System Shell

CLIPS is an expert system shell with a LISP-like
syntax developed at the NASA Johnson Space
Flight Centre. The basic elements of CLIPS are; a
fact-list, comprising global memory for data, a
knowledge-base containing all of the nules and an
inference engine whiLh controls overall execution.

A programme written in CLIPS consists of rules
and facts. The inference engine decides which rules
should be executed. Basically, rules fire (are exe-
cuted) in much the same way that an IF THEN
statement is executed in a procedural language such
as Ada. That is, the rule fires IF certain conditions
are true, and it THEN executes a set of actions.
The conditions that fire the rule are facts. The rule
only fires if certain facts have been asserted (i.e the
fact exists and is true).

CLIPS has variables available in which to store
values. This is a very powerful tool which enhances

the way in which rules and facts can be manipu-
lated. Variables in CLIPS are written in the syntax
of a question mark followed by a variable name.
For example:

x
?value
?colour
?sound

One of the most useful, and most powerful applica-
tions of variables is in pattern matching. This is
where the facts on the LHS of a rule are partiaily
replaced by variables. For example, the rule:

(defrule variable-example
(blue exterior)
(?colour interior)

(assert (interior-colour ?colour)))

Will be fired by the "blue exterior”, and by any fact
which has two fields, with the word "interior” as its
second field. It will then assert a fact that records
the first field of the second fact. For example, the
rule will be fired when the following facts are
asserted:

(blue exterior)
(pink interior)

The rule will assert the fact (interior-colour pink).

Another useful feature of CLIPS is its ability to do
calculations within rules. Expressions to be calcu-
lated must be written in prefix form, that is, the
expression 2 + 3 would be written (+ 2 3 ). Again
this is where CLIPS resembles LISP. This facility
can be used to assert facts, for example:

(assert (answer =(+ 2 3)))

would assert the fact "answer 5". It is possible to
use variables within expressions, for example:

(assert (answer =(- 7x ?y)))

This would calculate ?7x - ?y, using the actual
values assigned to the variables ?x and ?y, and then
assert the fact to record the answer.

Control within a CLIPS program can be achieved
by using facts as controls but CLIPS provides a
more direct method of control through salience.




This allows assignment of priority to rules, to
ensure that the highest priority rule in a set will fire
first even if others are available to fire also.

CLIPS provides several commands to help in
debugging. One command allows you to continu-
ously waich facts being asserted and retracted.
Whenever a fact is asserted or retracted, it will be
displayed as such. Assertion of the fact (new_fact)
would cause the display

=>f-1 (new_fact)
If this fact was then retracted, the display would be
<==f-2 (new_fact).

It is also possible to watch rules and activations on
the agenda as the program is executing.

3.2 Fortran Library for EXpert Systems, FLEX

Flex is a library of Fortran 77 subroutines for
developing Expert System modules to interface
directly with Fortran programs. It was developed at
RAE' and has already found application in the field
of aircraft structural design 2

As well as the subroutines, a separate readable
knowledge base is supported, together with for-
ward, backward and hypothesis / constraint
inferencing. Basic explanation facilities are also
provided. The FLEX library can be called from a
higher-level Fortran program to implement the
inferencing procedures required by the problem. A
knowledge base in FLEX consists of a number of
separate rule bases contained within the knowledge
base.

3.2.1 Rule Format

Rules are represented in the following form:

Rule-identifier

[F property-a AND property-b.....
THEN property-x AND property-t.....
EXP=Explanation;

Disjunctive rules (i.e. rules whose antecedents con-
tain facts linked by ‘OR’ functions) can also be
used, in which case and ‘AND’ operator takes pre-
cedence over ‘OR’. In other words,

91-15519
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‘if A and B or C and D’

means if A and B are both true, or if C and D are
both true.

The negative of a property is denoted by a ‘not_’
(optionally ‘-') directly before the name (e.g.
-mammal means not a mammal).

3.2.2 Representation of Facts.

The facts which correspond to particular properties
are stored in an array provided by the user. Each
fact can be in one of three states: true, false or
unknown. There is no fact list as such, rather, when
the rule bases are read in by the driving Fortran
program, the properties and their associated values
are stored in the aforementioned array. This is
unlike a system such as CLIPS, where facts are
only stored in the fact list if they have been
asserted. In FLEX, all the properties used in a rule
base, as both antecedents or consequents, will be
placed in the array when the rule base is read in.
The fact value associated with each property can
then be set explicitly. The setting of a fact value
can be considered to be the same as asserting a fact
in CLIPS, and similarly, setting a fact value to false
can be considered the same as retracting a fact.

4. The Knowledge-Based Autopilot

To illustrate the proposed approach to the
verification and validation of KBSs, a rule-based
longitudinal altitude-command autopilot example
for a high performance fighter aircraft has been
designed. The example presented represents a sin-
gle axis of a three-axis (longitudinal, lateral-
directional, and velocity) controller. This controller
is being developed and will be qualified as a
mission-critical system as part of the research into
validation methodologies for operation-critical
KBSs.

A simplified representation of the aircraft and con-
trol system is shown in figure 1. The objective is to
develop and 1o demonstrate a knowledge-based
controller that produces command inputs to the air-
craft control system based on a dynamic world
model obtained from instruments on the aircraft and

91 1113 014
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on a simple set of rules. While this task may not
represent a suitable end-application of a KBS
(because it is easily performed by conventional
algorithmic control laws), it provides a simple
mission-critical application that is both easy to
understand and easy to validate.

The control task requires the autopilot system
(whether based on conventional algorithms or a
knowledge-based approach) to produce commands
that cause the measured aircraft altitude A to be
within some specified tolerance Ah of the com-
manded altitude hco”l . Additionally, constraints are
placed on the altitude rate and the normal accelera-
tion a, . The constraint on 4, is the same as a con-
straint on altitude acceleration, but a_ represents a
more easily understood and easily measured physi-
cal quantity.

The initial requirement for this controller was that it
control the aircraft in a consistent, repeatable
manner at least as well as a pilot during both the
transition mode (going from one altitude to another)
and the altitude-hold mode (controlling the aircraft
about a specified altitude). The desire was to have
it control the aircraft as well as a conventional
algorithmic autopilot. An additional goal was to
allow off-condition engagement so that the con-
troller would also be effective even without benign
initial (engagement) conditions.

These goals and requirements are similar to those
initially imposed on the altitude-hold capabilities of
the flight test maneuver autopilot for the HIMAT
vehicle!. The constraints and tolerances were esta-
blished as baseline figures. From this initial
specification, a rule-based system was implemented
that combined numeric and symbolic methods. This
initial system was tested using a detailed nonlinear
simulation model of the aircraft and its control sys-
tem; the controller achieved excellent results for
some initial conditions but performed poorly for
many others. This initial result was typical of that
exprienced when evaluating the initial implementa-
tion: »f a conventional controller on a nonlinear

sio alation. Afier several iterations of this process, a
fairly detailed statement of performance capabilities
and limitations was established. This information,
in essence, represents clarification of the statement

of goals and requirements and serves as the basis
of a functional specification for the system. An
example of a prototype set of rules for the longitu-
dinal altitude-hold section of the rulebase is given
in the following table.

TABLE Preliminary Rules for Longitudinal
Altitude-Hold Autopilot

Performance boundary rules

o If the altitude acceleration exceeds the positive
acceleration limit, move stick forward.

o If the altitude acceleration exceeds the negative
acceleration limit, move stick aft.

o If the predicted altitude rate exceeds the positive
altitude rate limit, trim stick forward.

e If the predicted altitude rate exceeds the negative
altitude rate limit, trim stick aft.

Normal command rules

e If the altitude error is positive and the predicted
altitude rate is negative, trim stick aft.

o If the altitude error is negative and the predicted
altitude is positive, trim stick forward.

o If the predicted altitude error is positive and the
altitude error is small, click stick forward.

o If the predicted altitude error is negative and the
altitude error is small, click stick aft.

o If the predicted altitude error is positive and the
altitude error is large, trim stick forward.

o If the predicted altitude error is negative and the
altitude error is large, trim stick aft.

Definitions:

move large movement of stick
trim  intermediate movement of stick
click small movement of stick

4.1 Possible Implementation Using FLEX

The aim of this project is to re-implement an exist-
ing KBAP, supplied by NASA and written in
CLIPS, in FLEX, the Fortran Library for Expert
System Development. The reasoning behind this is
that FLEX has proven to be much faster than
CLIPS and other currently available expert systems




on benchmarking problems. It is hoped, therefore
that a FLEX implementation of the KBAP can be
made to run in real time.

The intention is to provide exactly the same func-
tionality as the CLIPS version. Therefore the
knowledge used in the CLIPS version has to be
extracted and then rewritten in a form that could be
used by FLEX. Thus, the FLEX implementation
would not require any knowledge engineering in
the form of consulting a human expert on autopi-
lots, since this work has already been done by
NASA.

The usual method used for translating rules from
one expert system language to another is to first
rewrite the rules in English, using a structured for-
mat of IF THEN constructs. Once this knowledge
has been extracted and rewritten into a FLEX
knowledge base, Fortran driving code will have to
be written to utilicz it. FLEX is not a self-contained
expert system like CLIPS; rather it is a set of For-
tran subroutines that utilise the decision making
capabilities of expert systems The difference
between its capability and that of CLIPs will neces-
sitate some changes to the division of labour
between the algorithmic and knowledge based parts
of the system. In particular, FLEX does not allow
arithmetic expressions within rules, so all calcula-
tions will have 1o be done by the algorithmic part
of the autopilot which will assert facts for con-
sideration by the rule-base.

A preliminary investigation has been carried out on
the conversion of a typical set of autopilot rules
into FLEX. This has proved to give very
encouraging results. The combination of the re-
structing as above, and the greater efficiency of the
FLEX inferencing procedure gave a speed improve-
ment well in excess of a factor of ten over the
CLIPS version, using a Sun 3 processor. This
should provide ample scope for real-time opera-
tions, even if the final KBAP rules adopted prove
to be more complex than this preliminary set.

"Work on implementing Knowledge-Based Systems
in conventional languages is continuing at RAE,
and an Ada-based KBS toolkit ig likely to be avail-
able within the timescales of this project'?. It

would be a valuable extension of the CRISP work
to investigate a re-implementation using Ada as a
comparison.

5. Approaches to the Validation and
Verification of the KBAP

The V&V methodology used at Ames-Dryden is
the same methodology that has actually been used
for all flight-critical control systems in non-
commercial aeronautical flight vehicles, including
the F-18, Space Shuttle, and B-1 aircraft. This
methodology uses a subset of the V&V techniques
in use or advocated within the acronautics com-
munity. The larger issues of certification and the
validation of highly reliable, fault-tolerant systems
have been of lesser concern than those of qualify-
ing and conducting flight validation of flight-critical
systems.

The basic methodology for the V&V of conven-
tional operation-critical systems is directly applica-
ble to the V&V of KBSs. In fact, if KBSs are to be
used in operation-critical applications, the
qualification of these KBSs will have to be per-
formed within the context of established procedures
and will have to address the requirements placed
upon the qualification of conventional operation-
critical systems.

The basis of the Ames-Dryden flight qualification
and V&V methodology for embedded flight-critical
systems is the incremental verification of systems
components, integration testing, configuration
management, and flight validation. The design
specifications are transformed into hardware and
software realizations. This transformation is not a
straightforward, one-step process. The transforma-
tion of a design specification to an implemented
prototype system requires the development and test-
ing of numerous software procedures and hardware
circuits, each of which is a prototype of some ele-
ment in the larger system.

The implementation of system elements or com-
ponents is supported by a variety of analysis tools
and testing techniques”'®. The analysis tools used
include failure modes and effects analysis, indepen-
dent review, static verification, independent calcula-
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tions, conjectures, and suspicions. This analysis is
conducted on abstract models of the system or of
the system components. Linear systems models,
aggregate system models, block diagrams, flow
diagrams, schematics, source programs,
specifications, and simulations are some of the
main abstract models used. This analysis of abstract
models is used to translate requirement and design
specifications into a physical realization.

Simulation testing provides a closed-loop facility
wherein the system is exposed to an environment
that closely resembies the electronic and data
environment in which the system must actually
operate. Simulation also provides a facility for test-
ing that the hardware and software of the system
are integrated and operating together. Simulation is
where the pilot (the system user) is first exposed to
the system and allowed to evaluate it; the realism
of the simulation is determined by the operating
requirements for the flight application of the sys-
tem.

The V&V methodology used for conventional,
embedded operation-critical flight systems provides
an established and accepted set of procedures upon
which a methodology for KBSs can be based.
While this position may be controversial in the Al
community, the political and sociological realities
of flight research and testing will ultimately dictate
that any methodology for the validation of KBSs at
least address the currently used methodology for
conventional systems.

The proposed approach to the V&V of KBSs relies
on the life cycle model shown in figure 2. The life
cycle model for a KBS has been 2 topic of consid-
erable concem to some who have addressed the
validation of a KBS, and several models have been
proposedls'm‘". These models stress the develop-
ment and prototyping process in a KBS. The
motivation for developing these models is
apparently to address the lack of a clear or well-
defined statement of system goals and requirements
and to highlight the prototyping process common in
the development of KBSs. While the proponents of
these models would probably contend that there is a
fundamental difference between the life cycle of a
KBS and a conventional system, another view is

that this apparent difference is more refiective of
the maturity of KBSs rather than of anything funda-
mental.

Because KBSs are just emerging in operation-
critical applications, there is little certainty of capa-
bilities and limitations of these systems. The proto-
typing that is a common feature in the development
of a KBS often represents an attempt to establish
requirements for a given application. This definition
of requirements, capabilities, and limitations
through prototyping is not unlike that used in con-
ventional systems when new techniques or applica-
tion are attempted. The difference is in the body of
knowledge and experience behind the use of con-
ventional systems as opposed to that of KBSs. Also
reflected in this prototyping is the lack of maturity
of antificial intelligence (AI) techniques in general
that provides little basis for the selection of control
and knowledge representation methods.

There are several issues that are almost certain to
create problems for anyone attempting to validate
operation-critical KBSs. Perhaps the most serious
of these is an unwillingness to treat the current gen-
eration of KBSs out of the context of the promises
of Al The current generation of KBSs are not, in
general, capable of leamning or even modestly adap-
tive. These systems exhibit few nondeterministic
properties. These KBSs may be complex but they
are not unpredictable. But so long as there is this
persistence in dwelling on the ultimate potential of
Al systems instead of on the realities of the system
being qualified, it is unlikely that an airworthiness
and flight safety review ( AFSR ) panel would
allow flight testing.

A further difficulty arises from the contention the
KBSs do not always produce the correct answer. If
this is true then a KBS can only be used for tasks
in which their performance can be monitored and
overridden by a human. Most operation-critical sys-
tems are required to perform without human inter-
vention or with only high-level supervision or con-
trol. However, a KBS that does not always produce
the optimum answer is acceptable as long as it
never produces a wrong answer. This latter point is
in fact one of the main V&V issues: operation-
critical systems must be shown to produce accept-




able solutions in all situations.

There are two key aspects of the proposed approach
to the V&V of KBSs:

1. development of a KBS to perform some task
that is well-known, well-understood, and for which
conventional V&YV techniques are adequate; and

2. incrementally and simultaneously expand both
the KBS and the V&V techniques
to more demanding and complex tasks.

The procedures used for verifying, qualifying, and
validating conventional operation-critical flight sys-
tems at Ames-Dryden will be applied and modified
as required. Because we ultimately plan to carry
these experiments to flight using the rapid-
prototyping t‘acilityz, this process will be performed
under the aegis of an AFSR panel and will be
under periodic review. The subject of this research
will be the knowledge-based autopilot (KBAP)
described above, that is being developed ultimately
to perform aircraft maneuvers normally performed
by highly trained pilots.

The research plan is to identify maneuvers of
increasing difficulty and to build gradually more
complex and adaptive KBS to accomplish those
maneuvers. This will include prototyping, evalua-
tion, and a series of initial operating capabilities
that will evolve into a sequence of documented
requirements for testing against each version of the
system. This approach fits well within the model of
and practice used with conventional digital systems.

6. Conclusions

This paper has described a proposed collaborative
programme of research intended to approach the
problem of the validation and verification of
mission-critical knowledge-based systems in an
incremental manner, using established procedures.
The view presented in this paper is consistent with
that proposed in Gault® and others:
A validation methodology for ultrahigh relia-
bility, fault-tolerant systems must be based on
a judicious combination of logical proofs,
analytical modeling, and experimental testing.

This methodology must be supported by reliable
validated development and test tools that lower the
cost and reduce the schedule, if the goal of valida-
tion is to be achieved for either highly reliable,
fault-tolerant systems or highly complex systems
such as are envisioned for KBSs.

The work will focus on the real-time implementa-
tion of a knowledge-based autopilot designed by
NASA using a real-time KBS tool, FLEX, written
at RAE. Preliminary results on a representative
rule-set indicate that FLEX will have more than
sufficient speed for this application. The possibility
also exists of an Ada implementation at a later
stage.

The specific structures used within the real-time
version may well influence some aspects of the
approach taken towards validation, in particular the
position of the boundary between the algorithmic
and rule-based sections of the autopilot. It is hoped
that, if the validation and verification work is suc-
cessful, then flight tests, using the NASA Ames-
Dryden Rapid Prototyping Facility, could be under-
taken.
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Discussion

1. W.G. Semple, United Kingdom

I understand that you approach the clearance problem by
constraining the rule base to be such that all possible states
can be identified and assessed. Does that reduce the
verification problem to that of conventional code, this
ducking the stated objective?

Author:

IfT understood the question, the answer is no, that's just step
1. The project will proceed to bigger rule bases. Yes, we hope
in future versions to have a more complex rule set with
different autopitot modes and more likelihood of interaction
between rules.

2. Carl Lizza, United States

If you have a small, well-defined, simple ruleset to facilitate
verification then why use a rule-based paradigm at all? Why
not code the rules as procedural logic?

Author:
Coding the system in procedural logic would negate our

effort to explore the verification and validation issued for a
knowledge based system.

3. HA.T. Timmers, Netherlands

Your objective was to develop a knowledge based autopilot
which could be certified by the applicable agencies. How did
this objective reflect in the actual design?

Author:

In the first version of the knowledge base we have been
constrained to a design with relatively few rules which can be
shown not to be in conflict with each other.

4. R. Guiot, France
Why not use fuzzy logic control?

Author:

I would be very interested to look into the possibility of using
fuzzy logic. I should reiterate that the main purpose of the
work is not to produce the best possible autopilot, but to
investigate verification and validation issues relating to
mission control KBS systems. It will be interesting to see
whether fuzzy logic has advantages for verification and
validation.
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ADAPTIVE TACTICAL NAVIGATION PROGRAM

Sandra L. Beming
Wright Laboratory
WL/AAAN-2
WPAFB, OH 45433
USA

ABSTRACT
~> The Avionics Director.

oratory at Wright-Patterson
sored development of

management and decisi aldmg forthe next gen-
eration of combat aircraft. The purpose of the
ATN system is to manage a future multisensor
navigation suite, dynamically selecting the most
appropriate navigation equipment to use in accor-
dance with mission goals, mission phase, threat
environment, equipment health, equipment avail-
ability, and battle damage. The ATN system en-
compasses functions as diverse as sensor data
interpretation, diagnosis, and navigation resource
planning.

This paper describes the motivation for pur-
suing this avenue of research, the ATN design and
development processes, results obtained, and les-

sons leamned. 6——
BACKGROUND

To succeed in the complex mission environ-
ment of the mid-1990s, combat aircraft will
require advanced capabilities. Among these capa-
bilities are: robustness to electronic countermea-
sures, automatic terrain following/terrain avoid-
ance, effective in-weather operations, and the
potential for covert operations through strict emis-
sions management. Also, air defense system de-
ployments to defend high-value fixed targets will
require survivability tactics such as standoff/blind
of maneu weapon deliveries. Realizing all
of these advanced mission capabilities requires
highly accurate, robust, and reliable navigation
system performance.

To meet the full range of mission require-
ments, complementary high accuracy naviga-
tion sensors are being integrated onboard ad-
vanced combat Among these advanced

Douglas P. Glasson
TASC

Reading, MA 01867
USA

systems are the Global Positioning System (GPS),
Joint Tactical Information Distribution System
(JTIDS), and terrain reference navigation (e.g.,
Sandia Inertial Terrain Aided Navigation). Ad-
vanced techniques are required to take full advan-
tage of all navigation resources while minimizing
demands on the pilot/aircrew for system interpre-
tation and management.

INTRODUCTION

The objectives of the Adaptive Tactical Navi-
gation program were to determine the utility of an
intelligent system manager controlling the navi-
gation system of amid-1990’s combat aircraft and
the suitability of current technology for imple-
menting such a design. The technical effort en-
tailed the design, development, and demonstra-
tion of a system which performs system manage-
ment and decision aiding functions for the proj-
ected multisensor navigation suite of mid-1990’s
attack aircraft. The goal for the ATN system was
to provide a high quality navigation solution
while minimizing interpretation and interaction
(“switchology”) demands on the pilot/aircrew.

The ATN system was developed and eva-
luated in a laboratory environment followed by
rehosting and evaluation in an F-16C cockpit sim-
ulation dome. Evaluation results indicate opera-
tional deployment of a system that utilizes the
technology developed under the ATN program
could result in enhanced use of navigation re-
sources, reduced pilot workload, improved situa-
tional awareness, and intelligent navigation
system failure detection and isolation. Collective-
ly, these benefits result in an overall improvement
in mission effectiveness.

AIN SYSTEM OVERVIEW

The ATN system consists of two major com-
ponents: the Basic Navigation System which inte-
grates the sensor outputs into navigation solutions
and the Expert Navigation System, which pro-
vides system management and decision-aiding
functionality.

14-1
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A set of sensors representative of the tech-
nology anticipated to be operational by the mid-
1990s was selected as the ATN sensor suite; viz., a
Strapdown Inertial Navigation System (INS),
GPS, Sandia Inertial Terrain Aided Navigation
(SITAN), Synthetic Aperture Radar (SAR), Dop-
pler Radar, and an Electro-Optical (EQ) System.
The ATN system was designed to capitalize on the
strengths of this sensor suite, minimize the work-
load demands of managing such a complex sensor
suite, and compensate for all inherent constraints
imposed when using a particular sensor.

AIN SYSTEM DESIGN

Significant issues addressed in the ATN
design effort included: Domain of Functionality,
Architectures, and Knowledge Acquisition. Key
results of ATN System design efforts are summa-
rized below.

AIN Domain_of Functionality — System
management and advisory functions that the ATN
system could and should perform were deter-
mined. To select these functions, assessments
were performed of both the feasibility of imple-
menting functions and the projected improvement
in mission effectiveness and reduction in crew
workload. Three broad classes of functions were
selected for the ATN effort; viz., Sensor Integra-
tion and Navigation Computations, System Man-
agement, and Decision Aiding.

The first class of functions (Sensor Integra-
tion and Navigation Computations) is performed
by a portion of the ATN system termed the Basic
Navigation System (BNS). The BNS integrates
data from a variety of available navigation sensors
to form a usable vehicle navigation state output.
This is accomplished by using Kalman filters to
estimate time-correlated navigation state parame-
ters and sensor model parameters by optimally
combining sensor measurement data. A related,
secondary function of the BNS is to provide sen-
sor-related navigation data to the intelligent por-
tions of the ATN system to aid in the recognition
of special or problem situations and to support the
reconfiguration or adjustment of the BNS to best
meet user requirements.

The second and third classes of functions
(System Management and Decision Aiding) are
performed by the remaining portions of the ATN
system which collectively are referred to as the
Expert Navigation System (ENS). Table 1 lists the
primary functions performed by the ENS. Func-

tions 1 through 10 are system management func-
tions aimed at monitoring and diagnosing
sensor/basic navigation behavior and supporting
equipment reconfiguration (moding transitions).
Functions 11 through 16 in Table 1 support user
decision aiding in selecting navigation sensors/
configurations appropriate to the current and pre-
dicted mission requirements and resolving
user-observed navigation anomalies.

Table 1 Expert Navigator Functional
Requirements Cross Reference
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AIN_Architecture — The BNS architecture
(Figure 1) consists of a baro-inertial mechaniza-
tion and four federated Kalman filters. A feder-
ated Kalman filter approach was selected for this
application because of its superior ability to
recover an uncorrupted navigation solution once a
failure is identified. Switching navigation outputs
from one filter to another, as is done in the BNS,
has disadvantages for aircraft systems that depend
on continuous navigation data. From this stand-
point, a centralized Kalman filter approach would
have an advantage. However, the federated ap-
proach offers the ability to recover quickly from
soft failures and achieves better data protection
with [ittle sacrifice in performance (Ref 1).
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Figure 1 Basic Navigation

Table 2 Navigation System Combinations

SYMBOL COMBINATION
So INS* and GPS4
S1 GPS4
S2 INS and GPS3
S3 INS and TAN
5S4 INS, DPR, SAR, and EO
Ss GPS3, DPR, and BARO
Sé GPS3 and BARO
S7 INS and DPR
S8 INS, SAR, and EQ
S9 INS
*INS implies INS and BARO in all
cases in this table

To establish workable BNS architectures, it
was necessary to identify sensible combinations
of sensors. Ten altemative navigation system con-
figurations of subsets of the ATN sensor suite
were identified. Systems were ranked (Table 2)
according to order of relative accuracy. The ENS
chooses the most desirable system alternative
based on expected accuracy, confidence, and mis-
sion segment requirements.

The ENS is a distributed expert system that
embodies a broad range of functionality. Parti-
tioning of functions among the experts was de-
signed to localize specific sub-domains of
navigation expertise such as mission manage-
ment, equipment diagnosis, and sensor cross-
checkmg Global- and module-level architectures
were designed for the ENS to realize the desired

“intelligent” fanctionality. The functional organi-
zation of the ENS is depicted in Figure 2. The
‘f;enllctiomlity of each expert systems is described

ow:
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Figure 2 Expert Navigator Functional
Organization

e Navigation Source Manager — This expert is
shown for GPS/INS, SITAN, and Doppler-In-
ertial. It uses Kalman Filter outputs and design
engineering models to monitor equipment per-
formance and to detect and isolate sensor fail-
ures or degradations.

o System Status — This expert diagnoses system
“health” based on reliability data, mission en-
vironment, and lower-level diagnoses.

e Moding Expert — This expert determines
viable component combinations based upon
current equipment status and determines ap-
propriate handoff strategies for mode changes.

o Event Diagnosis — This expert evaluates
planned navigation events (e.g., a waypoint en-
counter and designation) and diagnoses anom-
alous or out-of-spec events to support pilot
moding decisions.

® Mission Manager — This expert stores mis-
sion plan and environment (threats, ECM) data
and determines which available equipment
configurations are appropriate to the current
and forecasted mission situation.

o Pilot-Vehicle Interface (PVI ) Manager —This
expert manages communication between the
ATN system and the pilot.

Knowledge Acquisition —Knowledge Engi-
neering for the ATN program included both

14-3

91 1113 o015




14-4

Knowledge Acquisition and Knowledge Base Im-
plementation. Knowledge Acquisition was per-
formed during the design phase of the program.
Several different forms of knowledge were ac-
quired including: existing information from engi-
neering reports, results of numerical simulation
(e.g., of GPS performance degradation in jam-
ming scenarios), and human knowledge related to
navigation.

Human knowledge covered a broad range of
expertise in navigation system design, mainte-
nance, and operations. Sources of human knowl-
edge included: operational aircrews, test pilots
and engineers, avionics maintenance technicians,
navigation system and design engineers, and
avionics system engineers. Obtaining knowledge
from human sources posed several challenges not
usually encountered in “classical” knowledge ac-
quisition. For example, in 1987, when the ATN
Knowledge Acquisition was performed, fielded
systems had simple navigation suites (e.g., INS
with visual or ground-map radar updating) in com-
parison with the suite envisioned for mid-1990s
combat aircraft. Thus, no operational or test air-
crews had experience with the multisensornaviga-
tion suite selected for ATN. In addition, the
interview setting did not replicate the actual
onboard environment in which decisions are
made. These considerations strongly influenced
the interview approach, the information that was
obtained, and the selection of knowledge engi-
neering techniques.

Approximately fifty individuals, each an ex-
pert in a subset of the domain, were interviewed as
part of the ATN Knowledge Acquisition effort.
Specific sources of human knowledge and the
types of information obtained from those sources
were:

® Tactical and Strategic Aircrews — Discus-
sions were held with a range of tactical and
strategic aircrews, representing varying expe-
rience levels and aircraft avionics vintage. In-
formation obtained provided operator perspec-
tive of mission priorities, current navigation
system management methodologies, sensor
cross-checking, display content/fformat (both
actual and desired), workload profiles as a
function of mission phase and sensor utiliza-
tion in a single seat combat aircraft, and work-
load split between a two-man tactical aircrew.
Information was also obtained regarding the
operational use of radio navigation aids (LO-
RAN), an EO targeting/update system (PAVE
TACK), a recently modemized navigation
suite that utilizes a Kalman Filter to incorpo-
rate Doppler, true air speed, and/or discrete

ground map radar updates, and GPS (on a
B-52).

o Flight Test Groups — Engineers and flight test
pilots associated with GPS, LANTIRN,
SITAN, and a digital moving map evaluation
provided information related to engineering
development and limited operational experi-
ence with these advanced systems.

¢ Maintenance Personnel — TASC reliability
engineers and Air Force maintenance techni-
cians provided insights into classes of ob-
served behavior of equipment in the field and
experience-based diagnosis techniques.

e Design and System Engineers — TASC, Gen-
eral Dynamics, and Air Force Navigation ana-
lysts and designers actively designed model-
based components of ATN and served as con-
sultants on such issues as GPS receiver per-
formance, operational limitations of equip-
ment, current design practice and related limi-
tations, and reliability engineering.

An organized pre-brief and mission-centered
questionnaire supported efficient aircrew inter-
views. This questionnaire was provided in ad-
vance to the participating Air Force operational
organizations as a preliminary indication of our
purpose and for classification guidance. The crew
interviews and discussions were centered on a
sample tactical interdiction mission. The phases
and profiles of this mission are shown in Figure 3.
Also, an overview of the navigation suite assumed
for the mid-1990s under the ATN program was
presented in the pre-brief.

=
6 S 3 / NEFUELING
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Figure 3 Tactical Mission Profile

AIN SYSTEM DEVELOPMENT AND
INTEGRATION

The ATN System was developed using a tra-
ditional waterfall approach to software develop-
ment in which system requirements and design
were established before system development/




coding began. This phase of the ATN effort in-
cluded development of the BNS and ENS
architectures and the knowledge based compo-
nents defined during ATN system design while
meeting the requirement for an ATN system
which could demonstrate real-time performance
and be suitable for subject- interactive testing and
evaluation. Development and integration of the
ATN System was accomplished in stages:

Development of the Environment Simulation.

Development of the BNS and integration with
the environment simulation.

Development of required displays.
Developmentofknowledge basedcomponents.

Development and component testing of the
Expert Systems.

Integration and stand alone testing of the Expert
Systems.

Integration of the BNS and the ENS and func-
tional testing in the laboratory.

Rehosting and system evaluation in a Cockpit
environment.

An overview of each development stage is pro-
vided below.

Environm imulation Development — A
complete and suitable Environment and Sensor
Simulation (E/SS) was a necessary precursor to
development of the BNS. Existing E/SS software
(Integrated Navigation System Simulation or
INSS) was restructured and augmented to meet
this need (Ref 3). A strapdown inertial navigation
system model was developed and integrated into
the INSS software. In addition, SAR and EO sen-
sor models were integrated into the existing INSS
structure and common blocks for communication
among the models were added.

BNS Development — Upon completion of
the E/SS software, the BNS was developed and in-
tegrated with the E/SS. The BNS (Figure 1) con-
sists of a set of navigation filters managed by an
executive, a performance monitor to track results,
and all necessary interfaces. Except for the per-
formance monitor portion, the BNS operates
strictly from sensor outputs provided by the E/SS.
None of the “truth data” available from the envi-
ronment simulation is available to the BNS except
for performance assessments.

— The head-up,
head-down display complement for the engineer-

ing system is shown in Figure 4. The displays
were implemented on two Zenith Z-248 PCs; both
display computers were driven by data from the
BNS and ENS via host processor (9600 Baud) ter-
minal ports. User interaction was implemented
via a mouse and keyboard.

The head-up display provides a moving hori-
zon (slaved to the trajectory data from the E/SS)
and a HUD layout based on that of the Block 25
F-16C. The HUD display includes two windows
for ATN displays; a master caution that displays
yellow on waming and red on caution and an ATN
icon window for posting graphic symbols for ATN
advisories.

The head-down display consists of a data
entry display, two multifunction displays and a
color moving map. The right multifunction dis-
play (MFD) provides a simulated radar display
with cursors tha* align on fixpoints as updates are
selected. The most recent aimpoint offset is dis-
played in the data entry display above this MFD.
The left MFD provides a help facility for the
graphics icons displayed on the HUD, including
the meaning of the icon and the acceptable re-

sponses.

The 512 x 512 pixel moving map is implem-
ented in a track-up, decentered orientation. Each
pixel scales to 100 meters of actual distance; the
map therefore presents 51 km of flight track, or
approximately 3 minutes of flight time (this scale
approximates a standard 1:250,000 sectional map
scale). The data for the map was obtained by digi-
tizing a sectional map of the region in 13 track-up
segments. The mission route was overlaid on the
original paper map before scanning.

! lementation — Knowl-
edge Base Implementation for the ATN effort re-
quired both selection of appropriate knowledge
representation schemes and development of all
knowledge based components.

The knowledge representation schemes were
selected for each expert system based upon the
type of reasoning to be performed within that ex-
pert. Representations selected for ATN include:

Rules

Procedures

Relational Data Structures (e.g., frames)

Symbolic Data

Heuristically assigned probabilities or
weightings.

Because of the dichotomy between the com-
plexity of the ATN sensor suite and the simplicity
of fielded systems at the time of ATN knowledge
acquisition, the ATN system designers used non-
traditional techniques to develop the knowledge
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required for the ATN knowledge based compo-
nents. Techniques included analogies to currently
operational systems (e.g., GPS versus LORAN;
LANTIRN versus PAVE TACK), and extrapola-
tion to the expected ATN system complexity and
mission environment. Thus, a considerable
amount of the knowledge for the ENS expert sys-
tems was engineered by combining results of op-
erational crew discussions with designer know-

ledge of projected system characteristics and
future mission requirements.

Details regarding the knowledge based com-
ponents for each expert system are summarized
below:




Navigation Source Manager — The Naviga-
tion Source Manager embodies two forms of
knowledge:

¢ Knowledge Source Procedures — These pro-
cedures provide a means of consistency check-
ing among GPS, SITAN, and Doppler sensors.
This was based upon cross-check procedures
described during discussions with Ohio Air
National Guard A-7D pilots.

® Resource Allocation Logic — The resource al-
location logic for this expert system was devel-
oped by design engineering methods to lead
the search through possible multiple failure
combinations (i.e., choices of altemnative par-
ity functions).

o System Status Module — This is a rule-based
system in which rules are organized in
“chunks” that correspond to specific subsys-
tems (e.g., INS, GPS receiver, CADC, Radar).
Generic forms for the System Status rules were
developed as a result of discussions with
FB-111 maintenance technicians at Pease
AFB, NH. These generic forms fall into three
categories (Table 3):

Table 3 System Status Rules

Quick Diagnosis (environmental
quality effects)

BIT Screening.

Moding Expert — The Moding Expert uti-
lizes symbolic descriptions of sensors and modes
and categorical symbolic data that specifies the
mission-related attributes of these modes. This
symbolic data is manipulated by procedures to
determine viable navigation modes based on cur-
rently available equipment. The symbolic repre-
sentations of the modes were derived from the
BNS design. Sensor symbolic descriptions and
mode attributes were compiled by navigation sys-
tem design engineers. Examples of the mode re-
presentation and related property list format are
provided in Table 4 and Figure 5, respectively.

Table4 Mode Representations
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A-Priori Evaluation
Rutes for Reliability Factor from Maintenance Information

CND FAILURES
FAILURE
PROGNOSIS | FREQUENT| OCCASIONAL | RARE
Likely 0.80 0.85 0.95
Nominal 0.85 0.95 1.00
Unlikeiy 495 1.00 100
Quick Diagnosis

Rules for Environment Quality From ECM and Weather Indices
ECM
MEDIUM
Adverse
Moderate

WEATHER LOW

Moderate
Favorable

HIGH
Adverse

Adverse

Fair Adverse

Rules for Eavironment Quality From ECM and Weather Indices

SENSOR ENVIRONMENT QUALITY
S’I;.Q)T('_IUS ADVERSE|{ MODERATE | FAVORABLE
Failed 0.00 0.00 0.00
Suspect 0.60 0.70 0.80
Normal 0.85 0.95 1.00

BIT Failure Evalustion
Rules for Validity of BIT Failure Patterns

“IF (BIT_FAILURE_PATTERN = ALWAYS_HAPPENS_PATTERNy)
THEN VALIDITY = 0.5
ELSE IF (BIT_FAILURE_PATTERN = KNOWN_FAILURE_PATTERNx)
THEN VALIDITY = 10
ELSE VALIDITY = 0.9~

BASELINE NON-STANDARD

STANDARD MODE HIERARCHY
(STATIC) CANDIDATES

So - INU + GPS4 Ny INU + GPS3
s, GPS4 Nt + RADAR ALTIMETER

[ INU + GPS3 N2 + SAR/LANTIRN

$3 INU + STN

Se INU + DPR » S/L Ny INU + STN

Ss GPS3 + DPR + BAR

Se GPS3 + BAR Ny + GPS2

Sy INU + DPR N3 + DOPPLER + SAR/LANTIRN
Ss INU + S/ Ny3 + DOPPLER

S INU

LIST ENTRY REPRESENTATION

((<MODE CODE>, <POINTER TO PLIST>, < POINTER TO DESCRIPTIONS>) )

EXAMPLE

(SO, SO_PLIST, 50_DESCRIPTION) )

A Priori Evaluation (modified mission
reliability.

Mission Manager — Three knowledge-
based elements were developed for the Mission
Manager; these are:

Weightings for a mission effectiveness pay-
off function.

A decision model for pre-attack check of the
navigation/bombing system.

Threat models.

Weightings for the mission effectiveness
function were based on designer judgmentderived
from discussions with F-16C, F-4E, and FB-111
aircrews. A set of tentative premises was gener-
ated for the relative importance of the navigation
mode attributes (see Table 5) as a function of mis-
sion phase; these are listed in Table 6.

e/ \  messions: Low
BTRADY-STATR WM, Vo BRFT: / \ LR WD C-BAND: 3 -
C-8AND: & N-Shad: @

Figure § Example Property List
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Table 5 ATN Navigation Mode Field data (e.g., jam tolerance, reacquisition
Attributes characteristics) related to GPS performance in a
jamming environment was not available to the

MODE DESCRIPTION ACCURACY| EMISSIONS

womcaso| ATN program due to classification restrictions.

ECM
SUSCEPTIBILITY

So | mNUsGPse H Meanny | L L The ATN approach was, therefore, to build unclas-

s |oesa H MULBAND) L L sified jamming scenarios and to use high-fidelity

s | INU+GPs 3 H M(L-BAND) L LM* simulation to derive performance characteristics
sy | mvu e stran ™ M(C-BAND) M (C-BAND) L data to support ATN desxgn and evaluation.

S INU + DOR « S/L M M(X-BAND} H/M (X-BAND); M

Ss | GPS 3+ DPR + BAR M H(L-BAND) M (X-BAND) ™ Event Diagnosis — A Causal Network

peBanD: knowledge representation scheme was adopted

S | OFS3vEAR M MLBAND) - f L M for the Event Diagnosis Expert. An example net-

S mueoe " LOcBAND) | MxeAND) L work is shown in Figure 6. The network is an ex-

Ss INU + S/L M M(X-BAND) H/M (X-BAND) M trapolaﬁon, aSS\lming f“ll Expen Navigation

> ™ - t t " __| System communication between ships and avail-

. . ability of two navigation solutions (aided and un-

Table 6 Tentative Premises for aidedtyINS) within a single aircraft. Interpretation

Mission Profile of the network probabilities is shown in Figure 7

along with an example set of probabilities. These

* Ground Alignment/Climb/Cruise: values represent a baseline, engineered from de-

m uge?.m m‘i‘fﬁ'& mmbl‘ * signer judgment about the evidence values of the

requirements not demanding variables in the network.

® Low-Level INGRESS:
Detectability and robustness are primarily navigation
concems
Pilot attention to navigation diagnosis limited
Accuracy requirements not stringent
. Preﬁll’/l'?:
avigation awareness peaks
Accuracy — as it affects bombing system performance
— is primary concem
Critical decision point for updating/moding navigation
system of choosing alternative delivery profile

o Post-IP/Attack:
Assume NAV system working as confirmed at IP
unless told otherwisc
No time for diagnosis
+ EGRESS: "
Generally more relaxed navigation requirements Figure 6 Causal Network for
A few points where reliable navigation is important GPS-Aided INS
These premises were refined through the aossee
crew interviews and were then codified as the 000 ) "y €10 RADAR ™\ COMPARE
weighting parameters prcvided in Table 7. These  © s DESIGNATION ) 00 noT compane
weightings were assigned by designer judgment x .

to reflect, forexample, that detectability andECM o wm,, - v, 14, Loy oo
susceptibility are greater concems than accuracy

or workload reduction during ingress. Similarly, ® COMPARS ] 00 NaT Comrane

the crews confirmed that navigation-related 000 9 K

workload would be unacceptable during the post- asd 2 P

IP/attack phase.

Figure 7 Event Diagnosis —
Table 7 Mission Manager Weightings Baseline Probability
NaE Most of the knowledge of the Event Diagno-
ATTRIBUTE s . . A

:::sslgN Accuracy suscssﬁ:‘nun DETECTABILITY | WORKLOAD ‘sil: :";g‘i:l: }:)atfj ?&egg.lensee;:? s;ne(:c :hx? s‘:’av;gg:

Ground, Climb, Cruise 4 therefore, no one is conversant with related trou-

4 1 1
Low-Level Ingress 2 3 3 2 bleshooting procedures. Nevertheless, the mod-
PretPAP s 1 1 ! ule design adapted and generalized the techniques
Post{P/Asack 0 0 0 0 that present day flight crews use to diagnose navi-
Egress 2 3 3 2 gation problems. These techniques (in particular




from R-16C and F-4 crew discussions) utilize
crosschecking from ship to ship.

PVI Manager — Knowledge within the PVI
Manager consists of heuristically-assigned values
for the display periods (timeouts) of ENS dia-
logue icons and automatic display modes. The
time-outs were determined by the module design-
er based on discussions with F-16C, F4E, and
FB-111 crews; the values so chosen are provided
in Table 8. As indicated in the table, more time is
assumed available for crew-ENS interaction dur-
ing the ground/cruise and egress mission seg-
ments than during ingress and pre-IP phases.

Table 8 Baseline Timeouts — Seconds

MISSION PHASE

ICON TYPE

GROUND-CRUIS!

INGRESS

PRE-IP

ATTACK

EGRESS

Event Diagnosis Request 20 10 10 - 20
Moding Advisory 20 10 10 - 20
Waypoint Prompt 60 30 20 - 60

NAVIGATION

ENS Development and System Integration
— The ENS was developed using the Activation
Framework paradigm (Ref 1) to provide a com-
munication and control mechanism for all event-
driven functions with links to clock-driven
objects. Some important features of this paradigm
are: message passing between Activation Frame-
work modules (AFs), scheduling of clock-driven
functions that are not AFs, and a bridge mecha-
nism that allows communication between clock-
driven functions and AFs. The six experts of the
ENS are shown in Figure 8 with a distinction
made between AFs and the one non-AF expert.
This paradigm facilitated modular design and de-
velopment, real-time scheduling efficiency, and
effective focus of attention.

The ENS modules were developed, verified,
and validated individually; the modules were then
integrated into the ATN integration environment
one at a time. Upon completion of ENS integra-
tion, system testing of the ENS was performed, in-
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Figure 8 ENS Architecture

cluding simulated network traffic. In this
environment, traffic to and from the network was
emulated by scripts and output files. The test
scripts included messages to perform a full initial-
ization, a replan following a new threat report, and
routine functions such as waypoint checks and

i . Output files were reviewed to establish
proper ENS functioning and message passing to
the bridge. Upon successful completion of the
ENS integration and testing, the ENS was inte-
grated with the BNS for verification and function-
al evaluation.

The resuiting ATN Real-Time Testbed is
shown in Figure 9. The system was hosted on
commercially-available platforms — the environ-
ment file (output of the E/SS) and BNS on a VAX
6310, the ENS on a VAXStation 3100. A single
VAX Common LISP process implemented the
ENS software; ENS modules were implemented
within individual Common LISP packages. Com-
munication among the processors was via ether-
net (VAX to VAX) and serial port (VAX to PC).
Key functionality provided by this testbed in-
cludes a six degree-of-freedom aircraft simula-
tion, high fidelity sensor and threat models, full
BNS and ENS implementations, simulated cock-
pit displays, and an engineering interface. The
testbed was used for subject-interactive evalua-
tion of ATN and as a staging platform for integrat-
ing ATN into a real-time cockpit simulator.

Testing of the integrated ATN system re-
vealed processing bottlenecks that impaired real-
time performance. In the interest of developing
general software technology for real-time intelli-
gent system implementation, refinement of the
ATN system was performed. This included de-
creasing the frequency of navigation resource
planning in the Mission Manager to one mode
change per leg, reducing the numerical precision
of the jammer power calculations, and replacing
backward chaining inferencing in the System Sta-
tus expert with tables (the original form of the
knowledge). Execution speed of the ENS was in-
creased and real time operation was achieved.

Partitioning of processing during the engi-
neering development provided a single ENS hard-
ware/software/communications implementation
that was compatible with both the engineering
testbed and cockpit simulator installation. This
“plug compatible” implementation enabled
upgrading, refining, and, when necessary,
troubleshooting in the engineering installation.
Thus, cockpit simulator time was reserved for
cockpit display development and evaluation test-
ing.

— The
cockpit integration/evaluation was pursued as a
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Figure9 ATN Real-Time Testbed

jointeffort with subcontractor General Dynamics/
Fort Worth Division (GDFW). The ATN installa-
tion was sited in a GDFW 24 ft Dome; an
overview of the integration is shown in Figure 10.
Much of the integration was derived from existing
F-16C simulator functionality. The main simula-
tion processors host the airframe dynamics/flight
control, sensor models and simulated fire control
computer processing. The main processor(s) also
provide stroke-text to the displays and I/O inter-
faces to other specialized processors. Out-of-
cockpit and IR imagery were processed by an
Evans and Sutherland CT6 scene generator. Radar
imagery was derived from Digital Radar Land
Mass System (DRLMS) data.

A number of modifications to the ATN sys-
tem were implemented to make the system suit-
able for integration into the F-16 cockpit
installation. Among these modifications were:

Reduced-order navigation models to serve as
a BNS (INS, GPS, SITAN, RADAR/EO)

Exclusion of the Navigation Source Manager
from the cockpit integration

Integration of fully automatic displays Elimi-
nation of Waypoint and Event Diagnosis re-
quests

Addition of timeouts for advisories (while
flashing) to alert the pilot of mode changes.

AIN SYSTEM EVALUATION

Evaluation of the ATN system was performed
in two phases: the Engineering Evaluation Phase
conducted in the real time engineering laboratory
at TASC, and the Cockpit Evaluation Phase con-
ducted in an F-16 dome at GDFW. The two evalu-
ation phases are summarized below:

Engineering System Evaluati

In the Engineering Evaluation Phase, naviga-
tion system performance, resource management,
pilot workload, and the pilot/mission interface
were evaluated with and without ATN assistance.
Subjects for these tests were TASC engineers, two
of whom were former rated military personnel
with experience in high performance aircraft.
This phase of testing used high fidelity models of
the navigation sensors and the types of degrada-
tions to which they are vulnerable. The computa-
tions required to execute these models dictated
that they, and the trajectory of the aircraft, be pre-
computed before the real time testing. The accura-
cy of these models allowed the evaluation of
different techniques for the detection and evalua-
tion of sensor failures and external interference.

Since the aircraft flight path was precom-
puted, a target designation secondary task was
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Figure 10 ATN Cockpit Integration

incorporated as part of the real time testing tosub-  in detecting and responding to sensor failures.
stitute for actual crew workload. The secondary  Key evaluation results include:

task display and scoring system are presented in
Figure 11 and Table 9. A full description of the ex-
perimental method is provided in Reference 1.
The primary objectives of this phase were to in-
vestigate the behavior of ATN in a subject-inter-
active mode and to determine ATN effectiveness

G-13%41
3-4-89

The ATN system detected and properly re-
sponded to a variety of mission and system
events including failures, threat wamings,
and map errors

The system interface with the crew was not
totally satisfactory; further refinement was
required before the cockpit evaluation phase

The ATN system provided optimal moding,

to environment changes (i.c., un-
briefed jammers) and resolution of pilot

Table 9 Secondary Task Scoring
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observed anomalies (c.g., misplaced way-
points).

Moding decision errors were common in
manual mode, particularly with respect to
emissions management and over-conservat-
ism (e.g., downmoding in response to a
missed waypoint).

Cockpit Simulator Evaluati

The second phase of evaluation, Cockpit
Evaluation, was performed in an F-16 Dome in
the Flight Simulation Laboratory at GDFW. In
this phase, the functionality, crew interface, and
mission utility of ATN were evaluated in a simu-

lated operational setting.
The ATN engineering effort and evaluation
provided essential groundwork for and

evaluating ATN in an F-16C cockpit simulator.
The objectives of the cockpit integration and eval-
uation were to:

Exercise the ATN system in a realistic task
environment

Obtain subjective data on ATN utility and
mission effectiveness

Integrate ATN displays into a military stan-
dard layout

Assess Refinements and System Personaliza-
tion

A conventional navigation mode manager
was implemented for comparison . This
manager was an extrapolation of current practic-
es, using table-driven moding based upon filter
covariance values and certain cockpit switch set-
tings (i.e., “RF silemt”),

A challenging mission (Figure 12) was de-
signed that involved a 40 minute ingress to attack
a defended, known location target. Sector jam-
mers were deployed as shown to induce failures of
GPS during ingress and to preclude use of GPS
during the target attack. The target was a rail
bridge crossing a river, having no distinctive col-
lateral features to aid location. A combination of
simulated air defenses forced most of the mission
to be flown at low levels. Varying visibilities
forced reliance on simulated EO systems. EW
threats combined with variable terrain roughness
prevented total reliance on either GPS or terrain
aided navigation. The mission and threats were
varied to assess the relative strengths of the ATN
system and the conventional system over a range
of conditions.

QPS Seater
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Figure 12 ATN Edwards Gaming Area

Tests were conducted at the GDFW facility
during the last three months of 1989. “Pilots” for
these missions included contractor engineers and
pilots and rated US Air Force participants. During
these tests, the system interface with the crew was
simplified, and a lag filter fault detection concept
was implemented and evaluated.

The availability of precision navigation dur-
ing the mission, either from the conventional sys-
tem, or from the ATN system, made a noticeable
improvement in the crew’s ability to avoid threats
and engage the target. A significant benefit dem-
onstrated by ATN was in sensor cuing. By main-
taining high accuracy navigation into the attack
phase of the mission, direct acquisition of the tar-
get was possible using only the EO targeting pod.
This capability obviated the need for first acquir-
ing the target with radar, thereby reducing both
emissions and required workload in the attack
phase. The conventional moding system, by con-
trast, was vulnerable to countermeasures in the
terminal area.

The cockpit simulator evaluation was accom-
plished in a three cycles of testing and refinement.
The cycles were accomplished over a six week pe-
riod in three installments of one week of tests fol-
lowed by a week of data analysis and system
refinement. 2-3 pilots per cycle participated. Fol-
lowing the final tests, a demonstration was pro-
vided for the Government.

Significant revision of the pilot interface was
required as a result of the Cycle 1 tests. Initial
feedback relative to displays was sufficiently
strong that it dominated the subjective results
from these tests. The team response was to partial-
ly revise the displays prior to the final Cycle 1
tests, complete the revisions for Cycle 2, and per-
form two additional in-house tests for formal data
collection.

Given the relatively small sample of subjects
(four GD and two Air Force pilots) trends reported




are intespretations of the evaluation team. Repre-
sentative error traces and weapon accuracies were
obtained to illustrate the trends.

PROGRAM RESULTS/LESSONS LEARNED

Conclusions reached as a result of the ATN
program span a broad range of topics, reflecting
dwequaﬂyhtgemgeofmesadd:usedmde—
signing, developing, and evaluating the ATN sys-
tem. Key results and lessons learned are presented
in this section. Additional details are provided in
Reference 2.

Functionality — A reasonable set of func-
tions was selected for the ATN system to perform.
The functions chosen all fulfilled their required
support roles as members of the ATN “communi-
ty” and included: fault detection, handling unex-
pected occurrences, using redundant information,
and real-time planning/replanning.

The real-time planning/replanning function
distinguishes ATN from current table-driven
moding algorithms. ATN’s Mission Manager uses
an on-board model of the mission and navigation
requirements to anticipate and configure the navi-
gation system for changes in environment, navi-
ganon requnements (i.e., required accuracy,
emissions, constraints, and available crew work-
load), and equipment status. By contrast, the table
driven approaches rely on sensor diagnostics
(e.g., GPS receiver status), alone, to determine
changes in mission environment and predeter-
mined logic to determine moding. The real-time,
model-based anticipation of the ATN provides a
significant defense against environment- induced
sensor data corruption, inappropriate emissions
management and increased pilot workload.

A single self-consistency Kalman filter for
GPS measurements was effective in detecung
GPS degradation. Similarly, a lag filter for a “san-
ity check” provided noticeable benefits in avoid-

ing use of corrupted data.

A significant observation was that there is an
absolute requirement for a fault tolerant inertial
data source if one is to realistically meet mission
requirements for an IMC interdiction mission. As
more real world experience becomes available
with advanced sensors, it will be worthwhile to re-
investigate fault detection using a combination of
system-level and low-level deep knowledge tech-
niques.

md.xmmﬁmm—- All of the para-
digms chosen and developed for the individual
experts performed well, given the current state of
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the knowledge base. As ATN functionality ex-
pands, some modifications or extension of these

paradigms may be appropriate.

Key elements of the successful, real-time
iﬁcrlN cilxeltegratim from an architectural standpoint
ude:

Partitioning of synchronous and asynchro-
nous computations into separate processors.

Distributing control of the ATN system using
the Activation Framework Paradigm.

Reasoning about time — in particular, per-
forming localized replanning in the Mission
Manager and reasoning about time costs of
acquiring information in Event Diagnosis.
Using table lookup procedures rather than
rules when warranted for efficiency.

Using the Activation Framework approach
obviated efficiency problems associated with ar-
chitectures that use a blackboard and centralized
controller. In addition, use of messages and a
structure of message priorities significantly facili-
tated modularization and eventual integration of
the system while providing flexibility of module
development.

Distribution of Intelligence — Intelligence is
best managed if it is specific; to the extent possi-
ble, intelligence and knowledge should be parti-
tioned into specialized domains that cooperate
effectively. Within the ATN system, intelligence
was distributed according to the following philos-
ophy: Levels of abstraction generally are decided
by the type of information used; lower level func-
tions may use raw sensor data while higher levels
use derived information.

— ATN evaluation results in-
dicated that pilots want the navigation system to
be reliable, accurate, and to work in the back-
ground. CrewaccquceofwhatdeTNsystem
was doing--along with appropriateness of the
“touch and feel’ aspects--proved to be crucial for
system success. In to strong recommen-
dations from pilot evaluators of the ATN system,
the recommended ATN crew interface consists of:

A HUD display showing the current naviga-
tion mode and wamning or caution status, if
active (these display elements flash for 5 sec-
onds following a change of mode or status).

A moving map which serves as a navigation
aid and a threat situation display.

A status page presenting the current mode
status, results of the last cross-check, and ac-

curacy.
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Knowledge Acquisition — Knowledge ac-
quisition was one of the most challenging aspects
of the ATN system design and development. The
wide range of required knowledge areas and lack
of user experience with advanced avionics sub-
systems necessitated the use of a combination of
analysis, simulation, extrapolation, and intuition,
in addition to traditional knowledge acquisition
techniques. In specific cases, subsystem model
simulations with expert interpretation of results
provided an important bridge between current ex-
perience and projected system behavior. Key in
this aspect was the ability to simvlate GPS in jam-
ming scenarios. Knowledge acquisition experi-
ences also emphasi the value of having
simulation toolgl:;ailable carly and being able to
affordably run frequently for the purposes of
expanding and validating the knowledge base.

An organized pre-brief and mission-centered
questionnaire were essential to efficient discus-
sions with the aircrews. Gaining familiarity with
the aircrew’s systems, tactics, and vocabulary and
being able to relate these to the ATN sensor suite
and mission paid large dividends during the inter-
views and knowledge analysis phases.

— The traditional sys-
tem development approach used in the ATN pro-
gram had significant drawbacks. It required ail
functions to be specified at a uniform level of de-
tail regardless of the actual maturity of the algo-
rithms. Many of the selected Al paradigms had
never been implemented in an avionics applica-
tion. The significant documentation burden di-
verted resources awa;” from early prototyping and
design risk reduction. Much of the early docu-
mentation became obsolete due to design changes
that were required after attempting to implement
the functions. The spiral model of software devel-
opment that has recently appeared in the literature
appears to offer a sounder basis for development
of a system of this nature than the waterfall model
that the ATN project used. Documentation that is
an asset rather than an impediment to a project of
this nature requires a high (perhaps Utopian) level
of honesty, technical competence, trust, and dar-
ing on both the Government and contractor sides.

The phasing of knowledge acquisition inter-
views could also be modified to support a spiral
development approach. Discussions early in the
post- requirements definition would be use-
ful to help focus i development and
knowledge acquisition planning. A second round
of knowledge acquisition would be supported by a
first prototype; some level of interaction with this
prototype would supplement the mission-cent-

Computer Languages — Common LISP
proved to be a good design/prototyping language
for the ATN effort. A language offering greater
control of memory management would be desir-
able for future development/implementation of
embedded systems applications.

Weapon Delivery Capabilities — Continu-
ous high accuracy navigation (<80 meters) sub-
stantially improved the crew’s ability to engage a
prebriefed target in IMC conditions whenusing an
EO pod and eliminated the need to use the attack
radar as part of the target acquisition.

Navigation System Management — A navi-
gation management system that supplemented the
standard algorithmic techniques with symbolic
knowledge about the system components, threats,
and mission as factors in its execution produced
measurably better navigation performance. De-
velopment of this system manager required the
use of a broad range of Al-based structures.

SUMMARY

The ATN project was intended to investigate
the utility of intelligent system management for
integrated navigation on a next generation combat
aircraft. Significant insight was gained into the
suitability of current Al paradigms and software
development techniques for a project of this na-
ture. The results and experiences during this proj-
ect indicated that such an intelligent system
manager could produce a measurable benefit in
the real world. This benefit should become even
more significant as operational users’ experiences
yield abetter understanding of the actual behavior
of the next generation of navigation sensors.
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Discussion

1. D. Bosman, Netherlands

Kalman filters of different design and manufacture may have
differing signals delays. For a federated system, it must be
assumed that all data originate from the same time-slice. Are
the delay differences sufficiently small to be disregarded?

Author:

Since the ATN program was a proof of concept for
intelligent management techniques, our navigation
simulation was not so detailed as to include simulation of
time offsets between sensors or between the Kalman filters
associated with the sensor. In an actual system
implementation, these differences should not be ignored. In
our organization, these issues ar¢ being addressed by
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advanced Kalman filter efforts rather than system
management efforts.

2. H. Timmers, Netherlands
How much from the developed system eventually was rule
based and how much “switch-logic” or table driven?

Author:

I would estimate that the knowledge based components of
the ATN expert modules are approximately 50% rule based
and 50% table look-up and/or algorithmic (ie.,
“conventional” techniques). The Mission Manager and the
System Status Expert are both primarily rule based. The
Pilot Vehicle Interfare Manager and the Moding Expert use
more conventional techniques, while Event Diagnosis and
the Navigation Source manager are a combination.
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