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COMBINATION OF EVIDENCE IN c3 SYSTEMS

I.R. Goodman

Command & Control Department
Code 421

haval Ocean Systems Center

San Diego, California 92152

ABSTRACT

This paper has a threefold thrust:(1) a brief
survey is presented of the development of approaches to
modeling C¢/C3 systems as_given primarily in this forum-
The MIT/ONR Workshop on C3 Systems;(2) an outline of a
theory of C3 systems is developed which i5 compatible
with previous efforts and which is rich enough for
rigid, yet tractable, analysis;(3) as part of this the-
ory, a procedure is exhibited for integrating subjective
and objective/probabilistic/numerical information for
€3 system decisionmakers.

1. INTRODUCTION

The ¢3 problem is a real-world problem and thus,
analogous to tkeories in Ehemistry, Physics, or Biology,
a proposed tteory for a C” system must be based on em-
pirical, a< well as sound, logical considerations. In
addition, such a theory-following the usual pattern of
change for scientific inquiries- will incorporate,
overlap to some degree, or otherwise relate with, pre-
viously established models. Finally, the author's own
biases and predilections will generally be reflected in
the degree of detail granted to the various components
of the overall model.

Compatible with the above philosophy, §he goal of
this paper is the development of a general (7 theory
which accounts for a systematic/comprehensive treatment
of the combination of subjective information- such as
linguistic-based descriptions- with the usual probabil-
istic or numerical type information. in conjunction
with this effort, a literature search was conducted for
previous work in this area. In addition to the premier
collection of unclassified C2/C3 work- these Proceedings
over the past eight years- other unclassified sources
were also considered, including IEEE publications, Oper-
ations Research journals, Psychology publications, and
separately published papers and books, among others. A
brief survey of that portion of the literature relevant
to the task here is presented in the next §ection. In
section 3, general models of warfare and C” systems are
proposed in the form of networks whose nodes represent
decision makers/followers. These networks are dalso as-
sumed to be time-varying. Section 4 is an abridged
analysis of intranodal behavior, utilizing both proba-
bilistic and possibilistic processes, analogous to the
previous established PACT (Possibilistic Approach to
Eoraelation and Tracking) program in Ocean Surveillance
55]..

2. BRIEF SURVEY OF RELEVANT C3 WORK

A now extensive C3 and related discipline litera-
ture exists solely within the first seven annual Pro-
ceedings of this journal ( 283 articles). Perhaps be-
cause of the great complexity of the overall c3 problem,
relatively few papers have beeanritten establishing
quantitative models of generic C” systems. Of course,

this does not detract from the progress made for vari-
ous aspects of the problem proper and for related

fssues. Foremost among the latter is Surveillance, and

in particular, multi-target tracking and data associa-
ticn. To a lesser degreg, Data Base Management and
Communications within C° systems have also been exten-
sively treated quantitatively. Similarly, limited por-
tions of the C° problem proper have been thoroughly
analyzed- under appropriate simplifying conditions-
including command decision theory, viewed as a possible
multiple player statistical decision game involving,
typically,threat situations and system effectiveness
reflected “a the loss or objective functions, as e.g.
in [1], or considering players' mental images of one
another together with limited knowledge of rules of
play , as in [2]. In a similar vein, distributed or de-
centralized decision_theory appears to be a valuable
tool for analyzing C° systems which may be spread out
geographically or otherwise have loose communications
structures. (See, e.g., Tenney [3]-[4'] and Sandell

[5] for basic results in this direction.) Cgmp]exity of
distributed deciSion problems relative to C- was pre-
sented in [6] in the form of NP-completeness. Other
general results, including asymptotic forms, may be
found in Tsitsiklis' general work [7].

Hierarchical games and systems were used as models
for parts of C3 systems by Castanon [8] and others [9].
Later, Castanon [10] applied rational aggregate theory
to linear dynamic state processes to obtain sequential
(relative to hierarchy level) solutions of systems
with hierarchies defined by behavior tempo having also
possible uncertain models. (See also Luh et al. [11]
for oth%r aspects of hierarchical systems useful in C3,)
Often,C’ systems have been defined as essentiaily in-
volving the management of military resources. In con-
Junction with this, a number of papers have considered
resource allocation techniqges([lzg.[l3]. e.g.) as the
prime characterization of C2 systems. In addition, as
mentioned numerous times, 3 analysis requires multi-
disciplinary usage. For example, Control Theory could
be thought of as central to the problem{[13'],e.q.).
Many papers have conc:ntrated on the human decision
maker-in-the-loop aspect, as a perusal of the last two
Proceedirgs of this journal will show. Such papers can
vary in thrust of analysis from input-output node
models [14] to various detailed { sowz, qualitative,
cthers, quantitative in scope) internally analyzed
systems as in [15] or Wohl's and others' extended
SHOR(Sense, Hypothesize,Option,Response) paradigms
[16]-(18], related to Lawson's proposals [19],(20].

Although- as mentioned aboye- few papers have at-
tempted to analyze the overall C~ problem quantitatively
or qualitatively, those that have, have engendered much
controversy. Consider first those qualitatively grsented
papers attempting to define or analyze general C~ Sys-
tems. Lawson [19],[20] was among the first to propose 2
general theory of €3, based to a degree on analogues
with thermodynamic principles, motivated by the classic
Lanchester equations of fcrce attrition or increase.
Later, he emphgsized time as a critical factor in,all
aspects of a C3 system (2], considered briefly C° sys-
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tems from a- knowledge-based systems yiewpoint, among
other items [22], and proposed-generic experiments for
analyzing C” systems [23]. Athans also has been active
in attempting to define the general €3 problem, begin-
ning with the First Workshop [243-[26] and culminating
with his view of "expert ieam of experts” for commanders
[27]. Other good qualitative overviews of the problem
may be found in [28]-[31'] as well as the short paper
(32]. See also the more recent comments of Rona [33]

and Metersky [34]. The latter emphasizes expanding
Lawson's and others' concepts of C° and the integration
in some systematic way of subjective and objective in-
formation. (This is compatible with section § here.)
Strack [35] has compiled possibly the most far-reaching
of qualitative analyses of CZ problems in his recent
report. In a related direction, development of measures-
of-effectiveness (MOE's) for Cj systems in general bsgan
in earnest with Lawson's concern for time/tempo of C
operations (such as in [21]) and Harmon and Brandenberg
working on internodal and intranodal measures, among
other topics [36]. Further work in this area has been
carried out by Bouthonnier and Levis [37] (in conjunct-
ion with Levis' organizational approach - see below),
Linsenmayer's countermeasure-oriented MOE paper (381,
and recently, by Karam and Levis [39].

Recently, two additional approaches have been
proposed for modeling general c3 systems, which 1ike
Lawson's earlier proposals are most appropriate for
large scale system behavior of C3 components typically
representing men in the field and supplies. Anthony
[40] proposes four candidate, empirically-cerived laws
arising from other dlsc1p11nes as governing C? systems.
Mayk [41], somewhat similar to Lawson [1], presents a
thermodynamics/uncertainty principle approach which
regulates the more "irreducible primitive" components
of C° systems. In addition, Rubin [42], following
guidelines in [41]), under semi-Markov and Markov
assumptions, derived explicit forms for various sto-
chastig processes acting as 1inks among the components
of 2 € system. In particular, Lanchester's equations
were shown to be a special case of this model.

The approach takea in this paper (section 3)
follows to a degree the_general view of Levis et 21.
{433-[49]. There » @ C” system is considered to be a
collection of interacting decisionmakers, which as a
whele, may follow {under appropriate limiting condit-
ions) macroscopic principles (such as Lawson proposes,
e.g.). However, cr.tical to the analysis is the micro-
scopic analysis of each decision maker or node repre-
senting a unit of decisionmakers acting through cooper-
ation as a single individual. The structure of each
decisionmaker follows the general pattern as the SHOR
paradigm or variations. Then a quantitative (normative-
descriptive) measure is obtained for each such decision-
maker in the form of the total workload-i.e., entropy-
of all intern2l random variables connected with decis-
ion/action and choice of related algorithms, involving
also possible interaction with other decisionmakers
during this process, as well as accounting for memory.
Bg simple surmation over all decisionmakers, an overall
C> system measure of workload G can be obtained. Altern-
atively, the overall joint workload can also be used.
Anothe: overall performance measure J is assumed obtain-
able, such as cffectiveress of overall system in dealing
with the enemy, so that both G and J are assumed to be
dependent functionally - in a computable manner - on W,
the internal variable strategies of the decisionmakers.
Thus, possible tradeoffs or optimizations of G and <
can be consider relative to W, subject to natural con-
straints on W resulting e.g. from bounded rationality
involving G(W) and/or satisficing conditions connected
with J(W).

. The problem of processing and integrating sub-
jective or linguistic-based information occurring with-
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in 05 betwéen-decision nodes and stpchast1c~based data
in C° systems is an.extension of that for the surveil=
lance problem. In both situations, it may not be appro-

priate t¢ model both types of information stochastically.

In place of this, a possibilistic or multi-valued logic-
based analysis may be the proper choice. (S~e [50] for
motivations, background, and further details.) Zadeh
{511,052} originally propcced in these Proceedings use
of possibilities in place of probabilities gnly,fcr
decisions that could typically occur in a C° system.
Similarly, Goodman employed such an approach- tying it
in also with the coverage and incidence functions of
stochastic set processes (i.e., random sets)- in ad-
dressing the data association problem in tracking [53]-
{55]). Other approaches to tge modeling of subjective in-
formation that occurs for C” systems have used forms of
expert knowledge-based systems [56],[57]. Still others
have considered use of neural network theory and the
related area of self-organizing systems for C’ analysis
such as H. S_u has done at the most recent (8P)MIT/ONR
Workshop. (See also [58],[59] for background.)

3. OUTLINE OF A €3 THEORY

This section outlines a C3 theory which to some
extent follows the.spirit of Levis et al. {[46],e.q.)
in considering a C” system dependent upon its local pe-
haviors and analyzing the latter. (See also the discus-
sion in section 2.)

First consider a warfare process. A warfare pro-
cess V is a time-indexed prozess given for convenience
as

4

v e (vt\t>0 . (3.1)
where each V_ represents the overall warfare situation
for some pre§ecr1bea region at time t. (Nnte, that the
term “process” and likewise all variables to be intro-
duced below are to be interpreted in possibilistic terms
in general, not necessarily probabilistic. Again, see
[50] or [52] for background.) In turg, each warfare sit-
uation consists of a collection of C” systems

4

v, ¢ (ct’jl jin x:']) . (3.2)

where K is some index set and each C j is some C3

t,1
system of interest. These 3 systems nay in 2 sense (to
be explained) overlap, he subsets of each other, or be

disjoint, reflecting both the design of the individual

systems and the choice of levels of analysis. v can

be partitioned into

v, = u (v

t . t,J
J in Kt 2

where Kt 2 is the index set of adversaries in conflict,
»

) (disjointly) (3.3)

4 i g 4
Ye s {Ct’j.|J in ke g5 o (3.4)
and
Kk, .= v (x ..) (3.5)
t,1 jin K tzl,J
is 2 corresponding decomposition of index sets.
Often,
= (1,2}, (3.6)

K¢ 2

where 1 represents friendly forces and 2 that of hostile
ones.

In general, each C3 system is represented ac a
type of netsork through the following ordered quadruple:

4
Cej o Wy ple, 30, M 500 B7)

where

[T

(Ht’j‘klk in Kt,3,j} (3.8)




is the set of all nodes of the networks

4 .
Lei © (g gulkin ke 5 9

is the set of all inputs (at t) of the networks

— d -
O 5% 0y 5l xinke 5 ) (3.10)

is the set of all outputs (at t) of the networks and

4 : e
ERELNRIY LA RUE RIS NS

(3.9)

1s the set of all media/environment /noise involving

any node in the network with any other node (of any

other network), where Kt 3,j is the index set of all
H]

nodes for ct,j and Kt,3,j,k is an index set represent-

ing those possible nodes outside of N_ . to which an

initial output can be directed (whethe; on purpose or
due to general radiation patterns, distances, etc.).
Thus

Kt,3,j,k c((j',k"}|3' in Kt,Z ,k'in kt,3,J')

(3.12)
and

0 6 2t ) ." ' i s
ok © O, gok,ge el K) Ik 5 oy
is the decomposition of the output at node N

} (3.13)

t.i.k intc
possible outputs directed towards other nodes (for all
adversaries.)

Hence, (I t .. k) is the input-output pair

t,J.k’

for node N k at t. But the causal or semi-causal

t'ljl
relation between inputs and outputs is given as: Ig_j K

resulting in 5 5 g>for some t,>t, through
2'

2~

4
. N, - .14)
tyatyidak ( t.J,k)t]ststz , (3
due to processing delays within the node,6as some
version of the SHOR paradigm is carried out interacting

possi%ly with other decisionmakers, etc. In (3.13),
each 6.k 5 k' is that output from Nt.j,k directed
towards Nt,j',k' through medium Vt EERIATL . Thus,

typically, the additive-like regression relation holds
(where again,note that the values involved may be non-
numerical in nature - hence the use of @)

i )

3 =f 3 3t I6 3 1] ’
L 3Tk T, t0,k,00 0k ( t),dhk,3%k

®R TR R (3.15)
t]'tzlJIkSJ lk

where f represents some function and R some noise,

where possibly the constraint

tietyst ity (3.36)

holds.

Next, each node is internally represented as an
ordered quadruple

Ny is

t,jk ). (3.17)

t.d, kS .J.k'cs t,d, KDy »Jok

where 5 is the true state vector of N g » Pos-

tyd.k t.J,

sibly unknown to the decisionmaker complex 0t 3.k of

LV )
My gk and evolving in time according to possibilistic,
or,in parttcular probabilistic transition values. Typ-
lcally, t.i.k can contain entries {possibiy decoupled)

forilocation and pattern of deployment of individuals
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within Ht j.k number of personnel there, equation of

motion parameter values for that portion of the node
involved in movement or going to battle, and weapon
descript1ogs, if any weapons are present at the node.
Slmxlarly ik is the nodés estimate of its own state,

while cSt j k'is the node's estimate of all remaining
LA

relevant state vectors outside of the node. Finally.

Dt 5.k need not be a decisionmaker{s} in the narrow
» ]

sense, but may also indicate a2 follower complex (such
as a unit of soldiers ready for combat and follgwing
com1and orders). Use of D jk possibly with

andCS jk if not vacu0us leads to the basic input-

output mentioned around eq.(3.14). (One aspect of this
will be given in section 4.)

Overall (real-or vector-valued) performance mea-
5ures J t,j ],J 5,200 can be constructed for each
" 1]

C‘ system C i generally through some function, such

as addxtton numerica] averaging, or retaining the joint
form of local performance measures at each node. Thus,
e.g., one could have
4
J, .= ¢ (J
SRR

t,5,5.K) ° (3.18)
t!3)j
where each Jt 3.5,k is considered a function of the in-

ternal decision variable possibility functions of D%i*

(3.19)
-5,t3) ,S,k(“t-Agi)(“t_w”

Tsa collection of internal variables of

through the relation

Y 5ok E (3

vhere “t-A@ﬁ
Dt 3.k operating over time interval [t-5,t] ; similarly

for the inputs I ; and where J is an appropriately

chosen function. Quote marks surround the expectation
since possibility functions may ove involved, in which
case a possibilistic measyre of central tendency re-
places ordinary probabilistic expectation [50].

Thus, as mentioned earlier, one can then deter-
mine tradeoffs between various performance measures
of a given C . or even of V through admissible poss-

ibility funct!ons here corresponding to W.

It is of some interest to determine if under
reasonable conditions, as the number of nodes increase
indefinitely, behaving in some“ragdom“ manner, that
the proposed thermodynamic-type C° models can be obtain-
ed as 1imiting cases of the model presented here. At
present, work is being carried out in this direction.
Further details of the general theory presented here
will be presented in a later publication. For the
present, analysis will concentrate on intranodal use
of subjective and objective information, in order to
obtain the basic input-output equations.

4. COMBINATION OF EVIDENCE AT HODES

In this section, some quantitat1§e results are
derived for intranodal behavior of a C” system,

Consider any node Nt-i,t;j,k uith internal

variable set “t-g .. and possit’e additional input set
of variables during processing time [t-8,t] , lt'qﬁiﬁ'

as well as original input set I . Hithout loss

t-28,3.k
of generality, suppose Subjective components of the

relevant quantities below are indicated by primes as
superscripts, while objective/probabilistic ores are
denoted by superscripted double primes:




é T Te

t-,t35,% - Ltea,t3d,% Tiea 55,60 » (3-20)

e

Heeatidk - Moo tig k Vet - (321
1 .‘_! (II ln

ook - Utagp s Ty - G2

furthermore, since no time integration will be carried
out hefe {under simplistic assumptions for the current
analysis), drop all subscripts in {he above equations.

following the development in [53],[54], all prob-
abilistic information is modeled through some discreti-
zation/refinement level of probability density functions
i.e., finite probability functions, while all sybjective
information is treated by possibility functions, which
in general are not probabiiity functions (not adding up
to unity, since overlapping and vague concepts are being
represented [50]). Thus both types of information are
now modeled by possibility functions and may be manipu-
lated through finite argument multi-valued logical oper-
ators. In particular, conjunction, replacing oroduct
for ordinary probability functions,is represented by 2
large class of operators, the t-norms, which include,as
a special case,product. Similarly, disjunction extends
the ordinary sum operator relztive to probabilities
and is represented through the class of t-conorms. Fin-
ally, negation or set complements is generalized by use
of negation operators which include the more familiar
classical operator 1-(.). (Again, see [50] for details.)
More specifically, 2 t-norm ¢L:(0.I]n - {0,1] is non-

W

decreasing in 211 arguments, continuous,symmetric, assoc-
jative (so that it may be extended recursively, unambig-
uously from n=2 argumentg to an arbitrary number of),

and a t-conorm ¢or:[0,l] - [0,1] has formally the same

properties, where both satisfy the boundary conditions
for all Ogx,y<l , for n=2 (the general case being sislad
$4{x,y) < min(x,y}; max(x,y) < ¢ (x,y) 3(3.23}

8,(0.x)20 3¢,(1,x)=x=e0 (0,x) 5 ¢ (Vx)=1 . (3.24)
Also, following the notation in (3.20)-{3.22) and

the ensuing remarks, denote for probabilistic and sub-
jective variables involved internally as

4w st
It follows that analogous to ordinary probability
function relations, denoting possibilities by ¢ [50],
and finally noting that T as used here is an abbrevia-
tion for output tik "’
e(U.w,l|1)=¢&(F(Z',Z"ll),¢(2'12",l)) ,
where

{3.25)

{3.26)

F(2, 04, (681, 1,1) ,6(2711))
=s,(6(012",27,1),¢(2°11)). (3.27)

Denote the discretization/refinement (including trunca-
tion, if needed) level by index p, so that from the
above discussion, replace &(Z'|Z",1) by

¢D(Z‘IZ".1)=f(Z'll".i)-bp(l'). (3.28)

where f(-]*+) is a fixed p.d.f., not depending on p,
and where the domain of f , assumed to be,s2y, R%, ¢ has
a finitely discrete domain D_' , so that in any patural
sense p

1imD* =RP
p e
In turn, it follows that
ep(Ull)= bor (_¢D(U.W.Tll))
(a1l 1)
= ¢orn( ¢°r| (¢p(0|2'|2"“))) »
(a1 ¥en 79

. lim Ap(Z') = 0 (uniform)(3.29)
poﬂ

{3.30)
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wiere as in (3.26),(3.27)
¢p(6.z-,2"|1)=¢&(F(2'.Z“ll).ep(Z'IZ".l)) (3.31)

and it is assumed that dor represents a3 compound com-
bination of ¢or' applied to probsbilistic information
followed by $or" applied to subjective information. In
?z?era1, the w0 t-conorms may be different([50],Chp.
With all of this established,the basic question
arises as to the behavior of ¢p(UII) as more and more

of the probabilistic information is used in
the discretization procedure, i.e., what is

terms of
lim ¢p(b']1)3

The fcllowing theorem has an analogue for the
PACT application([50],Chp.9); but differs somewhat in
structure from the forms presented there.

Theorem

Suppose that all constructions hold as presented
in (3.28? for any index p, where for convenience f is
assumed to be also bounded. Suppose 21so the following:

1. ¢y 35 @ function of two arguments possesses contin-

uous second order derivatives in some.neighborhood of
(0,0)- -

2. $or is an Archimedean t-conorm, i.e.,for the two

arqument case, for example,

¢orﬁx,x) > x ,ali O<x<l . (3.32)

(Many t-conorms are Archimedean and indeed it can be

shown that arbitrary t-conorms can be written as affine .
types of mixtures (called ordinal sums) of Archimedeans

and the non-Archimedean t-conorm max. Again, seelS0] -

Chp. 2.3.)

3. The corresponding generating function h to Sor

{see Proof below for discussion) has a ccntinucus
second order derivative in some neighborhood [l-ﬁ,l]
of 1, O<esel.

Then _
1im ¢ (6}1) = ¢ (011)
P’“'p 4
2 ogrn! o(Z71) ), (3.33)
(a1 77)

where nondecreasing function w is given in (3.46) in_
terms of the ordinary expectation of also nondecreasing
function x of F(Z',2"11), with respect to{z'{2",1} now
formally a random vector corresponding to p.d.f,. f 3 x
is given in (3.40).

Proof:

A. A relatively deep theorem from the theory of prob-
abilistic metric spaces [60] shows first that any
given Archimedean t-norm, S3y ¢., > ha§ an essentially
unique generating function h:[¢51] » €% , where R" de-
notes the positive real line with 4= annexed. That is,
his continuous nonincreasing with

h(1)=0 ; h{0)s+~
such that for all positive integers n and 2ll
0<xys..0x 21
1 n . o
= h mi - .S
Sgelxys.axy) = b (nln(h(o).jilh(xj))) (3.35)

The definition of an Archimedean t-norm is dual to that \
in (3.32) :

{3.34)

sgelx,x) < x , all O<x<i . {3.36)




Although any pair of t-norm and t-conorm need not
be DeMorgan, any t-conorm can be expressed as the De-
Forgan transform of some corresponding t-norm. Further-
more, if one is Archimedean, then so is its DeMorgan
transform, Thus, one can let ¢ , in (3.32) be written
as , for all positive integers” n ,etc. :

°0l"'(x] .- 9xn)=l‘¢&|r(l]'x] e n]'xn)

=% (L h(l-x;) ), (3.37}
h j=1 xj

where 4 2

3 (x} = 1-h (min(h(0),x}},211 Oxx, (3.38)

using assumption 2.

B. fFrom assumptions 1 and 3 ,

4(x,3) = x(x)y + 0(y%5x) (3.39)
where ) 4

x(x} 2(2 ¢,(x,y) 7 3y) 4 (3.40)
&nd 2

h(1-2) = cpz * () ., (3.41)
vhere .

¢ = -ldn(2)sd2) ., > 0, (3.42)

0(-) denotes the usual "order of" relation, and x,y,z
are arbitrary such that for €15, fixed

0x,ysepel 5 T-gqezel | (3.43)

C. For any ng],..,xng;] , using (3.37) and (3.41),
n
= . 2
$or(Xps--axp)ey ey jing*d(xj)))- (3.44)
Apply (3.39) to (3.31) and (3.28), and then re-
place each xjin(354)by ¢p( ,2',2"]1) with index Z' in

D; replacing j, j=1,..,n. This yields

bor+ (0002 T 1oy (6, - T(etFCZ 7 D) Mg 27,1)
611 z* in D) (2" in Dy

s o 2 82 ) ), (3.49)
Z'in 0;

The main result then follows using (3.45) in (3.30),
where

Hm(égr.{op(t}.l',l'll)))é w(Z7[1)
pe= (27 in70p) =ty El<(F(2 T [1)) |27, 1))
(Z'[z,1) )
(3.46)

Thus, up to essentially increasing transforms,
the approach taken here to combining subjective in-
formation with objective information involves taking
an expectation of the latter and using a multi-valued
logical procedure on the former in a unified way, up
to the level of discretization/refinement used for the
prababilistic information. As a final remark, it
should be noted that most common t-norms and t-conorms
satisfy the rather mild analytic conditions required
in the hypotheses of the theorem and max can 2150 be
used in place of an Archimedean form for ¢0r.. with

-appropriate modifications of the proof. (See Appendix
A for an important example of this,)
5. CONCLUSIONS

An attempt at modeling the overall c3 problem as
2 network of nodes has been outlined. Key to this is
the locel modeling, i.e., the modeling of input-output
behavior at each node. A procedure was presented,
analogous to the PACT algorithm for wulti-target
data association which treats in a vnified Zanner sub-
Jective and objective information. Future efforts
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will elabora:e further on both global anu local aspects
of combining such information.
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APPERDIX A,

A large and conveniently parazeterized family of
CeYorgan transform pair of Archimadean t-norms and t-co-
norms is due to frank originally (see [50],Chp.2.3 for
additional discussion) and satisfies uniquely the modu-

for relation o (xy)exty-sg(x,y)aall Osx,ysl. (A1)

The solution is given as, using parameter-index s,
¢&'s(x],..,xn)=logs(l+{sgiés!j-1)/(5-1)“'1 N, (A-2)
éor’s(x‘,...xn)=l-é&'s(l-ara-«ﬂLOSx]...,xnsl, (#-3)

where O<sc<ie ; s otherwise any real number. In a limit-

ing sense, it is natural to define for the non-Archiced-
ean pair =in, max, A-:g
é&,o(x] v-eaXg)=min(x, . .xn):oor'o(xl,..;:n)max(xl .
and to note the special cases s=1,s=+= in (A-2),(A-3):
°5,1("1" .. ,xn)-hﬂxj) ié (x‘.--:xn)ﬂis?(l-x ), (A-5)

or,i 'y

ceaxl . v (A6
ea',_(x]nxn)-ma (égt\;)-(n-l) ,0}; ocﬁnxn)—m%(g.g;)), 1}

It then follows that Frank's family satisfies the
hypotheses of the theorem in section 3, for all s5>0 ,
with s=0 2lso treatable as a spacial case. For 211 s»0,
generator function hs and (3.38),(3.40),(3.42) become.

h (x)=-Tog((s*-1)/(s-1))ic, =(sdog(s)/(s-1) 3 (A-7)
o (x)=1-10g (1+({s-1)-e")) S (x)=(s*-1)/(5-1) .(A-8)
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