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Preface

Working Groups may be established if AGARD Panels feel that expertise which does not exist within its membership is required
to address specific problems or to produce state-of-the-art reports of interest to NATO. Such a iced arose in the Avionics Pane!
when the writer and Dr P. Bakken submitted a proposal in 1986 for a futuristic study on satellite communications.

Among the space activities of the last three decades, SATCOM has found the widest application in meeting both civil and
military communications requirements. Several international, regional and national SATCOM systems of increasing capacity,
capability and compiexity have been and are being implemented over the years. The latest versions are utilizing such concepts
as spot beams, processing transponders in SS-TDMA and operations in different frequer<y Sarde including the EHF band

On the military side, the United States, the United Kingdom, France, and NATO have been the only owners and operators of
mititarv SATCOM systems in the West. The systems in being and under development use satellites and ground terminate with
characteris¥2C -ich ditfer from the civihan ones with respect to frequency bands utilized and survivability and interoperability.
The SATCOM has given the military users the potential of having much-needed mobility, flexibility and survivability in strategic
and tactical communications for land, sea and air operations. It must, however, be said particularly for the military SATCOM
systems that they have been evolved in big jumps, both in time and capability, each jump involving the deployment of two or
three often specially designed large sateliites, iarge expenses and rather traumatic transition between jumps. Despite these
undesirable features these systems did not have the required degree of survivability, and flexibility. Clearly an entirely new
approach to system architectural design and acquisition is needed with emphasis on versatility, fiexibility, resistance to
electronic and physical attacks, cost-effectiveness and for the possibility of increased participation of NATO Nations in future
cooperative R&D in SATCOM. This will also have to take into account the following facts and trends:

i} The use of SATCOM is expected to be more pervasive, particularly for small mobile users (aircraft, land mobiles, ships.
and submarines) to support general purpose and modern C3! structures.

i)  There will be more data traffic.
iil)  There will be a requirement for cheaper SATCOM.

iv) Freguencies i ihe EHF and optical bands will be needed for greater capability {(e.g., communications with submerged
submarnnes) and smaller terminals.

v) SATCOM will be integrated with the future ali digital ISDN and this may require SATCOM to have improved effective
performance (e.g., minimum delay, echo).

NATO has invested substantial sums in satellite communications and has therefore continuous interest in the subject
particularly as far as future prospects are concerned. it is believed that the rapid and much welcome political changes that are
taking place in Europe and elsewhere would not diminish the importance of SATCOM for NATO; on the contrary a SATCOM
system with attributes outlined above would be a great asset for mobile forces and relaying of intelligence data in this less-
tensioned but more uncertain era into which NATO is entering. One of the consequences of the recent poiiticai events is that
planning for the evolution of NATO communications, which had previously been regarded as firm, is now likely to come under
review.

These are then the justifications for NATQ interest in an imaginative, basically technology-driven study of concepts for a future
NATO SATCOM system which is mindful of what exists today but otherwise unconstrained by the past. It was recognised by the
Avionics Panel and others in NATQ that there are several bodies in NATO such as NACISA, SCSG (Satellite Communications
Sub-Group), TSGCEE (Tri-Service Group on Communications and Electronic Equipment) and STC (SHAPE Technicai Centre)
which are involved in SATCOM work which, however, relate basically to the problems of existing SATCOM and its immediate
future planning. In the light of all this information and in full ccnsultation with the above bodies, the National Delegates Board
(NDB) of AGARD approved in March 1986 the proposal by the Avionics Panel to establish an AGARD Working Group (WG-13) to
consider the future potential of satellite communications in the NATO ccntext.

The WG-13 thus created had the Terms of Reference given on page xi. The scientists and engineers who participated in the
deliberations of the Group came from the R&D establishments and space companies of Canada, France, Germany, Norway,
Turkey, the United Kingdom, the United States and from SHAPE Technical Centre and the International Military Staff. The STC
representative undertook the task of informing the NATO bodies concerned with the activities of WG-13 as they occurred. The
meetings of the Group were generally held at the establishments of the members. On these occasions ~pportunities were
always taken to visit laboratories, receive briefings and collect information together related to satellite communications.

The repnrt that follows is the joint work or ali the members of the Group and is helieved to contain a subste~tial amount of
information, some of it original, on almost every aspect of satellite communications (system architectur~ design, devices,
techniques and technologies for space, ground and system control segments) which, itis hoped, will be found useful by a wide
range of readers including military and political decision makers, planners, and the R&D community.




The SATCOM system concepts considered have the attributes required for both strategic and tactical communications They
are flexible, modular and possess the capability to change with changing requirements in an evolutionary 1nanner using today’s
technology but without expensive developments.

For completeness’ sake one must mention the idea, being considered today, of usiny small satellites (300—600 kg, 2--12
month lifetime. 4—12 hr elliptical orbits) either as a complement to larger systems or stand-alone crisis systems for theatre
operations. This concept is also embraced by the architectures and technologies, for both spacecraft and launch vehicles,
described in this report.

The work took almost three years to complete and demanded a lot of studies, discussions, evaluation of options, development
of new ideas and concepts and writing reports from a group of exceptionally qualified but very busy people who had to find, and
sometimes create time, and to devote effort beyona the call of their normal duties, just to serve the cause of NATO.

As the director privileged to work with such a devoted and talented group | would like to record here my deep personal
appreciation and gratitude 1o the members of WG-13 and the NATO Nations who so generously supported them by, in the first
piace, nominating them to the Group and then providing information on national R&D work and hosting the meetings of the
Group. Last but by no means ieast, on behalf of the Group | would like .G thank siiicerely AGARD and the Avionics Panel and its
Executive Officer for all the encouragement and financial and administrative support provided.

I hope that the reader will find this report as useful as the Group has found it enjoyable and worthwhile to produce.
Prof. Dr Nejat Ince

Director
Working Group 13




Préface

Des groupes de travail peuvent étre créés lorsque les Paneis de I'AGARD estiment que la compétence requise pour I'examen
de certair's probiémes partizuliers ou pour la rédaction de rappoits sur i'é{at de I'art dans tef ou tel domaine n'existe pas au sein
du Panel. Un tel cas s'est présenté pour le Panel d'Avionique en 1986, quand F'auteur et le Docteur P. Bakken ont soumis une
proposition relative a une étude futuriste sur les télécommunications par saellite.

Parmi les différentes activités spatiales des trois derniéres décennies, les SATCOM ont trouveé les plus larges applications dans
le domaine des téiécommunications uiviles et militaires. Plusieurs systémes régionaux, nationaux et internationaux SATCOM
d’'une puissance, d'une capacité et d’'une complexité toujours grandissante ont été mis en service pendant cette période. Les
derniéres versions intégrent des concepts tels que les faisceaux ponctuels, les répéteurs non-transparents en SS-TDMA et
Fexploitation en différentes bandes de fréquences y compris les ondes millimétriques.

Sur le plan militaire, les Etats-Unis, le Royaume-Uni, la France, et 'OTAN sont les seuls détenteurs et exploitants de systém.s
SATCOM militaires occidentaux. Les systémes en service ou en développeme 1t utilisent des sateiiites et des stations au sol
dont les caractéristiques different des installations civiles en ce qui concerne les bandes de fréquences utilisées, la survivabilité
et Vinieropérabilité.

Les SATCOM offrent a l'utilisateur militaire des caractéristiques trés demandées qui sont: la mobilité, la flexibilité et la
survivabilité pour les télécommunicationsstratégiques et tactiques dans les opérations terre, mer et air.

Pourtant. ii est a noter que, dans le cas des systtmes SATCOM militaires en particulier, I'évolution est caractéris®e par des
sauts temporels et qualitatifs de grande envergure. Chaque saut implique le déploiement de deux ou trois grands satellites de
conception spéciale. 'engagement de capitaux considérables, et des périodes ce transition pluill stressantes entre les
différentes phases des opérations.

Malgré ces facteurs indésirables, ces systemes n’atteignent pas le niveau requis de survivabilité et de fiexibilité. Il est clair
qu'une nouvelle approche de la conception architecturzale et de I'acquisition des systémes est nécessaire, I'accent étant mis
sur I'adaptabilite, la flexibilité, la résistance a fintrusion électronique, le durcissement et la rentabilite en s'appuyant sur les
possibilités d'une participation accrue des pays membres de I'OTAN aux activités futures de R&D dans le domaine des
SATCOM. Cette approche devra tenir compte des contraintes et des tendances suivantes:

i}  Utilisation plus généralisée des SATCOM, en particulier pour les usagers individuels mobiles, (aéronefs et mobiles
terrestres, navires et sous-marins) en tant que soutien ¢ ux structures polyvalentes et C3I.

i)  Accroissement du trafic de données.
i) Diminution des codts des SATCOM.

iv)  Utilisation d’'ondes millimétriques et de bandes de frégquences optiques pour I'augmentation de la capacité (transmissions
avec des sous-marins en plongée) et réalisation de centres terminaux plus petits.

v) Les SATCOM doivent étre intégrés a tous les futurs réseaux numeériques a intégration de services (ISDN) ce qui
nécessitera sans doute des SATCOM plus performants (temps d'exécution minimal, echo etc...)

L'OTAN a investi des sommes importantes dans les télécommunications par satellite et continue donc a s'intéresser a ce sujet,
en particulier pour I'avenir. Il semblerait que les heureux changements politiques qui s'effectuent en ce moment en Europe et
ailleurs ne réduiront pas l'importance des SATCOM pour 'OTAN. Bien au contraire, un systéme SATCOM ayant les
caractéristiques mentionnées ci-dessus constituerait un atout rnajeur pour les forces mobiles et pour la retransmission de
données du renseignement a I'aube d'une ére moins critique pour 'OTAN, mais plus incertaine aussi.

L'une des conséquences des événements politiques récents est !a remise en question possible des plans concernant
I'évolution des télécommunications OTAN considérés jusqu'ici comme définitifs.

Voici donc la justification de Vintérét que pourrait montrer 'OTAN pour un futur systéme SATCOM OTAN qui tiendrait compte de
la situation actuelle, mais qui ne serait pas obéré par le passé. Il a été admis par le Panel d’Avionique et par d'autres services de
'OTAN qu'il existe plusieurs organismes de I'OTAN, tels que NACISA SCSG (sous-groupe pcur les télécommunications par
satellite), TSGCEE (groupe tri-service pour les télécommunications et le matériel électronique) et STC (centre technique du
SHAPE) qui travaillent sur les SATCOM (essentiellement en ce qui concerne les problémes des SATCOM existantes et de leur
avenir immeédiat.

Alalumiére de toutes ces informations et en consultation avec les organismes mentionnés ci-dessus, le Conseil des Délégués
Nationaux de 'AGARD (NDB) a approuvé, au mois de mars 1986, ia proposition soumise par le Panel d'Avionique de 'AGARD,
visant a la création d'un groupe de travail (WG 13) qui réfléchirait au potentiel des télécommunications par satellite dans le
cadre des activités de 'OTAN.




Le WG 13 ainsi créé a eu pour mandat les termes de référence contenus dans le présent document. Les scientifiques et
ingénieurs qui ont participé aux délibérations du groupe venaient des établissements de recherche ! développement et des
sociétés aérospatiales du Canada, de la France, de 'Allemagne, de la Norvége, de la Turquie, du Royaume-Uni, des Etats-
Unis, du Centre Techn.que du SHAFE et de I'Etat-Major International de I'OTAN. Le représentant du STC s'est ciargé
d'informer Ics organismes de 'OTAN concernés des progrés du groupe au fur et 8 mesure de leur avancement. L es réunions du
groupe se sont tenues en général dans les établissaments principaux des différents membres, et les membres du groupe
profitaient de ces occasions pour visiter les laboratoires, pour assister a des exposes et, en général pour recueillir des
informations concernant les télécommunications par satellite.

Le rapport qui suit représente un travail commun fourni par tous les membres du groupe. i contient de trés nombreuses
informations, dont certaines sont inédites, sur pratiquement tous les aspects des télécommunications par satellite (architecture
de systéme, conception, mécanismes, techniques et technologies pour le contrdle sectoriel spatial, terrestre et systéme). Il est
& espérer que ce rapport répondra aux besoins d'un large éventail de lecteurs, dont les décideurs militaires et politiques, les
planificateurs et la communaute R&D en géneral.

Les concepts de systéme SATCOM consideras ont les caractéristiques demandées pcur les télécommunications stratégiques
et tactiques. lls sont fiexibies, modulaires et ils ont la capacité d'évoluer selon les besoins du moment de la communauté R&D,
en utilisant des technologies actuelles sans avoir recours a des développements colteux.

Par souci d'exhaustivité, je citerais [a notion, actueilement a I'étude, d'utiliser plusieurs petits satellites (300—600 kg, cycle de
vie 2—12 mois, orbites elliptiques 4—12 h) soit en complément aux systémes plus volumineux, sdit en systéme autonome de
crise, soit pour des théates d'opérations. Ce concept fait partie intégrante des architectures et technologies des vecteurs
spatiaux et des lanceurs décrits dans ce rapport.

Presque trois ans ort été consacrés aux travaux, trois ans d'études, de discussions, d’évaluation d’options, de développement
d'idées et de concepts nouveaux, et a la rédaction de rapports, de 1a part d'un groupe de personnes éminemment competentes
mais trés occupés, qui ont su trouver, sinon créer Ay temps et consacrer laurs efforts en plus de leurs charges de travail
habituelles, tout simplement pou: servir ia cause des 'OTAN.

En tant que directeur du WG 13, je m'estime privilégié d'avoir travaiflé en compagnie d'un groupe si dévoué et si talentueux. Je
tiens & souligner ici ma profonde reconnaissance personnelle et mes remerciements aux membres du WG 13 et aux pays de
I'OTAN qui les ont soulenu si efficacement, en les désignant d'abord comme membres du groupe, en les fournissant ensuite
des informations concernant les activités R&D en cours dans les pays concernés, et en acceptant de prendre en charge
I'organisation des différentes réunions. En dernier lieu, et de la part du groupe, je tiens a remercier trés sincérement '’AGARD,
le Panel d'Avionique et son administrateur pour i'encouragement et le soutien financier et administratif au'ils ont bien voulu
nous fournir.

J'espére que le lecteur trouvera dans ce rapport autant d'utilité que les membres du groupe ont trouvé de plaisir et d'intérét
dans sa réalisation.

Protf. Dr Nejat Ince
Directeur
Groupe de Travail 13
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Terms of Reference

for AVP Working Group 13 on Satellite Communications

BACKGROUND

At their Business Meeting held on 18 October 1985, (he Avionics
Pane! of AGARD recommsanded the establishment of an AGARD
WG 1o consider the future potential of Satellite Communications
in the NATO context This oroposal was approved by the Naticnal
Delegates Board (NDB) of AGARD in March 1386 and established
WG 13 under the direction of Prof Dr A N Ince of Turkey.

OBJECTIVE AND SCOPE

Atter ca-etu! review of the activities of other NATO Agencies
addressing SATCOM. the aims of the AGARD WG 13 were
agreed to be

a) To assess emerging technologies in regard to satellite
communications and the associated threat environment
in the post-2000 era when currently planned systems wil!
be beyond their operational life

b)To develop potential SATCOM system conhgurations
inctuding sub-system design 1ssues

¢j From the foregaing work, to identify aress for signuficant
technological thrust and potential roles for sateilite
communications in the post-2000 era which wili assist
member states in directing their future R&D programmes
as well as NATO in their ongoing development of the
NATO C3 Architecture

Tre main areas to be addressed are given below *

- Technology assessment

- System configuration concepts (architectures)
- Threat (physical, EW, Nuclear}

- Counter-Counter Measures

- Propagation Issues (including nuclear effects)
- Network and transmission issues

- Satellite payload and launch vehicles

- System management

MEMBERSHIP
The WG will comprise nominated representatives from NATO

nations Participation by NATO Bodies engaged in SATCOM
activities is encouraged

X1

METHOD OF WORKING

The WG will establish at their kick-off meeting a Waorse
Programme and assign individual responsibifiies for provisign of
inputs to the eventual report Inputs will be coordinated and
integrated by the WG Director and the WG will generally meet
three times a year 10 feview progress establish new npat
requirements and agree the WG Report. The Avionics Panel « it
be briefed on progress at every Panel Business Meeting

To achieve the necessary coordination between the work of WG
13 and that of the other NATO Bodies engaged in satelte
communications planning, Director WG 13 will keep the.wr
Secretaries informed of the progress made

SCHEDULE

The Programme of Work s expected to last about thirty nornthe
The following are the main milestones

Coordination within NATO ang
issue of the Terms of Reference
and the outline of work areas
for the Working Group

- Mid 1987

- Beginning 1988 First meet g ot WG 13

- Mid 1990 Submissicn of the Final Report t¢ AGARD

SECURITY

The work of the Working Group will normally not exceed NATO
SECRET The need for specific areas of work to be carried out at
a higher security level will be considered on a case-by-case
basis

{*) These topics 1o be addressed were later retined and expanded as
shown in Section 4 4




Executive Summary

1.The National Delegates Board of AGARD, upon
recommendation by the Avionics Panel of AGARD, approved in
March 1986 the establishment of WG-13 to study satellite
communications for NATO under the direction of Prof. Dr. Nejat
Ince of Turkey.

2.Some 14 scientists/engineers, from research and industrial
establishments of Cansda, France, The Federal Republic of
Germany, Norway, Turkey, the United Kingdom, the United
States of America as well as from international Military Staff of
NATO and SHAPE Technical Centre, participated in the work of
WG-13.

3.The report of which this is the Executive Summary contains
fully the results of the studies carried out by the group in the
period 1988-1990 on the type of satellite communication
systems which NATO can have in the post-2000 era including
the critical techniques and technologies that need to be
developed for this purpose.

41In accordance with the Terms of Reference the Group
considered a time period beyond NATO IV and other national
systems now in the implementation or planning stagc, which
wouwd cover a time span of 20 30 years, i.e. 2000-2030. It was
recognized that the earlier part of this period would be
constrained by the existing and planned assets but the later
part would be. and shculd be. more technology-driven. The
foliowing assumptions are made which take into account
perceived trends and desirable attributes for future SATCOM
systems

11 The area of interest for NATO will remain as is to-day and
wi'l inciude the polar region(”)

The use of SATCOM will be more pervasive particularly
for small mobile users (aircraft. land-mobile, ships and
submerged submarines) to support general purpose and
modern C3l structures

i) SATCOM will be integrated with the future ISDN networks
now being planned and implemented in the nations and
NATO. This may require SATCOM to have improved
effective performance with respect to such parameters as
delay and echo.

iv) The need for increased survivability against both phys-cal
and jamming threat will continue

v) The use of frequencies in the EHF and optical bands for
greater capability (e.g. AJ capability and communications
with submerged submarines) and smaller terminals are
foreseen

vi) The future SATCOM systems will be required to be
cheaper and more affordable

vii) There will be the usual need for interoperability.

5.The Group agreed that the above attributes could be taken as
inputs and goals for the system architectures to be developed
for a future NATO SATCOM. In fact, ‘hese attributes were
derived from the deficiencies of the present system which is
not flexible enough with respect to growth in capacity and
capability, and has a high degree of electronic and physical

(*) IMS letter dated 15 May 1986 reproduced 1n Appendix 2C
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vuinerability and does not provide communications for the
polar region and submerged submarines. The system
development in the past has been based on successive
discrete steps in capability and spending and each
procurement has contained an important cost element of R&D
There ha> been a minimum of joint national R&D and use of
the NATO system which resuited. among other things. in
considerable interoperability problems

It was agreed that what was required for the coming decades
which may be characterized by "uncertainty” and “shrinking
military budgets” was a very flexible, modular SATCOM system
whose communication capacity and resilience to ECM and
physical threat can be modified when operational requirements
change, however, without having to undertake excessive R&D
and totai replacement of the space segment.

6.For the development of system aichitectures to achieve
flexible and highly cost-effective SATCOM options for NATO a
technical survey has been made and information collected an
the satellite system concepts being considered nationally
(Canada, France. FRG. UK and USA) and internationally (ESA.
Intelsat. Eutelsat. INMARSAT) for both civil and military
applications as well as on related technological R&D activities
and operational aspects regarding threat and environmental
factors such as propagation and the usage of frequency
spectrum

7.The <atus of the following techniques/technologies and

concepts which appear feasible and exploitable by future
SATCOM systems and which are consequently being
investigated nationally and internationally have been described
in the report:

1y multi-beam /‘phased-array antennas with adaptive spatial
nulling and multipie transmit spot beams.

iy ECCM techniques.

iii) flexible and programmabie on-board signal processing
and switching techniques and devices.

w) multi-frequency payloads

v) multi-satellite systems to create spatial uncertainty for the
enemy

vi} use oi {ethers in space.

viijlaser and  miliimetre-wave
inter-satellite links,

communications  for

viil) blue-green lasercom for submerged submarines.

ix) application of superconductivity, artificial intelligence.
neural networks, robotics and of space-bcrne
computers/software for signal processing and for manual
and autonomous control of spatial and terrestnal
resources.

x) power generation in space,

xi) spacecraft propulsion systems,

xii}launch vehicles and space transportations,

xiii) nuclear etffects and hardening techniques,




xiv)physical attack and protective measures against directed
energy beams (iaser, particle, RF) and ASAT etc.,

xv)sensitive, light, long-life materials, components and
devices for sensing, power generation, amplification and
control.

8.The speed of progress made in the above areas will be
determined mainly by the urgency of the need for, and the
amount of resources allocated to, them. These technologies
and new production methods coupled with Dbasically
software-controlled processing transponders with a capability
to continuously adapt to changing requirements are expected
to lead to more flexible and reliable, lighter and less-power
consuming and altogether more cost-effective satellites than
the present ones. Moreover these satellites can be launched by
a number of different launch vehicles. Further reduction in cost
may be obtained by sharing the satellites (single an/or cluster)
between NATC and the Member Countries.

9.t can be stated generally and with confidence that in the time
period in que “tion it will be possible to design and build any
satillite to meet aimost any requirement. Technology exists or
will be available for whatever communications performance
and level of hardening is required as well as launch vehicles
with capability to place the resuliing sateliite of whatever
weight and power into any required orbit. The constraints will
be the availability of orbital slots, frequency spectrum and, of
coursse, funds.

10.The cost considerations have therefore been the driving factor
for the systems reported here. When assessing different
concepts for satellite designs and system architecture what is
importanat is not so much their absolute but rather their
relative costs. Accordingly a cost model of the satellite system
has been established which takes into account:

frequency band used (SHF, EHF),
- number of transponders,

- spacecraft reliability,

R&D cost.

power required,

weight,

launch cost,

recurring cost,

systemn availability.

11.Several SATCOM system architectures with the potential of
meeting possible future NATO requirements implied in the
paragraphs above have been defined using different orbits
(geostationary, polar, 12-24-hr inclined at 63°.4 and Low Earth
Orbit LEQ) and a number of satellites with single and/or dual
frequency transponders (SHF and EHF) which can be
configured to meet any operational requirement. Table E-1 lists
the architectures considered in the report and gives the
number of active spacecraft for full continuous coverage of the
NATO area including the polar region as well as the total
number of spacecraft needed for 7-years and 21-year periods
for a certain given spacecraft reliability. Architectures based on
the use of LEO and a combination of geostationary and
polar-orbit satellites were eliminated from further consideration
on cost grounds and the others were subjected to more
detailed cost-performance analysis using the cost model
mentioned in paragraph 10 above.

12.Table E-2 lists some twenty ditferent promising architectures
(cases) for a future NATO SATCOM and gives the associated
R&D, recurring and total costs for different spacecratt reliability
and continuous service availability for 7 years.The common
attributes of these architectures are the folicwing{see Fig. E-1) :

(a)i) The transponders have adaptive receive (with
steerable nulls) and muiti-beam transmit antennas (1
earth cover, 1 Europe cover, 1 polar spot and 2
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steerable spots).

ii) A flexible channelization technique is used on board
the satellites at both SHF and EHF. At EHF, this is
exploited in an on-board processing concept that
prevents the sateliite downlink transmitter from being
loaded by the jammer and also to prevent
unauthorized access to the satellite. For flexible AJ
processing and ease of interoperability a full
bandwidth (2 GHz at EHF, 500 MHz at SHF) filter band
is provided using perhaps different filter technolog es
to obtain different selectivities required (see Fig. E- 1)
where the channelization can be controlled by
telecommand to avoid interference, to alter the
satellite capacity allocated to various geographical
areas and to adapt the specific requirements due to
restrictions in the tunability of the NATO or national
ground segment. At EHF, where the flexible
channelization technique is coupled with on-board
processing for AJ purposes then switching between
high-selectivity filter bank outputs (element filter
output) will be performed at a high rate and controlied
by an on-board transec eq ioment which can be
programmable (in orbit) 10 support several
simultuneous uplinks.

(b} The ground segment would consist of both SHF and

EHF terminals. The SHF terminals would be those
existing at the end of the NATO IV era and would be
used rnainly to support common-user trunks. General
transition rom SHF to EHF is foreseen to take place
over the period cavered in the study to support mainly
mobile/transportable users many of which may have
demanding AJ and/or LPI requirement.

The EHF ground segment:

i) has preferably non-synchronized frequency-
hopped (because of its better performance in
disturbed and time-variant  propagation
conditions and better suitability to small
terminals than the direct sequence modulation
system) terminals operating in FDMA with
flexible data rates and redefinable codes,

iiy consists of the simultaneous accesses (for
system comparison purposes) given in Table
E-3.

(c) The systems

i) have the virtue of allowing easy transition from
existing to future architectures,

ii) Have minimum development, recurring and
launch costs,

iii) are upgradable and expandable on a scale to
meet operational requirements,

iv) defective and life-expired elements of the
system are replaceable without man
intervention,

v) spacecraft are capable of being refuelled
without man intervention,

vi} have virtually zero down-time at low cost,
vii) make maximum use of orbital siot allocations,

viil) allow spatial distribution of spacecraft to reduce
their vulnerability to jamming and physical attack.




it should be noted that the data in Tables E-2 (a) and
(b) are for a 7-year period. During the 2t-year total
period, three stages of complete space segment
replacernent are expected to occur, which would allow
for an update for changes in traffic or other
requirements.  For dual frequency systems
development cost will be incurred at each stage.Single
frequency systems will not incur such costs since the
same designs of spacecraft would be used throughout
the 21-year period; only the mix ot EMF and SHF types
would change. Provided military components are used
in the design of the spacecraft it should be possible to
maintain full availabilty over the 21-year interval.

13.An examination of the data shows that:

a)

b)

<)

d)

®)

For  geostationary operations the cost of
interconnection of spacecraft is of the order of 3 % .,
and is not more than 4.5 % for the inclined orbits
{Tundra as the most expensive case).interconnection
provides significant improvement in service availability
probability, ranging from 0.14 at the lower inherent
spacecraft probabilities to 0.04 at the high end.

Increasing the space segment availability by the
amount given in (a) above without, however, using
Inter-Satellite Links ISL would require launching more
satellites and this would increase the system cost by
abo'it 25 %.

Operation in inclined orbits costs about 50 % more
than the geostationary case for the same service
availability, but gives full NATO coverage including the
polar region.

The geostationary case 1 corresponds to the NATO IV
satellite as far as coverage and the number of
satellites and reliability are concerned. {t is interesting
to note, however, that the 7-year system cost of Case
1t and that of NATQO IV (about 400$M} are aimost
identical even though Case 1 satellites have
considerably more capacity (in SHF and EHF) and
significantly greater resistance to jamming (on-board
signal processing in EHF and adaptive nulling
antennas).

The system cost changes significantly with the 7-year
service availability probability. How many satelittes
would be needed for a 21- year perind without having
excessive capacity would depend on this as well as on
what residual capacity would remain at the end of
each seven-year period and how the change in
requirements is introduced; abruptly at each 7-year
period or progressively during the 21-year period. In
the latter case, some reduction in the total number of
satellites required and hence in total cost would be
expected.

14.The architectures which appear cost-effective and promising
are given in Table E-4.

The following comments can be made about these
architectures:

a)

b)

An adequately wide range oef architectural options
are presented from which the architecture best suited
to the requirements, as they will be known nearer the
date of system implementation, can be selected.

Based on the assumptions made regarding possible
future NATO requirements, reliabilities of future
electronic systems and costs per kilogram of
Payloads, Spacecraft Platforms and Launches which
have been used consistently for all of the candidate
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architectures, it can be concluded that:

i) Provided NATQO can accept the coverage
provided by a geostationary only system of
satellites, Architecture A is the lowest cost
solution

If polar coverage obtained by leasing from the
USA, costs less than Cost (H-A) or Cost (I-A)
then Architectures A or B plus Polar leasing
would provide the next lowest cost options
Option B gives improved availability and AJ
capability but at 33 % higher cost than the cost
of A

iii) The lowest cost architecture which provides full
coverage is Architecture H at a cost increase of
50 % over geostationary only (Case B)

iv) For a further 5 % increase in cost. an
improvement from 0.95 0 0.98 in operational
availability and an enhanced AJ capability can
be obtained by using Architecture ! This
architecture is probably the most cost-effective
option of those considered. to all of the
assumed future NATO requirements.

15.1t is likely that cost wili be the driving factor in determining the
hoice of a future SATCOM architecture and it is therefore
appropriate to consider the three dominant cost factors (R&D.
replacement and launch costs) and indicate what steps could
be taken to bring about cost reduction in each case.

a) Economy in R&D costs could be obtained through
NATO/National collaboration and by adopting a
modutar approach toc system diversification and
evolution. An effective way of achieving the latter
would be to develop at the outset separate SHF and
EHF spacecraft and use them. in GEO and TUNDRA
orbits alike, in a mix determined by the changing
requirements.

b) The use of smaller spacecraft, even though more of
them may be needed, could lead to lcwer system
costs because of the economies of scale Such
economies of scale would be further enhanced if the
same spacecraft types are used at all stages of system
evolution over a penod of, say, twenty years. They will
also be enhanced if the same spacecraft types are
bought for national as well as NATO use

¢) Launch costs can be minimized by reducing
spacecraft mass, in particular through the exploitation
of new technology. It is also important to maximize
compatibility with the largest possible range of launch
vehicles,

d) Interconnection of spacecraft increases system
reliability and therefore tends to reduce the total
number of spacecraft that need to be launched.

e) Finally, long-term planning is the key to achieving
reductions in both R&D and recurring costs.

16.The NATO SATCOM systems so far acquired have been
based on national developments adapted to NATO
requirements and the continuity of service (not necessarily full
service ) has been obtained by sharing or borrowing capacity
from national systems. The national systems, in turn, have
relied for continuity of service on the availability of capacity on
the NATO system. Each procurement has contained an
important element of R&D costs and since successive systems
have been developed aimost independently of each other,
R&D costs have been, like the replacement cost, also recurring.




There has been a minimum of joint national R&D and use of
the system and each procurement has been preceded by
lengthy negociations on production sharing which has not, in
general, satisfied, at least, some of the member countries. As a
result of having independent NATO and national systems there
has been considerable interoperability problems.

it is believed that this trend, based on successive jumps in
spending and capabilty with a minimum degree of general
national participation should be and can be changed to meet
the needs of the coming decades which may be characterized
by uncertainly and shrinking military budgets requiring
affordable and flexible systems.

The member countries have adequate experience within NATO
and Europe and know that under these circumstances it is
necessary to resort to joint R&D, procurement and use of the
system while ensuring effectiveness and competitiveness for
keeping the costs down.

17.What needs to be done jointly are:

a) To define NATO and national requirements for satellite
communications.

b) To develope and agree on a system architecture.

¢c) To delineate those technological areas which are
criticai and require R&D.

d) To encourage and support companies and R&D
establishments to form research partnership for
deveiopment and production to be carried out in a
competitive manner.

it is believed that the architectures evaluated and
recommended in this report form a good foundation
for (b) above and eiisure also that the satellite designs
outhined that are flexible need not change basically
over a period of some twenty years or longer thus
keeping the R&D and recurring costs to a minimum.

The report outlines also certain critical technologies for
{c) above which need R&D. Some of these R&D topics

are common to military and civilian satcoms. some
others which are specific to military. are likely to be
common to both national and NATO systerms and yet
another category of topics will be NATO-specific. It
would therefore be necesarry to make a more detailed
assessment of the R&D topics and determine where
R&D is a prerequisite and either can be relied upon
present/future civilian developmenris or carried out
jointly by member nations.

18.The following areas appear as first candidates for a NATO
R&D effort because they would provide solutions to problems
which are NATO-specific and can be made available within the
time-frame considered for NATO SATCOM systems:

a) On-board flexible anti-jam signal processing which
can be controlled by software to meet AJ
requirements generally and to adapt to national
modems and new modems introduced during the
lifetime of the satellite(s).

b)  Adaptive nulling AJ receive antennas tailored to NATO
needs and to keep costs down.

c) Autonomous control of the spacecraft and O&M
generally using techniques of artificial intelligence,
neural networks and robotics.

By sporing R&D activities, limited to payload technology. in the
member nations even on modest scale, NATO can expect to
get a better insight into and to make an impact on current
technology developments carried out for civilian and military
purposes.

19.1t is believed that the collaborative approach outlined above
for SATCOM acquisition in NATO give tasks to all the existing
bodies in NATO such as NACISA, STC, DRG, IEPG. AGARD.
etc., and would probably not necessitate creating new
structures. Cost and benetit anlysis carried out in the report
show that the architectures recommended can be
implemented in the manner suggested above and could lead
to systems which are considerably cheaper and much more
effective than those we have had so far.




Transec

Code(s)
RX de|hop 1
ANT.
LNA
' 21De mux yP| Down Link
——— ¥ Demod | § |Format
Bank 5| [Switch

R
i

Access
Controller

a) Non-transparent satellite with about 50 MHz information bandwidth hopped across 2000 MHz. All terminais hop
in synchronism. There will be as many dehoppers in the satellite as there are different nets with different codes.

> - S g
RX - {1 E TX
D Filter Filter . D IR —<|
A )
| | N fofBank | Bank iEEL-g E e HH ™ot 5 ]
| T C Jane )l 2T [0 |0 |P T
| - r4 o |0 |D B |
|:>— » 1 N iy *<ﬂ
3 X
l l
ACCESS & AJ
CONTROLLER

b) Transparent satellite (full bandwidth) allowing operation with non-synchronised frequency-hopped terminals.

Fig. E-1 Two promising ,".J satellite designs with on-board processing and routing




Table E-1
Number of satellites required for different SATCOM architectures

Features No of Active S/C Comment No of S/C |Total No of
for tuil continuous for 7 years | S/C for
Architecture Coverage 21 years
(a) Proliferated LEQ 240 >240 >500
(¢} Inclined Elliptical Orbit
(c1) LOOPUS 9 27 81
(c2) MOLNIYA 3x12-hrs 9 27
2 x24-hrs 6 18
{c3) TUNDRA 2x24-hrs 6 18
(d) GEO 1 Baseline 3 9
(e) Systems of Satellites in|more than one Orbit
(e1) GEO + Polar 1 GEO + 6 Polar $/C in GEO are 3 GEO 9 GEO
dual frequency single + +
in Polar orbit 18 Polar 54 Polar
(62) GEO +24-hr MOLNIYA
(a) Dual freq S/C in t GEO GEO 5/C have 3 GEO 9 GEO
GEQ +single in + 2 inclined EHF and SHF + +
Inclined Orbit Inclined EHF or SHF 6 inclined | 18 inclined
(b) Single freq in 2 GEO GEO S/C are air 6 GEO 18 GEO
both orbits + 2 inclined of EHF and SHF + +
inclined EHF or SHF 6 inclined | 18 inclined
(i CLOUDSAT Receive S/C Numbers will depend 60 GEO 180 GEO
with 10dB ECCM 20 GEO. 20 Inc. on jamming threat 60 Inclined | 180 inclined
advantage TX §/C:- at the time 6 GEO 18 GEO
relative to (e2)b 2 GEO+2 Inc 6 inclined | 18 inclined

{9) MEWS

The basic concept applies to all case (c) thro’ (f)

Note : - This table is valid with the assumptions given in Section 10.6.8.
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Table E-2 (a)

System evaluation data for geostationary operations (7 years)

Spacecraft Payload Avallability Totai No. System Costs
Case Op 9
No / Orbit Frequency EHF SHF Connect s/C m‘ Spacecra R&D | Recur |taunch| Totat
1 Dual N Y No 061 085 2 242 82 76 400
2 Duat Y Y Yes 061 093 2 262 87 79 428
3 Dual Y Y No 061 094 3 242 163 115 520
4 Dual Y Y Yes 06t 0.98 3 262 173 18 553
S Si 0.72
ingle Y Y No 076 087 4 290 96 92 478
0.72
[ Single Y Y Yes 0.76 0.93 4 321 106 9% 523
7 Singi 3 072
ngie Y Y No 076 096 6 290 192 138 620
8 s 072
ingle Y Y Yes 076 099 6 321 212 144 677
Tabte E-2 (b)
Evaluation data for 24-hour Tundra orbits (7 years)
Spacecraft Payload Availability Total No. System Costs
Case Operating
Space
No / Orbit Frequency EHF SHF Connect s/C Segment Spacecraft R& D | Recur |Launch!| Total
1 Dual Y Y No 061 0.72 4 223 221 126 570
2 Duat Y Y Yes 061 0.86 4 238 236 130 604
3 Dual Y Y No 081 0.88 6 223 368 189 780
4 Dual Y \4 Yes 061 0.96 6 238 393 195 826
. AU K IV N 57 pO— _
5 Single Y Y No 076 0.76 8 258 255 155 668
5 s 072
ingle Y Y Yes 076 087 8 288 285 163 736
7 5 072
ingle Y Y No 076 093 12 258 425 233 916
8 s 072
ingle Y Y Yes 076 097 12 288 475 245 1008
9 Single Y No 072 052 2 103 34 a3 170
10 Single Y No 072 0.85 4 103 102 66 271
" Single Y Yes 0.72 093 4 18 117 70 305
12 Single Y Yes 0.72 099 6 118 196 104 418
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Table E-3
The EHF Ground segment assumed for system comparison

Type of ‘| Antenna [txpowers| Transmission | Number of simul-
Terminal Dia. (m) | ww) Rate (Baud) taneous accesses
Ship- Borne 1.0 0.1 2400-9600 20
Aircraft 0.5 0.1 2400 10
Submarine 0.25 0.1 100 - 2400 1

5.0 1.0 4 x 64000 (*) 15
Land transportable

2.0 0.5 4 x 2400 30
Man - pack 0.5 0.01 75 20

(*) 16 kb/s codecs {adaplive sub-band coding) exist loday with quality which equals that of the 64 kb/s PCM. It 1s expected that in the

timeframe considered In this report there will be 8 kb/s or even lower - rale codecs avallable for use In SATCOM wilh qualililes comparable

to that of 64 kb/s PCM voice {see Section 6.3)

Table E-4
Cost-reliability comparison of candidate architectures for a system lifetime of 21 years

Cases No Total No of No of Payload Orbit / Freq. Service Cost (21-year) ($M)
operating Avaitability
v GEC spacecraft EHF SHF T GEO R&D Recur. Launch Total
3Ix242= Ix82= Ix76=
1 i 1200
2 2 2 D 0.85 726 248 228
3x262= 3x173= 3x118=
- 4 ! 165
3 3 3 D 098 786 519 154 9
3 x238= Ix236= I x130=
2 - 4 - k 181
2 4 4 v} 086 718 708 230 812
4 6 6 6 o 096 I x238= 3 x393= 3 x 195 = 2478
714 1179 585
11 x9501=] 12 x 408~
4 4 E 87 2 182,
6 8 S 08 68 1045 489.4 822
8 12 6 6 €S 097 288 1615 734 2637
118+786= | 665+519= | 317"
4 97
12 9 9 3 € o 09 904 1184 667 2150
12 7 12 9 3 E ES 0.95 2905 14702 7271 2488
12 8 12 9 3 E ES 098 320.86 15509 7453 2617
8 a 18 9 9 ES £S 096 320.86 2558.2 1166 1 4045
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CHAPTER 1
INTRODUCTION

1.1 BACKGROUND

At their Business Meeting held on 18 October 1985, the Avionics
Parel of AGARD recommended the establishment of an AGARD
WG to consider the future potential of Satellite Communications
in the NATO context. This proposal was approved by the National
Delegates Board (NDB) of AGARD in March 1986 and established
WG 13 under the direction of Prof. Dr. AN. INCE.

Recognizing that there were a number of bodies in NATO who
dezit with different aspects of satellite communications, it was
agreed by ali concerned that there was a need for care to avoia
urneceseary duplication of work in this area within NATO.

The first coordination meeting chaired by Prof. Ince, took place
on 23-24 June 1987 at the NATO Headquarters. The
representatives appointed by seven NATO countiies for the WG
13 as well as those from NATO IMS/CIS Division, NATO CiS
Agency (NACISA) and SHAPE Technical Centre attended the
meeting. Also in attendance was Dr. HUNT, Chairman of the
Avionics Panel who briefed the meeting on AGARD and AVP
generally and on the Panel's space interest in particular. He
staiou indl Wio.iiy wio (WOO Glvisiea, Prol. ince and the Panel
requested inputs and comments from NATO bodies engaged in
SATCOM work. He stated that answers were received irom the
NATO IMS, STC, and the Director C3 of NATO. It had also been
discussed in the Panel and by the appointed members for the
WG 13. The purpose of the meeting was to find a way ahead for
the Group to function, to that end the original TOR would be
reworked to take into account the written and verbal comments
received from the NATO Bodies mentioned above.

As a prelude to discussions on the subject the representatives of
the NATO Bodies briefly described the work being carried by
them which relate basicaily to the problems of the existing
SATCOM system and its future architecture planning. NACISA is
charged with managing the development of NATO
communications  including  SATCOM.  The  Satellite
Communication Working Group (SCWG) provides policy level
advice to the NATO communications and Information Systems
Committee (NACISC) on issues of system concept, scope,
schedule and performance for future NATO SATCOM. The
Tri-Service Group on Communication and Electronic Equipment
(TSGSEE) under the Commitee of Natiorali Armament Directors
(CNAD) is charged with the development of interoperability
standards for satellite ground terminals. SHAPE Technical Centre
(STC) gives technical support and contributes to the work of all
these bodies.

The meeting then discussed all the issues involved, and took
note of the Director's proposal that the work to be undertaken by
WG 13 should be technologically driven (and not requirements
driven) and should develop potental SATCOM system
configurations including sub-system design issues and identify
R&D areas and potential roles for SATCOM in the post-2000 era
which could be helpful for the member states as well as for
NATO for their future R&D programmes and SATCOM planning
work.

The meeting commenting that:

i} the SATCOM studies to be undertaken by WG 13 should
be technology driven and should include considerations
of potential system configurations and roles for SATCOM
in the post-2000 era

i) the time period considered should be such that the
studies would not be undully constrained by the past and
yel it would be pussible to make sensible and reliable
forecasts for the feasibility and viability of the
technologies needed by the systems to be defined,

iii} it should be assumed that technologies available to
NATO would also be availabie to the enemy, agreed on
the "Terms of Reference” as reproduced at the beginning
of this report. This TOR as well as the work assignments
made to the members at the mesting were later
approved formally by ail the parties concerned. i was
also agreed that WG 13 would keep informed all the
NATO Bodies engaged in SATCOM planning work on the
progress made by the Group.

1.2 TERMS OF REFERENCE

The terms of reference for the Group were reviewed at the first
technical meeting held on 22-25 February 1988 with a view to
better defining the time-period to be covered by and the scope
of, the studies.

After a thourough discussion it was agreed that WG-13 should
consider a period beyond NATO IV and other national systems
now in the implementation or planning stage. The period for
studies should therefore correspond to NATO V and Vi programs
and cover a time span of 20-30 years, i.e, 2000-2030. It was
recognised that the earlier part of this period would be
constrained by the existing and now planned assets but the later
part would be, and should be. more technology driven. The
group would not deal with presently conceived cperational
requirements and system architectures but it was stressed that.
even for a technology-driven study, it was essential to have in
mind an objective and functions to be fulfilled by future SATCOM
systems.

In passing it was noted that, unlike some NATO bodies, WG-13
was an advisory body and had no line responsibility and
consequently it had the freedom of examining any aspect of
SATCOM which appeared potentiaily useful to NATO. It was
further agreed that duplication was not necessarilly bad since
two independent groups would often come up with different
conclusions/solutions even when they study the same problem.

In connection with future requirements it was pointed out that
The Avionics Panel of AGARD ran in Oct. 1985 a workshop on
“The Potential Impact of Deveiopments in Electronic Technoiogy
on the Future Conduct of Air Warfare" which resulted in AGARD
Advisory Report  No0.232 containing  information  on
communications requirements which cannot be met by present
day systems and on the state of the art and future trends in
technology which may make powerful satellite communications
systems possible. It was agreed that the deficiences thus
established could form the basis of the functions to be
performed by the future systems.

1.3 METHODOLOGY
The method of working to be used was agreed as follows:
i) The present members and those who couid not attend

would form the core staff of WG-13. Each member would
be responsible for the work assigned to him which he




either v/ould carry out himself or get it done by others in
his country/establishment etc. observing always the
apolicable security rules.

The work assigned in a meeting would be completed by
each member and sent to the director about a month
ahead of the following meeting. The director would then
edit/collate the information received adding his own
contribution and send the resulting report back to the
members. The report would then be discussed and
agreed by the members at their next meeting when they
identity and assign to themselves new work items. The
director would keep the Panel informed of the progress
made and receive from them guidance about the future
conduct of studies.

iii) The members would do their best to keep themselves
and the group informed of the national and internation!
developments in the satcom area.

The members would try to keep the security classification
of the documents/reports they produce down t¢ "NATO
unclassified of restricted”, if possible at all and where
necessary omitting or deleting some sensitive
information which can be filled in at the meeting etc.

iv

There would be three meetings of the WG a year held at
venues which may be:

\

a)at NATO HQs and other NATO Agencies where
easy access to NATO documents and security
arrangements may be obtained.

tjat National estab'ishments where technical visits
may be made and,

c)coincident with the venue of AVP symposia
providing convenience and economy in cost and
time for the WG chairman and other pane!
members who have to attend the symposia for
other reasons.
vi} In order for WG-13 to produce work relevant to NATO and
the nations and to avoid unnecessary duplications, it was
agreed. it was necessary to have information not only on
NATO programs but. of course, also on national and
international programs including those of Canada,
France, FRG. the United Kingdom as well as ESA projects
and the NASA, US MILSTAR, SDI programs as having
great potential for influencing the future course and
development of space systems and satellite
communications. it was recognized that there wouid
necessarily be restrictions on the release of information
on some aspects of the nationa! plans and programs but
the members would do their best to collect and submit to
WG- 13 information that is releasabie to NATQ.

vii) The following reports, documents, symposia and
meetings would be used to extract information relevant
to the work in hand:

8) AGARD Aavisory Report No: 232, 1985
“The Potential Impact of Developments in
Electronic Technology on the Future Conduct of
Air Wartare".

b) Special Issue of Proc. IEEE, Nov. 1684 on
“Satellite Communication Networks "

c)IEEE  Journal on
Communications
"Satellite Communications Toward the Year 2000"
May 1987, Vol. SAC-5, No 4.

Selected  Areas  in

d).Special issue of Proc. IEEE. Jan 1987.
"Packet Radio Networks".

e) A report dated Nov. 1985 by the American Institute
of Aeronautics and Astronautics submitted to the
National Commission on Space dealing with the
technology base that would be critical to possible
civil space endeavors in the 2000-2030 time
period.

f) A paper based on a study (funded by NASA) by
the Aerospace Corporation entitled "Advanced
Space System Concepts and their Orbital Support
Needs" outlines “Innovative Applications of Very
Large Satellites Communicating with a Myraid of
Tiny Inexpensive User Terminals”

g)The NATO SATCOM

documents:

NACISA/NSIWG(86) 1 and

NACISA/NSIWG(86) -

Interoperability WG

h) SATCOM related sympcsia:
- "Military Application: of Space”
by AAAF /France. Oct. 988
- "Military Microwaves”
London, 5-7 July 1988
- |IEEE MILCOM a8, San Diego. Oct. 1988

i} A study conducted by Sub- Group 21 of NIAG on
tactical communications, called TACOM 2000.

1.4 CONTENT OF THE REPORT

To set the scene for developing possible future SATCOM
architectures, aimed at correcting existing deficiences and
providing capabilities to meet future perceived requirements,
Chapter 2 reviews the present NATO communications network
and the evolving "NATO C3 Architecture® and discusses the
implications on and the future .3le of SATCOM in NATO
including the need for communicea.ons in the polar region and
for submerged submarines as well as for protection against
nuclear effects

Chapter 3 attempts to identify and analyse both the similarities
and the differences between NATO and other civilian/military
SATCOM systems in terms of the type of services provided and
the environmental factors. The objective is to determine the areas
in which NATO can draw direct benefit from the R&D work done
for the development of other systems so that NATO spectfic
areas may be delineated for further consideration and action by
NATO.

In Chapter 4 all the issues and trends in satellite communications
are listed and the responses by the Group are given. Some of the
views expressed were used in determining the areas on which
the present studies were to focus and in drawing up a detailed
program of work for the Group taking into account also the
Terms of Reference.

One of the most important drivers of SATZOM system design
and cost is the threat the system is expected to face, in the
time-period of its operation, and survive wholly or partially. The
perceived thereat to NATO communications in the post-2000 era
is treated in Chapter 5 in terms of jamming of the up and down
links, interception, piracy, as well as physical and nuclear
attacks.

The unpiications of the threal postulated in Chapter 5 are
analysed in Chapter 6 where the concept of survivability as
applied to ECM/ECCM and the different types of spread
spectrum and coding techniques are discussed foliowed by a
review of hardenning measures which may be taken to protect
the satellite against effects of physical and nuclear attacks.




The environment in which a SATCOM system has to work can
affect the signal attenuation and fading which are highly
frequency dependent and this cubject is treated in Chapter 7
which considers all propagational factors  (ionisation,
precipitation, particulate matter, hydrometeors and reflections)
and discusses their effects on EM propagation in terms of
absorption, scattering, multipath, scintiliation, and
depolarization. The important subject of noise and mutual
interference between systems, particularly those using the
geostationary earth orbit is also reviewed. The implications of
propagational factors, interference and noise are evaluated and
measures which may be taken to counter the undesirable effects
are treated in this chapter with particular emphasis on the EHF
band which is of great interest to NATO.

Chapter 8 is where a review is made of the important field of
technology which is considered relevant and assential for the
development of the type of future SATCOM systems postulated
and defined in the report. The range of techniques and
technologies covered include devices for analog and digital
signal processing, adaptive antennas, laser intersatellite links,
lasercom for submarines as well as launch vehicles, power
generation in space, new materials and the application of
artificial  intelligence, neural networks and robotics for
autonomous system operation and maintenance. This chapter
concludes with recommended principles which may used to
select R&D projects for support by NATO.

The NATO and national systems and developments, again with
relevance to the work of the Group, are described in Chapter 9
which is based on information provided by the members of the
Group and also obtained fromm presentations given and
laboratories visited in connection with the meetings of the Group,
held in various member countrias,

Generic technical charactestics of a future NATO SATCOM
system based on Chapters 2,49 and the technical
possibilities offered by techniques/technologies discussed in
Chapter 8, are postulated in Chapter 10 which then proceeds
to develop, define and evaluate several interesting system
architectures from which three basic candidate architectures
for NATO are derived. The number of satellites required with
full coverage of the areas of interest to NATO and service
continuity for a system of 21. year tifetime for ditferent
SATCOM architectures is aiso given in this Chapter.

The candidate architectures outlined in the previous chapter
are compared in cost and performance in Chapter 11, based
on defined ground segment and satellite features, assumed
to be the same for all cases, and using a cost model which is
also described. The model takes into account payload,
frequency band, orbit type, mass, power, reliability, and R&D
costs which are all detailed for some twenty different cases.

Chapter 12 is where a new method of acquisition tor future
NATO SATCOM systems is suggested. This is based on a
collaborative approach between NATO and the member
countries undertaking certain actions jointly in defining
requirements, developing the system  architecture,
delineating and supporting critical R&D areas and finally
using the system jointly.

Finally, in Chapter 13 conclusions and recommendations are
given pointing out the advantages for NATO of the candidate
architectures described in Chapter t1 and the areas of new
technology which NATO should support if it wishes to
implement a future NATO SATCOM system based on the
recommendations of this report.




CHAPTER 2
CURRENT NATO COMMUNICATIONS PLANNING
(SATCOM AND THE NATO C3 ARCHITECTURE)

2.1 PLANNED EVOLUTION OF THE NICS

Over the next two decades, communications within NATO are to
undergo a fundamental change. At present the NICS is
implemented using NATO-owned bearer and switching facilities
and rented PTT circuits, but is planned to phase these out in
favour of a scheme whereby NATO will rely principally on
National military communication networks to meet its needs. This
will be facilitated by the widespread introduction of diginal
switching technology based on CCITT standards. In the near
term, NATO will provide gateways and cross-border links to form
a robust system of int¢:-connected NATO and national networks
NATO subsciibers will be progressively transferred to national
digital networks and NATO networks such as VSN and TARE will
eventually cease to exist as separate entities. Provision of a
common user intertace based on the Integrated Services Digital
Network {ISDN) concept will allow all existing and foreseen NATO
subscribers’ voice and data requirements tc be met. To the
greatest extent possible, NATC users will be served by this
common-user system. However, it is recognised that
ndependent ‘emergency’ communications systems  will
probably stili be required to provide highty survivable circuits to
vital users in tension and war. Such systems must be capabie of
interfacing with the common-user network. The totality of NATO
communications systems, common-user and emergency. will
form the "NATO C3 Architecture”.

Two developments have prompted this change n philosophy
Firstly. the ACE-High system of microwave and tropo-scatter
links which has supported many of the NICS trunks since the
1960s has reached the end of its useful life and has come up
against senous frequency-coordination problems It is being
replaced by the NATQ Terrestrial Transmission System (NTTS)
consisting of all-digital c¢ross-border links.  Secondly. the
widespread introduction of digital switching and high-capacity
fibre-optic bearers promises to give national networks adequate
connectivity and capacity to meet NATQO's communication needs
in addition to national needs

It is intended to indr2duce ISON standards at an early stage in
the evolutionary process. According to current thinking [2 1], the
internetwork gateways will form switching nodes within the core
of a "NATO ISDN", the concept of which is ilustrated in Fig 1
The inter-gateway links will be suppoited by a mix of NTTS.
NATO SATCOM, and digital circuits established through
nationally-owned sub-networks. Initially, the majority of NATO
users will access the NAIG ISDN via "Access Networks”. each of
which could be a national military netwu.k 07 2 exiting NATO
network such as IVSN. "Access Interfaces” will be provided to
implement the protocol and signalling conversion needed
between the Access Network and the NATO ISON. A-to-D and
D-to - A conversion will also be perpormed here if necessary, as
will data rate conversion. In the long term, most national mihtary
networks are expected to adopt ISDN standards, making the tull
range of ISDN services available to NATO users. This will also
facilitate network interconnection, though it is likely that the
NATQ ISON will be preserved so as to police and optimally route
inter-network calls.

Th-« ISDN concept has evolved to meet commercial needs and
therefore does not provide all the facilities required of a military
communications system. In particular, it does not provide
encryption, Traffic Flow Security, precedence or pre-emption. it is
envisaged that as far as possible these additional tunctions will
be provided at the boundary of the NATO ISDN, for example by
"Virtual Terminals” implemented within the Access Interfaces or
inter-network gateways.

Principies ot ISDN are summarized in Appendix 2.A where some
possibie tuture developments are also discussed.

2.2 IMPLICATIONS OF THE C3 ARCHITECTURE FOR
NATO SATCOM

The implications of the transition to an ISDN-based architecture
for NATO SATCOM are still being determined. However it seems
possible that there will be an increase in the demand tor
SATCOM in the early stages. since SATCOM will be required to
provide some of the bearers in the NATO ISDN while stll
supporting the IVSN and TARE as "Acces: Networks  This will be
offset by the progressive removal of selected VSN and TARE
SATCOM links as the subscribers they serve are tansferred to
national networks.

ISDN ofters the user both digital voice and data tacihies These
are available simultaneously if required Speech s encoded
using 64 kb/s PCM The standard "2B+ D’ interface provided tc
subscribers comprises two 64 kb s channels and ore 16 kb ¢
channel for signalling and packet data Within switched network
capacity is normally provided in multiples of 64 kb.s End-to-end
transparency s a basic principle ot {ISDN

It seems likely, then. that the adaption of ISON standards will
impl, a phasing-out of 32 kb ‘s CVSD SATCOM circuits as VSN
subscnbers transfer 1o national networks At the same tme there
wil be an increasing demand for 64 kb s SATCOM pearers tor
the NATO ISDN The number and connectivity of such weares is
as yet unknown. but s unitkely that the total numbes of
point-to-point - SATCOM  cucuts  provided  wia the NATS
inter-static network can exceed that currently suppotted even
all SGTs are broad-banded since the increase in bandwidt: 3t
the NATO IV satellite compared with that of NATO 1l wil! be take:
up by the transition from 32 kb's to 64 kb s hnks in the
post-NATO IV era it may be possible to accomodate additiunat
womcn-user circuits at SHF through frequency re-use. but ths
wilf have to be shown to be cost-effective vis-a-vis use of
alternative communications media

When jamming .5 present. NATO GATCOM will tall pack to ar
ECMM mode of operation using spread-spectrum moders to
support the more essential users Data rates must be mmimised
in this mode so that each terminal can provide an adequate
signal-to-jammer ratio for as many users as possible Thus for
example, 2 4 kb/s vocoded speech would be used in place of 64
kb/s PCM. It may be possibie for tinks within an ISDN to revert to
such an ECCM mode without violating basic ISDN principies on
the basis that “information transparency rather than data
transparency” is the requirement for voice circuits However this
is arguable and a subject for further study The alternative
approach is to treat ECCM SATCOM as a separate non-iSDN
system which can be accessed from the NATO ISDN through
suitable interfaces. ECCM data circuits may more easiy be
accomodated within the ISDN concept since reversion 10 a low
rate is possible without losing bit integrity, provided adequate
buffering and flow control is provided within the network

A number of technical problems will arise when SATCOM bearers
are used iIn G NATO ISDN (see Appendix 28) Several of these are
due to the propagation delay This means that the signaling
protocol (CCITT No. 7) used on terrestrial links will not work on
links via geosynchronous satallites. A suitable protocol for such
links has been specified. but protocol conversion between the
terrestnal and sateilite standards wili be needed at each SGT




Although the CCITT recommendations for ISDN allow for
single-hop satellite delays, multiple hops are barred and the
systern control will have to prevent these. Another difficult area is
network timing: SATCOM modems will have to synchronise bit
timing with that of the ISDN, and provide buffering to absorb
variations in propagation delay while maintaining bit integrity.

In the long term. interconnected national military networks
sharing common standards will provide a highly connected
common-user system for NATO. at least in peacetime and
tension. Use of fibre-optic trunks will ensure adequate capacity,
excellent circuit quality and immunity from interception. As the
common-user system evolves towards this goal, it may become
increasingly difficult to justify continued use of a “permanent”
SATCOM overlay: The high cost of maintaining and manning the
terminals of the NATO inter-static SATCOM network may well
make it N0 longer cost effective to continue using this network as
a complementary transmission medium to the tericstial bearer
system. Where SATCOM will have a pan to play is in war when
the common-user network has become fragmented
Transportable SATCOM terminals can be rapidly deployed to
establish survivable ECCM links, albeit of low capacity, between
ISDN “islands™ 1n an effort to restore fuii conneciivity. And of
course, SATCOM will continue to provide access links into the
commen-user network from mobile users such as ships.

2.3 PLANNED EVOLUTION OF THE NATO SATCOM
SYSTEM

2.3.1 introduction

The evolution of NATO SATCOM up to the end of the century
{but not beyonu) 1s already planned to a large extent The
Tri-MNC C2 Plan (Edition 4) indicates the cost and timing of
planned anhancements to the systerm and of the introduction of
new elements The NATO SATCOM Enhancement Working Party
(NASEWP) has made additional recommendations (2 2] which. if
endorsed. would be rationalised with the C2 Pian However. ail
such planning 1s likely to come in for critical review in the light of
the recent political developments in Europe

in the next decade NATO SATCOM will continue to support
common-user bearers via the large static SGTs. but there will be
much more emphasis on the provision of highly-survivable
SATCOM )inks to support vital users in tension and war. This will
be made possible by exploiting the "military" features of the new
NATQ IV space segment The main system enhancements
planned up 10 2000 are summarised below

23.2 NATC IV Space Segment

The launch of the first NATO IV sateliite is planned for December
1990. Two satellites are being procured. in drder to provide
adequate availability for a ten-year system lite. Like NATO I, the
satellites will be placed in quasi-geostationary orbit with the
operational satellite at 18°W jongitude. The orbit will be inclined
at 3 5° initially to avoid the need for North-South station keeping
Nato IV is three-axis stabilised satellite based on the UK Skynet 4
design 1} is built by British Aerospace with Marconi Space
Systems as cocontractor with responsibility for the
communications payioad.

Like NATO Hl, the main featurs of the payload will be wideband.
limiting SHF transponders, but there will be four of these in
NATO NV with a total bandwidkh of 340 MKz as opposed to three
transponders covering 150 MHs for NATO ). Each transponder is
associated with a different coverage area, viz. NATO Region,
Giobal, European and Central European spot. The total EIRP of
the SHF transponders is about 40 dBW compared with 35 dBW
for NATO lit. Uplinks are normally received via a giobal coverage
antenna, but one of the transponders can aiso receive via the
Central Eurapean spot beam antenna if required.

The SHF repeater incorporates a number of special features 10

improve system pertormance in the presence of jlamming

The NATO IV payload also includes a UHF repeater. unhke earlier
NATO satellites which have been entirely SHF The repeater
provides two narrowband (25 kHz) channels with giobal
coverage, but has no ECCM features. Aithoinh NATO has no
tormal requirement for UHF SATCOM. indications are that
demand from nations tor use of the channels-principally for
maritime applications-will be great, and that some form ot
Demand-Assigned Multiple Access (DAMA) will be necessary in
order to make best use of this limited resource

2.3.3 Enchanments to the Inter-Static Network

No major extension of the inter-static network is forseen in the
next decade. but a modest growth in the volume of
common-user tratfic is expected. Certain modifications to the
SGTs will be necessary if the additional capacity of the NATO IV
satellite is to be exploited to cater for this increased traffic At
present the SGTs use klystron HPAs with a (tunable) bandwidth
of about 200 MHz Thus each SGT can access only about 50 % of
the NATO WV transponder bandwidth at any one time Access
plans have been developed [2.3] which, with suitable tuning of
the indivdual HPAs, allow the existing inter-static tratfic load to
be supported on NATO V. but these have no scope for
expansion. Only by increasing the instantanecus bandwidth of
the individual SGTs - for examnple by fitting new TWT HPAs -
can this limitation be overcome. it seems likely that most. it not
all, of the large static SGTs will have been broad banded in this
way by the end of the century but a detailed timescale has yet to
be agreed

2 3.4 Support of Medium Static Terminals

The NATO IV system will support links to and from a number of
medium (7-metre) static SGTs in fulfitment of new NATO and
National requirements Two such SGTs are being provided in
support of the Improved UK Air Detence Ground Enwvironment
(JUKADGE) : They wul be located in the Shetland and Faroe
Islands and each will transmit medium-rate radar data via one of
the large static SGTs Four medium SGTs will be procured for the
so-called “lsland Command” role: These will be sited in
Greenland. the Azores. Madiera and Bermuda. Etfectively they
will extend common-user network facidities to these sites A
turther medrum SGT may be installed in West Crete

2.3.5 Mobile Terminals

Perhaps the most important innovation to the Ground Segment
in the next decade wili be "Highly Transportable Terminals
intended to provide survivable SATCOM circuits for a number of
purposes in tension and war These SHF terminals will rely on
mobility and Low Probability of Intercept (LPI) characteristics to
avoid detection and will be provided with ECCM modems to
overcome uplink jamming. They will have electromagnetic pulse
(EMP) protection. The specifications of these terminals are
currently being drawn up. Two sizes have been suggested = A
6-metre version and a 2 4-metre version

Individual HTTs may be required to support more than one
emergency network, and therefore some torm of demand
assigment which takes account of user precedence will be
needed Principal circuit requirements will be for 2.4 kb/s secure
speech. medium/iow speed data and 75 b/s telegraph

Proposed roles for the HTTs inciude Crisis Management and
Political Consutiation (CMPC), support of mobile Alternate Wat
Headquarters (AWHQ) and the provision of emergency
communications for Theatre Nuclear Forces (TNF)

Because of funding limitations, introduction of the HTTs is likely
to take place in piecemeal fashion over a prolonged period
Urgent requirements such as the SHAPE AWHQ will have priority
and will be met in the early 1990s. However, it is unlikely that the




full complement of HTTs as currently envisaged will be
operational much before the end of the century.

As distinct from the HTTs, two 1.8 -metre mobile terminals have
been procured for the ACE Mobile Force (Land). These terminals
are built to the UK's VSC 501 specification and will be fitted with
the VSC 330 ECCM modem. This modem will also be installed at
selected large static SGTs which will act as ancior stations.

2.3.6 Shipborne Terminals

NATO SATCOM will continue to provide communications for
national ships when under NATO command throughout the
NATO IV era and also, under MOUs, to nations such as Germany
and the Netherlands which do not have military communications
satellites of their own. The main requirement will continue to be
for low-rate data and voice ship-shore-ship communications via
designated SGTs. At SHF, CDMA modems will gradually be
replaced by more ECM-resistant systems such as OM-55.
Maritime links will normally be restricted to the 50 MHz- wide
"exclusive band” between 7325 and 8025 MHz.

Unlike previous NATQO sateilites, NATO (V will carry a UHF
transponder and there is considerable intercsi in the use of this
for naval applications. It is likely that DAMA will have to be
introduced in order for all potential users to have access to the
two narrowband channels available. UHF SATCOM is already
extensively used by the US Navy and has the advantage of
simplicity in the shipborne equipment. However, its vulnerability
to both jamming and unintentional interference is well known.

2.3.7 NATO Air Baso SATCGM System (NABS)

Under a NATOQ/US MOU, the US are providing a number of
medium (6-metre) SGTs at US Air Bases which will be supported
by the NATO SATCOM space segment. A total of about 80 such
terminals will be deployed in two phases: In the first phase,
peginning in 1991, 54 terminais will be instalied. These will be
equipped with Harris Type MD-1131 ECCM modems. The
second phase SGTs, whose instaliation is not expected to begin
before 1995, will be equipped with the Universal Modem (see
below). Phase 1 terminals may be retro-fitted with this modem
eventually.

Some of the sites being equipped with NABS terminais are
among those requiring SATCOM facilities for TNF emergency
communications. Possiblities therefore exist for rationalisation
and these are currently being investigatec

2.3.8 Support of NADS/IADS

Under another US/NATO MOU., NATO will provide SATCOM
capacity to suppot US Air Defence communications
requirements around lceland. The exiting large static SGTs will
anchor links from US shipborne and mobile terminais and
support national circuit requirments between iceland, the USA
and Europe. The effect is a relatively small increase in the overall
traftic load of the NATO SATCOM system.

2.3.9 The "Universal Modem" (UM)

As the resuit of a US-UK initiative, early development work has
been carried out on a new ECCM SATCOM modem intended for
use in the mid-1995 and beyond. The modem uses
frequency-hopping and has features to mitigate the effect of
exo-atmospheric nuclear bursts as well as to combat “inteliigent”
jamming strategies. At the time of writing, "brassboards” have
been built by two joint US-UK contractor teams for evaluation.

On the basis of this work an SHF A/J Interoperable Waveform
Standard has been agreed by the nations involved. This is being
used in the prepartion of &8 NATO STANAG. The STANAG is being
drafted by France, which has declared a desire to participate in
the UM programme.

Bids for fill-scale development of the UM are being invited, with
a view to the first production modetls being available in 1995

" is the declared irntention of NATO tc procure the UM for the
HTT programme. However, there is concern as to whether it will
be available in time for the earlier HTTs, in particular those for the
SHAPE AWHQ.

2.4 FUTURE REQUIREMENTS
2.4.1 Need for Requirements

Even though the Group was not constrained by any need to have
stated operational requirements it was nevertheless found
necessary to postulate some generic repuirements so as to limit
the scope of the studies to what may be relevant to NATO and to
determine and try to cofrect the deficiencies of the existing
systems.

2.4.2 The Future Role Of SATCOM in NATO

Plans for the evolution of NATO SATCOM during the lifetime of
the NATO IV space segment indicate a period of consolidation
for the inter-static network follewed by a reconfiguration of the
network as evolution towards the C3 Architecture gathers pace.
At the same time there will be a proliferation of transportable SHF
SATCOM terminals for crisis management, political consultation
and emergency communications

a) The Future of the Large Static 3GTs

Although fibre-optic links will provide a viable alternative
to SATCOM for long-haul common-user circuits in the
long term, it seems unlikely that any large static SGTs
will be closed down in the rear future simply because
alternative media have become more cost-effective
However, the need for a major and costly overhaul in
order to extend the lite of such an SGT may be reason
enough to opt for closure. The ofiginal twelve SGTs were
designed for a fifteen year life and were “rought into
service during the period 1970-1972. However, during the
period 1982-1985 they were modified to bring them up to
the standards required of the SATCOM i ground
segment. This will have extended their life somewhat.
though certain major subsystems such as the antenna
were unaffected by the modification. The nine new
SATCOM Il terminals, brought into service between 1982
and 1985 also have a fifteen year design life and hence
may be expected to require replacement or a major
overhaul between 1997 and 2000. Thus closure of the
inter-static SATCOM network in favour of terrestrial
alternatives at the end of the NATQO IV era appears to be a
realictic option. However there is likely to be pressure to
retain at least some cf the the SGTs for political reasons.
and also to anchor circuits from mobile (in particular,
shipborne) terminals.

b) The Future of the HTTs

Deployment of the highly-transportable terminals (HTTs)
as currently envisaged is unlikely to be completed much
before the year 2000. On present plans, ali HTTs will, by
this time, be equipped with the Universal Modem which
is intended to operate through wideband transparent
transponders. To capitalise on the investment in the HTT
subsystem, a future NATO space segment will, like its
predecessors, need to provide wideband SHF
transparent channels. Some of the roles of the HTTs,
such as crisis management and political consultation, are
so fundamental that their continuation beyond the year
2000 is scarcely in doubt. Others such as the support of
AWHQ and TNF emergency communications are more
dependent on current NATO military doctrine and
therefore more likely to change in the future. However,




the flexibility of the HTTs will allow them to be transferred
trom one role to another at short notice. It is anticipated
that following the year 2000 NATO will continue to find
applications for all HTTs that have not exceeded their
design litetimes (and probably tor some that have) so
long as they can maintain an adequate data i.'e for the
application concerned in the presence of the perceived
ECM threat at that time. The design lifetime of the HTTs
is likely to be at ,east fifteen years, so many of the HTTs
could in principle remain operational beyond the year
2010.

¢) Maritime SATCOM

The support of maritime forces has long been
established as a major role of military SATCOM, both
NATO and national. As more national ships liable to
come under NATO command become equipped with
SATCOM terminals the demand for capacity is likely to
grow. tf a future space segment serves both NATO and
national needs then shipborne terminals of collaborating
nations will need to be supported whether the ships are
under NATO command or not.Maritime applications
strass ECCM and LPI, factors which could prompt an
early move to EHF. In the current NATO SATCOM
systern, large anchor stations are required to terminate
the ship-shore and shore-ship links and to provide an
interface with the common-user network. Consideration
should be given to the replacement of these by smaller.
mobile terminals.

A fimitation of the present NATO SATCOM system in its
maritime role is the lack of coverage beyond a latitude of
about 70°N. Certain nations who rely on NATO SAT “OM
tor national naval communications, or with whom NATO
might wish 10 collaborate in the development of future
joint NATO- national satellites, have indicated a potential
requirement for polar coverage, as has SACLANT (see
Appendix 2C). This suggests that alternatives to the
geastationary orbit should be seriously considered for
the post-2000 efa.

National navies have peacetime SATCOM requirements
in addition to their ECCM SATCOM requirements. At
present these are met at UHF using US satellites of the
FLTSATCOM system. In the next decade this capacity
will be supplemented by the UHF channels on NATO tV
and on the UK's Skynet 4 satelilites. These UHF channels
do to not have “military” characteristics and offer no
EC7M protection. Furthermore, the capacity provided for
a given payload mass is very small compared to SHF. it
is therefore suggested that it this requirement for
“peacetime” Li{F SATCOM continues beyond 2000,
serious consideration should be given to renting
channels on other satellites-pc.sibly cuvil- as this could
well prove cost-effective.

Another potential requirement is for an ECCM link to
submarines, essentially one-way since submarines would
normally maintain radio silence, but possibly two-way
using advanced LP| techniques (e.g. at EHF). This is a
particular case where extended polar coverage is of
interest. Ideally a link to a submarine should be capable
of operating when the vessel is still submerged, and this
is technically possible using a modulated blue-green
laser beam (see section 8.6). However , the technology

is still immature and it seems unlikely that this woulc. be
a viable option for NATO until well beyond 2000

d}Airborne SATCOM

A very likely requirement, new to NATO, for the
post-NATO IV era will be for SATCOM links to aircraft.
There is considerable national interest in the use of
SATCOM to provide reliable beyond-line -of-sight links to
aircraft: The UK is known to be considering use of
SATCOM for Maritime Patrol and AEW aircraft. and is
currently conducting trials with the Marconi MASTER
terminal fitte_ to a demonstrator aircraft and using the
VSC-330 ‘requency-hupping modem. The US has had an
SHF SATCOM trials aircraft flying for several years and is
known to be developing EHF airborne terminals as part
of the MILSTAR programme. France is also understood
to have a requirement for airborne SATCOM. An obvious
application in NATO would be to the NAEW aircraft. The
main difficulties with airborne SATCOM at present are the
limitations on antenna size and transmitter power. In the
case of a transparent SHF satellite channel, these make it
necessary to anchor the link at a large SGT. On the
SGT-aircraft fink, the SGT has to capture a
disproportianatety large share .. the satellite’'s EIRP.
However, in the future it should be possible to avoid use
of such a large anchor station by use of on-board
processing. Also, use of conformal array antennas on the
aircraft in place of steerable dishes should allow higher
gains and will allow much more freedom in siting the
antenna. If such arrays can be made active. higher
aggregate transmit powers may be obtainable as well.
Another way of obtaining higher EIRPs from airborne
terminals is of course to implement the system at SHF

e) Satellite-Borne Switch

A possible application of a future SATCOM systern that
may merit further study involves the use of on-board
processing to provide an inter-network gateway function.
Although the basic role of SATCOM in a NATO ISDN wilt
be to pruvide point-to-point bearers, consideration could
also be given to providing a switching function on board
the satellite. This of course implies on-board wata
regeneration, but regeneration could in any case be a
feature of an advanced ECCM SATCOM architecture. A
satellite based switch linked to most if not ali the
terrestrial gateway nodes would significantly increase the
robustness of the NATO ISDN and could well represent
more efficient use of SATCOM resource than providing a
set of point-to-point SATCOM bearers to supplement
connectivity. It would e possible to re-load the switch
software from the ground to cater for system upgrades
etc.

2.5 REFERENCES

[2.1]

{2.2)

(23]

“The C3CS Goal Architecture”, STC Technical
Memorandum TM-867 (Draft), 1989. (NATO Confidential)

Report of the NATO SATCOM Enhancement Working
Party, Aug. 1987, Ref. AC/317-(WG/1}) WP/25 (NATQO
Secret)

Payzin, A.E. "NATQ IV Satellite Loading Plans'. STC
Technical Memorandum TN-174, Feb. 1986. (NATO
Restricted)




NON- EMERGENCY
ISDN NETWORK
SUBS. (e.g.SATCOM)

ACCESS
NETWORK

ACCESS
NETWORK

ISDN
"CORE"

ACCESS i/f

NATIONAL
MILITARY

ACCESS i/f

ISDN SUBS.

ACCESS
NETWORK

Fig.21 A NATO ISDN Concept




APPENDIX 2A
INTEGRATED SERVICES DIGITAL NETWORK (ISDN)

NATO decided in 1984 that most of the NATO terrestrial
communications requirements would be met in the future by the
strategic military communications networks that are today being
designed and some being implemented by the Member
Cuuntries. All these networks largely follow the CCITT IDN/ISDN
standards and recommendations and adopt the International
Standards Organisation's (ISO) Open System Interconnection
Reference Model (OSI/RM). These digital common-user grid
networks provide mission reiated, situation oriented, low-delay
“teleservices” such as plain/secure voice, facsimile and
non-interactive and interactive data communications. These are
enhanced by "supplementary services" such as priority and
pre-emption, secure/non-secure line warning as well as
closed-user groups, call forwarding and others. The switching
subsystem supports three types of connection methodology
namely, semi-switched connections, circuit-switched
connections, and packet/message switched connections. The
circuit switching technique use is the byte-oriented, sychronous,
time-division-multiplexed {TDM) switching in accordance with
CCITT standards. The basic channels are connected through the
netwark as transparent and isochronous circuit of 64 kb/s or
nx64 kb /s where n is typically 32.

The basic channe! structure used in ISDN has T and S reference
points and consists of two B channeis at 64 kb/s and one D
channel at 16 kb/s. One or both of the B channels may not be
supported beyond the interface. The B channel is a pure digitat
facility (that is, it can be wused as circuit-switched,
packet-switched, or as o non-switched/nailed facility) while the D
channel can be wused for signalling, telemetry, and
packet-switched data. The basic access aflows the alternate or
simultaneous use of a number of terminals. These terminals
could deal with different services and could be of different types.

The primary rate B-channel structure is composed of 23 B or 30
B channnels depending on the national digitai hierarchy primary
rate, that is, 1544 or 2048 kb/s and one D channel at 64 kb/s.
PABX connection to the T reference point can use (depending on
its size) multiple basic channel structure accesses, a primary rate
B-channel structure, or one more primary rate transmission
sysiems with an common D channels. The primary rate
H-channel interface structures are composed of Ho channcls
{334 kb/s) with or without a D channel, or an H1 channel (1536
kb/s). H channels can be used for high-fidelity sound,
high-speed facsimile, high-speed data, and video. Primary rate
mixed Ho and B-channel structures are also possible. Subrate
channel structures are composed of less than 64 kb/s channels
and are rate adapted and multiplexed into B channels.

Future evolution of the ISDN will likely include the switching of
broadband services at bit rates greater than 64 kb/s, at the
primary rate, as well as switching at bit rates fower than 64 kb/s
which are made possible by the end-to-end digital connectivity.
Table | shows some typical service requirements for civil and also
tor military applications.

In the ISDN environment, the use of common channal signalling
networks significantly reduces the call setup and disconnect
times; use of Digital Speech Interpolation (DSI) can enhance the
transmission efficiency on a cost-driven basis.

Packet switching which aflocates bandwith on a dynamic basis,
has become the preferred technique for data communications. in
addition to wutilising the bandwith more efficiently packet
switching permits protocol conversion, error control, and
achieves fast response times needed for interactive
communications.

Looking ahead into the future both for military and civil
applications, we see good prospects for the integration of voice
and data traffic. Investigation of different techniques permitting
integration of voice and data traffic in one network has been a
subject of ongoing research for more than a decade. These
techniques include hybrid switching, burst switching, and packet
switching for speech and data. A common objective of all these
techniques is to improve efficiency of speech connections in
comparison with the circuit-switched netwark, with minimal
degradation to speech quality as a resuft of clipping and
message delay.

Hybrid switching can achieve acceptable voice message delays.
However, lower transmission efficiency and higher complexity
than packet-switching concepts render it unattractive for
application in public switched networks.

Burst switching achieves high transmission efficiencies ana low
voice message delalys. it is an attractive concept, but high costs
associated with the development of a new family of swicthing
systems and the lack of evolutionary migration paths for
implimentation make it unsuitable for public networks.

The attraction of speech packet communications lies in the
relative simplicity of packet-switching concepts, and the tact that
computer systems for data packet switchirg car “»e adopted for
speech packet communications. While existing protocols tor
packet data communications sucn as x.25 are not suitable for
achieving small fixed delays necissary in speech packet
communications. significant progress has been made in
developing new protocols under the sponsorship of the Defence
Advanced Projects Agency (DARPA) and the Defence
Communication Agency (DCA). While still in a developmental
stage, speech packetisation increasingly appears to be the prime
contender for future voice/data integration in common-user
networks.

Another  speculative  impetus for speech  packet
communications lies in the potential for voice recognition
and direct speech input to program, command, and control
the operation of artiticial intelligence machines. Speech
packet communications are ideally suited for such
applications.




Table 1

Some service requirements

ISDN
Channel
Type Facilities
Bandwith Circuit Packed | Channel
Service Requirement B D | Switched | Switched | Switched | Overiay

Telephone 8,16,32,64 kb/s X X
Interactive Data
Communications 48-64kb/s X X X
Electronic Mail 4.8-64kb/s X X
Bulk Data
Transfer 48-64kb/s X X
Facsimile/
Graphics 4.8-64 kb/s X X
Slow Scan /
Freeze Frame TV 56 -64kb/s X X
Compressed Video
Conference 15-2Mb/s X X

(Primary rate)




APPENDIX 2B
NETWORK ASPECT

Aspect of SATCOM with reference to the different roles that
SATCOM can play as a part of a fully integrated switched
network are:

and

-Transmission performance
-Signalling and routing

-Network surveillence and control
-Transition to future systems.

The following points can be made with respect of the above:

i) SATCOM links can be designed to meet any transmission
standards with respect to error-rate and slip (provision of
elastic buffers synchronised to the network time).

i) Since satellite links can provide a ‘node-skipping”
capability they give an alternative in many cases to an
all-terrestrial route within the switched network. The
routing system should therefore be such taht the use of
SATCOM capacity should be maximized (high-usage
mode)  without however causing unnecessary
pre-emptions (search for free terrestrial paths before
SATCOM circuits are pre-empted).

iii) Problems of signalling over satellite links arise because of

a) the long propagation delay

b) the need for a given earth station (ES) to serve two
or more switching nodes

c) the numbers of channels per link over the satellite
will be different from the numbers of channels per
link over the tail circuits

d) the requirement to operate with reduced channel
capacities in the case of jamming

i survivability is not a problem, a non-associated
technique could be considered against (a}, with which the
signals concerning calls over the satellite links could be
carried over the signalling channels of a number of
terrestrial  links in tandem. The  associated
common-channel technique for SATCOM internodal links
can be used without requiring more than one signalling
channel! on the link between a pair of earth stations (ES).
This can carry the signals generated by several internodal
links. To aliow the nodes using one ES to share a single
satellite signalling channel to the nodes using the distant
ES, a signal multiplexing arrangement would be
required at each ES.

v

-

1

Signalling ~hannels could be set up directly between
nodal switches without requiring a signal processor at
the ES, but at the cost of additional satellite capacity
for the separated signalling channels.

iv) The satellite signalling system wouid aiso be calied

upon to deal with degraged operation under jamming
conditions when only the AJ protected links may be
operative. Some or all of the speech channels on any
one internodal satellite link would be disconnected as
determined by the Network Control Authority. The
switch must know which circuits are still available for
traffic and the signalling system must cater for this.

In cases where access links connecting users to the
nodal switches are provided via SATCOM using, for
instances, low-cost or transportable ES's, the node
terminating such links should be one which is near an
ES. To satisfy the transmission requirement for not
more than one satellite hop, the onward routing of
calls by the parent nodes would be wholly terrestrial
in such cases. When such a routing cannot be found
the sateliite-connected parent node would cause calls
to be diverted to the terrestrially-connected parent
nodes, since the access switch would also have
terrestrial access links. The alternative, of allowing a
direct satellite link to be established between access
switches, would add functions (e.g.. routing and
control of COMSEC equipment) to the access
switches since no node would be available to perform
them, as well as demancding additional satellite
capacity. The use of demand-assignment technique
to establish such direct links would ease the latter
constraint but would require further functions (in
addition to routing, etc.) to be performed by the
access switches.

vi) The question of transition from an existing system to a

series of future systems is an important issue which
should be considered in designing new architectures. it
is, indeed, one of the essential virtues of the architectures
being proposed in this report (see Chapters 10 and 11)
that this aspect of easy transitioning is inherent in that the
SHF assets are catered for as well as well the EHF in a
changing ratio over the time frame in question. Moreover,
the satellites being postulated in the report, though use
on-board processing, are also useable transparently.




APPENDIX 2C
NATO INPUT FOR WG-13

AN NORTH ATLANTIC MILITARY COMMITTEE
: COMITE MILITAIRE DE L'ATLANTIQUE NORD

NATO UNCLASSIFIED

15 May 1986

MEMORANDUM FOR THE AGARD AVIONICS PANEL EXECUTIVE
(Attn: Lt.Col. Stratton)

SUBJECT: Satellite Communications Working Group

Reference: AGARD letter AVP/31, 2 April 1986

1. The IMS has reviewed the Terms of Reference (TOR) for the AGARD
Avionics Panel (AVP) per subject request and provides the fallowing
comments for consideration:

a. In the light of recent NATQ SATCOM IV directions, it
would appear that the proposed study would provide long
term guidance only. It should therefore address the
I broadest possible spectrum of military users. Consideration
! could be given fo including under STAT0SY D), maritime
| communications, including submarines, blue-green lasers
| and communications in the polar zones.

b. Reference "STATUS: D) Propagation effects" - area should
include nuclear/nuclear scintillation effects if it does
not already,

2. If established, it is requested that the AVP Working Group establish
close liaison with appropriate NATO agencies/committees e.g. STC, NACISA,
Satellite Working Group. These groups have recently addressed several

of the proposed working group objectives in designing NATO SATCOM IV,

3. This letter confirms data provided by telecon on 15 May 1986 to
support AVP business meeting discussions.

fowdl O )

R.C. MORRISON
Lt Col USAF

—————— — —
1

Note: Prof. Ince had a discussion, at the AVP 1989 fall symposium held at Colorado Springs United States, with Admiral
Mason of SACLANT concerning military requirements. He confirmed that communications in the polar region for
aircraft and also communications with submerged submarines are of great importance to SACLANY
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|
N
- N7 - ADVISORY GROUP FOR AEROSPACE RESEARCH AND DEVELOPMENT
' NORTH ATLANTIC TREATY ORGANIZATION

AVP/31

LT COL R. MORRISON

IMS, ASI DIVISION

NATO-0TAN

1110 BRUSSELS BELGIQUE 2 APRIL 86

SUBJECT: Satellite Communications Working Group

In March, 1986, the National Delegates Board of AGARD approved an Avionics Panel
proposal to establish a Working Group on Satellite Communications to be headed
by Prefessor Docter AN, Ince of Turkew. The precposcl, zs well as Dr. Ince's
address and telephone/telex numbers, are attached as Inclosure 1.

This Working Group and the Avionics Panel request input from NATO on Satellite
Communications problems. They welcome guidance from NATO on areas of particular
interest to NATO on this subject.

The next Avionics Panel business meeting will occur on 16 May 1986, in Bolkesjoe,
Norway, where this Working Group will be discussed. Should you in NATO have any
suggestions as to areas of interest not covered in the proposal, or areas that
require special emphasis, we would welcome your input before this date so that
it can be brought to the attention of the entire panel.

PETEL ) ;
//;L(f M/ [/ [Ld., 2
MICHAEL V. STRATTON

LT COLONEL, US ARMY
EXECUTIVE, AVIONICS PANEL

/s

cf: DR. G. HUNT, Avionics Panel Chairman
DR. A.N. INCE, Director, WG 13 ¢+

I
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CHAPTER 3
COMPARISON OF NATO AND OTHER SYSTEMS

3.1 OBJECTIVE

The purpose of this chapter is to identify and analyse both the
similarities and the differences between NATQO satellite
communications systems and other civilian or military systems.

Two aspects will be considered separately:
-the type of services to be provided
-the environment in which these services have to be
provided.
This analysis attemps to contribute to the identification of the
fields in which NATO could draw some benefit from the R and D
carried out for other civilian or military applications and those
where specific R and D actions should be undertaken for the sole
benefit of NATO.
3.2 SERVICES AND SYSTEM CHARACTERISTICS
3.2.1 Civilian SATCOM Systems

Among the various existing or future civilian systems, the
following categories can be defined.

3.2.1.1 Worldwide High Capacity Point-to-Point Services

This category essentially refers to the Intelsat system which
provides high capecity intercontinental trunk connections
through geostationary satellites.

The world traffic is divided between cables and satellites and the
general policy consists of keeping some balance between these
two communications media.

The evolution of the Intelsat system is oriented towards moie
flexibility and adaptability to the customer needs.

A certain amount of reconfigurability has been introduced in the
antenna subsystems. An on board microwave switching matrix is
being tested on Intelsat VI. Future trends are towards on-board
baseband switching and more use of Ka band to reduce
congestion of geostationary orbit.

Intersatellite links are being considered in order to reduce transit
time in links using more than one sateilite FHF ar optzc 220 be
used for these links.

3.2.1.2. Regional or National Point-to-Point SATCOM Systems
8in: stational tollites.

A number of such systems are now in operation either using
specific satellites (Brazil, Mexico, various US domestic systems,
indonesia, Australia, Euteisat, Arabsat, France, Germany and in
the near future Raly, Spain , Turkey, etc..) or using leased
inteisat transponders such as Algeria, Zaire and others ).

Each of these systems provides a variety of numbers of
point-to-point connectiuns. The number of stations may vary
{rom a dozen to several wndreds. The mode of access is either
SCPC in the case of many small stations or FOMA (at base band
level) or TDMA for larger capacity links.

During the last ten years, the trend has been to reduce the
dimensions of the ground antennas, making them accessible to
more users. One of the limitations to this trend is obviously the
frequency congestion of the geostationary orbits which imposes
limitations on the beamwidth of the ground antennas.

In addition to bilateral voice and data transmission, the concept
of data broadcast has been introducced by various curtorners
and this will result in an important development of the V-SATs
(very small aperture terminals).

Due to frequency congestion, these systems {with the possible
exception of those covering tropical areas) will more and more
use the upper SHF (Ku band and Ka band).

3.2.1.3. Regional or Nationai Point-to-Point SATCOM Systems
Using High Inclination Orbits

These systems are typical of those implemented in the Soviet
Union. The advantage for this country is obvious because such
systems provide a good coverage at high latitudes. In addition,
the eccentricity of the orbits {e.g. Molnyia) provides a relatively
small angular motion of each satellite during several hours thus
simplifying the tracking probiem or making it even unnecessary
for small aperture ground antennas.

3.2.1.4. SATCOM Systems for Communications with Mobiles

The only system currently in operation is Inmarsat which
provides ship-to-shore communications. Since there is no real
requirement for communications at high latitudes. this system
uses geostationary satelites. The ship-to-satellites links use
L-band and the shore-to-satellite links use C-band. Inmarsat is
planning to extend its service to communications with aircraft.

Capability of mobile-to-mobile single hop finks has not yet been
implemented. This capability is being considered in future
systems.

Several schemes have been proposed for cornmunications with
ground mobiles. The US-Canadian system M.SAT will use
geostationary satellites.

Use of highly inclined orbits have been proposed to increase the
elevation angle of the satellites at medium latitudes thus
reducing the effect of obtructions due to mountains or buildings.
This is the case for Sycomores and for Loopus which are
described in chapter 10 of this report.

The mzin purpose of these future communication systems for
mobiles is to achieve narrow band (voice or low speed data)
communications between mobiles and the main communication
infrastructure via a satellite and fixed communication centers.

The next requirement to come up will be to achieve single hop
voice communications via satellite between mobile users. This
will require on-board switching in the satellite first by command
from control centers(2d generation) and possibly later on by
automatic switching without action of the ground control centre
except for netwo.k reconfiguration (3d generation).

3.2.1.5. Data Relay Systems Between Low Orbit Satellites and
Ground Stations.

Presently one such system is in operation: the TDRS system of
the United States. Another similar system (DRS) is planned to be
implemented by ESA during the next decade.

In both cases the purpose of the system is to provide
communication between low orbiting satellites (including
manned vehicles) and the ground via geostationnary satellites
thus reducing the need for a large number of ground stations
exchanging data with these low orbiting satellites.




3.22. Military SATCOM systems

Three countries have implemented military SATCOM systems in
the western world. In the chronological order, they are the USA,
the United Kingdown and France. The main requirements for
such systems can be summarized as follows:

-on the national territory, to complete and to provide a
backup to the most critical terrestrial links which may
beiong to civilian networks or to specific military networks,

- outside the national territory, to provide an independant
communication system with military units located outside
the national territory,

- to provide communications with mobiles beyond the usual
range of ground communication facilities (terrestrial
vehicles, ships, aircraft).

Therefore, these systems must provide to the military users types
of services which are similar to most of those described above in
the varicus categories of civilian systems.

- At least the USA need worldwide trunk connections but
certainly with capacities smalier than those needed by
intelsat.

- Any military satellite must have a wide coverage plus
some spot beams, steerable or not, to provide better
performance over specific areas.

-The ground segment of any military satellite
communication system must include not only fixed
stations but also, transportable and mobile ground
terminals. Part of these requirements are therefore similar
to those of a civilian mobile SATCOM system except that
more complexity is acceptable for the military mobile
terminals. They need to be more protected than those
designed for commercial use.

- Military requirements may result in the need for
communications with high latitude (polar) region. Existing
systems in the western world do not satisty these
requirements and high inclination orbits will have to be
considered in the future.

- Mititary SATCOM  may contribute 1o
communications with submarines,

improve

To summarize the above, one can say that the services to be
provided by military systems represent a synthesis of most of the
services to be provided by the various civilian networks:

- trunk communications

- point-to-point communications
hemispheres

- communications with mobile users

-communications  requiring  high inclination  orbits
(although the justification for these orbits may not be
strictly the same as for civilian systems).

- communications with submarines are specific to military
requirements.

covering both

3.2.3. Peculiarities of NATO SATCOM

The services to be provided by a NATO SATCOM are generaliy
the same as those of any military system. However the
multinational nature of NATO and the existence of national
military SATCOM's somewhat alters some of the requirements:

-The NATO countries cover nearly half of the northern
hemisphere. The existence of several regional commands
of NATO spread over this area justifies the need for
permanent trunk connexions via satellite which, in case of

war, may constitute a full backup to more vuinerabie
terrestrial links.

-A NATO SATCOM can also provide communications
between the military units made available to NATO by the
various countries, whether these countries have their own
SATCOM or not. On that aspect, the characteristics
required from a NATO system do not differ from those of a
national SATCOM systems.

-The coexistence of national systems and of a NATO
system within NATO makes it necessary to ensure
interoperability between national and NATO systems in
order that each system can provide a back up to the other
at least for some specific links.

- NATO countries having their own SATCOM may use it for
tactical communications (i.e. mostly communications with
small transportable or mobile terminals) but one should
keep in mind that a NATQ SATCOM snould provide some
capacity of tactical communications for three reasons:

- providing some of this capacity to military units of
nations who do not have their own SATCOM

- Provide some backup to nations who have their own
SATCOM's

- provide in any case a possibility of access to small
terminals as these may be needed in case of
emergency for non tactical communications.

- There is definitely a need for a NATO SATCOM to provide
communications with polar regions and the solutions to
the problem described above for nivilian systems are
similar to those which could be applicable to future NATO
SATCOM's ac well as to national military SATCOM'.

- Although this is rather specific to tactical needs (e.g.
mobile or transportable station operating in mountain
areas) the solutions considered for civilian systems of
communications with mobiles such as the use of high
inclination orbits are applicable to NATQO or to national
SATCOM systems.

- Communications with submarines and protected
communications constitute a requirement for NATO
SACTOM's as well as for national military SATCOM's.

As a general conclusion of this paragraph it can be said that a
NATO SATCOM and military SATCOM's in general, must provide
a wide choice of services similar to those provided by tie various
present and future civilian systems and that the differences
between national and MATQ military SATCOM's are the relative
proportions of the various categories of services. Emphasis must
be put on the need for interoperability of the NATO and the
national SATCOM's.

3.3 ENVIRONMENTAL FACTORS

As a general rule, the environment for which a military and of
course also a NATO SATCOM system must be designed is much
more hostile than the environment of o civilion system.

Several categories of environment can be distinguished.

3.3.1. User Environment

What is called here users environment is the status, at any given
time, of the need for communications expressed by the users of

the system.

In the civilian systems, at least those for which statistics have
been established for a long time, it is relatively easy to define the
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capacity required to satisfy the users . The daily and the seasonal
variations of the traffic are well known and a good forecast can
be made with regard to their evolution. Unexpected variations of
this evolution are slow enough to give time to correct the
situation first by using the in built capability of the satellites, for
reconfiguring their coverage or their transponder layout and for
larger variations, by introducing spare satellites stored in orbit or
on the ground.

The variations of the traffic military SATCOM's are much less
predictable and they may occur much faster. Four different
environmental conditions can be conzidered with regard to users
requirements

- peace time

- manoeuver period
- crisis time

- war time

The first two conditions are relatively easy to forecast. Analysis of
the traffic recorded during the second one (manoeuver) may
contribute to a limited extent to evaluate or to check tle
evaluations of what is likely to happen in crisis time or in qar
time.

In these last tqo conditions, the variations of the traffic ~an be
very high, surges can occur in certain areas within a few days.
the area where the need and/or the capacity of traffic occurs may
change quickly in a matter of days.

Therefore a military (and NATO) SATCOM system must be
designed with an overcapacity as compared to the "peace time"
raquirements and the transponder and antenna subsystermns of
the satellite must have some built in capacity of being
reconfigured to meat Zaily changes of the uaffic requirements

3.3.2 Enemy Environment

This environment determines the major differences between
civilian and military systems.

A civilian SATCOM must survive the threat imposed by its
operations in space i.e., thermal variations, eclipse conditions.
natural radiations.

Some degree of protection is used in civilian SATCOM's to make
the communication more secure but, for the time being, it is left
up to the customers whether they wish to encypher their
messages, whether they are transmitted via satellite or not.

The command signals sent to the sateliite are in certain cases
encyphered to protect the satellite against any unwanted
{deliberate or accidental) action.

All the above considerations must be taken into account in the
case of a military SATCOM but for these military SATCOM
(including NATQ) the threat originating in potential enemy
actions is governing.

This threat also exists for civilian SATCOM's which may carry
military circuits but economic considerations make it impossible
to afford the cost of countermeasures or any other type of
protection in civilian systems.

A large part of the report being devoted to the threat. only the
main headlines are recalied here in order to mephasize the
porticular conditions that a military (and NATQ) SATCOM system
must be designed for:

- jamming and interception of the communications

- jamming or take over of the command link

- nuclear effects on:

- satellite

- propagation

- ground segment

- attacks against the ground segment (including sabotage)
- attacks against the sateliite:

- radiation

- physical attack

In this tield there is no difference between the solutions to be
applied to a NATO SATCOM as compared to a national military
SATCOM. Some techniques also applicable for civilian
SATCOM's may contribute to solve the military problerns (laser
communications, antenna arrays, on board switching and
processing, superconductivity,...) but the complete soiutions to
these problems including the necessary R and R are specific to
the military domain. The relevant subjects of R&D are the same
for national SATCOM'S and for a NATO SATCOM svetam
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CHAPTER 4
ISSUES AND FUTURE TRENDS IN SATELLITE COMMUNICATIONS

4.1 OBJECTIVE

At the very outset the Group found it useful, even necessary, to
list all the issues and future trends in satellite communications
that could be delineated for debate with a view to using the
answers (including doubtful comments and no answers, both
justifying further wnrk) produced in the development of a
detailed work program to be carried out by the Group in line with
its Terms of Reference.

4.2 ISSUES

The following are the issues which have been formulated for
debate:

i) a) What differences exist, now and in the future, between

civil and military SATCOM systems?

b)Can one hope of using civii systems for NATO
purposes?

c) Can one rely on civil developments only {e.g. NASA,
ESA, intelsat etc.)for military use?

d)How different is NATO SATCOM from other
international/national systems (Intelsat, MILSTAR,
EUTELSAT, EUTELSAT, SKYNET)

Can this WG do something new, original and heipful to
NATO and The Nations that the other existing bodies
cannot?

iii) What are the national programs with relevance to future
NATO SATCOM (SD), NASA, ESA, SKYNET,...)? Can we
have access to the results of their developments and
forecasts?

iv) What is the expected impact of SDI? What possibifities
exist for technology transter?

v) What are the attributes of an ideal SATCOM system?

vi) Do we expect revolutions in the next 30-40 years or
evolutionary developments in SATCOM?

vii) What will be the impact of ISDN on SATCOM
development and the role of SATCOM in military ISDN's?

viii) What role wouid one foresee for SATCOM in the years
beyond 2000; strategic, tactical, special purpose,
multipurpose, army.navy, submarine, air?

ix) Are there new and imaginative system architectures in
sight?

x) How are advancing technologies going to affect threat to
SATCOM and the countermeasures?

xi) Are there hazards to SATCOM which we do not have
today but foresee for the future?

xii) What would be the limits on weight, size, control
on-board power and processing, price-performance
ratio, faunch capability?

xiii) What would be the consequences of orbital and
frequency crowding?

xiv)What are the frequency bands to consider for tuture

systems?

xv) What are  the
optoelectronics?

expected developments in

xvi) Can we develop future threat scenarios based on our
technology forecast?

xvii) What are the relative advantages of geosynchronous,
supersynchronous, and sub-geosychronous
communication satellites?

wviii) What are the relative advantages/disadvantages of a)
very large satellites in synchronous orbits with small and
cheap terminals (is there a point of diminishing returns
with regard to economies of scale?) and b) several
low-orbit satellites using packet switching techniques?

xix) What are the relative advantages of single-duai-or
multi-purpose sateliites (all communications
transponders working at different frequencies etc. or
different applications on one platform?

xx) What is an optimum sateilite lifetime? What about
servicing and replenishing spacecraft in orbit?

xxi) What are the considerations for optimising the ground
segment or the space segment?

xxii) In optimising spacecraft design, what is best to
maximise: power, antenna, on-board processing.
stabilisation system? All or none of the above?

xxiii) Is there an optimum point of reliability and complexity
with respect to on-board redundancy, on-ground or
in-orbit spares etc.?

4.3 RESPONSES

The following responses were given by the Group to the issues
and questions posed in Section 4.2 above. The paragraph
numbers below refer to those in Section 4.2. It is to be noted here
that some of the views given below were somewhat modified
during the course of the studies as reported in the later Chapters
of this report.

iy(a) -The technologies used for both the civil and military
SATCOM are basically the same. Military systems
are currently hardened to varying degrees against
ECM, radition effects (including nuclear burst), EMP,
and laser attack. This will also be the case for future
systems. The degree of hardening will depend on
threat level and budget considerations.

-Military custoiners will always be prepared to pay
some premium in cost or data rate to obtain:

Network flexibility

Earth terminal size for portability and reduced
visibility.

Security against eavesdropping, jamming and
comint.

i)(b&c)NATO cannnot rely solely on civil systems, but civil
system should be used as part of a media mix.




The Defence Communications Agency policy has
been as follows:

33 % Landline

33 % Civil SATCOM

33 % Military SATCOM

33 % Line of Sight

giving 33 % Spare capacity

A similar policy would be both necessary and prudent
for future systems. Civil systems will have improved
hardening  characteristics arising out of new
technology. For example radiation hard
semi-conductors are aiready in use to proiong orbit life
and are expected to improve further distributed
transmitters and receivers associated with phased
array systems will be more resistant to (aser attack
simply on an area basis. Civil systems will also use on
board-processing which will give some protection
against jamming.

The greatest advantage of using civil systems for some
of the military requirement is the increase in network
routes which can be available for critical
communications. (")

i)(d) NATO SATCOM is ditterent from comparable civil

i)

i)

iv)

v)

systems since it relies on a media mix as outiined in
i(b&c) above. It is also different from comparable
military systems because of the NICS architecture
which calls for a limited range of services!™ ), and
NATO has no organic Threat Assessment capability.
Skynet 4 satisfied bcth the UK national requirement
and that of NATO: MILSTAR is primarily a hardened
EHF, low traffic capacity satellite for critical
communications only.

The Group can put forward new ideas which could.
however, be speculative. It can also collate technical
ideas from a range of sources which , if integrated.
may provide a new approach or concept. The collation
of ideas can particularly be helpful to NATO if NATO
explores further these ideas by studies in NATO and jor
within the Nations.

The primary national programs include the following
DSCS. MILSTAR, FLEET SATCOM, SKYNET 4.
SKYNET 5 studies, SYRACUSE, and the military
SATCOM plans for Germany, ltaly and the Netherlands
and Canada. Although not in NATO it may be useful to
establish what Australian intentions are for Mifsats as
they have strong connections with UK/USA thinking
but often an indepentent view.Canada is known to be
developing a prototype processing payload called
(FASSET) tor a possible future military SATCOM.
WG- 13 members will try to collect information on these
national systems and if this is not posssible we ask
NATO and the Nations concerned.

A view held by some members is that NATO access to
SD! or SDi technology is unlikely at a sufficiently
detailed fevel to be WG-13. This however has not been
tested

The attributes for an ideal military SATCOM system are
easy to define in general terms viz:

*it I8 undersiood that INMARSAT cannot be used for military mobties

** The NATO system will have some dynamic response capabiity to
changing threat level (MOU, fraffic reduction. nulling. more power 10
SSMA carries.)

vi)

xi)

a) Complement ier..ouial  transmussion  systems
including fibre optic links with minimum mpact on
switched network architecture and communications
to mobile terminals.

b) Be reliable and highly available

cjHave a high ECCM performance via nulling
antennas and spread spectrum techniques

d) Be largely autonomous.

e) Capable of wide area coverage. ~ot only via earth
coverage antennas but aiso by beam steering and
on-board switching.

t) Be hardened against attack by laser. fragmentation
(Kinetic Energy) weapons and RF, high energy.

g) Have high transmission quality ie., tow BER
h) Be affordable.

Much more difficult. is to independeienly identify
values for each of these attributes.

Yes and no. For the space sector sateitite autonomy
will revolutionise traffic resource allocation and reduce
the ground satellite control costs.

For the ground segment the massive investment in
miiitary SATCOM ground equipment suggests that nc
revolutionary changes in network architecture will be
possible within NATO budget Satellite switched TDMA
may however provide sufficient advantages n
performance in some future military scenarios to justity
a new System to complement the current SSMA/FDMA
mix.

Growth 1s most likely 1n the areas of submarine. and
mobile communications ¢ aircraft ang  special
purpose forces. The following may be regarded as
"revolutionary technolngies™:

-superconductors for analog processing elements
-digital signal processing

-AJ algorithms programmabile in space

-use of MMIC in large scale

-Robotics for repair and replacement

-autonomous operation

-use of novel technologies for submerged
supbmarines (lasers, ELF antennas in space)

-use of SAW and acousto-optical technology (for
beam forming and spectral anlysis).

Force standardised protocols onto satillite switches
and perhaps fower propagationai delay

Multirole with emphasis on small mobile terminals
Perhaps- but not evident.

A move to EHF and fast frequency hopping spread
spectrum methods will provide greater performance
margins against jamming which will be necessar,
against compact jammers using such devices as
gyrotrons. There is no permanent advantage
achievable by either satellite or jammer conceivable
over an individual satellite life time

Yes. High power lasers and Kinetic energy weapons.

xii) Taken separately or together-absolute cost.
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xiii)

xiv)

v}

xvi)

xvii)

GEO

r—

a) Orbital Crowding
Some or all of the following couid be employed.

-Very large spacecraft at allocated positions
These could start smail and grow by robotic
assemly in orbit. EM interference could well
become a limiting factor in size.

-Clusters of spacecraft (possibly linked by
tethers). Separated spatially to reduce the EMC
problem, but with the centre of gravity at the
allocated positions individual spacecraft in a
tethered cluster could be positioned along an
earth radius and still essentiaily remain in
geostationarly orbit.

- Non-geostationary orbits such as Meinya or
Loopus orbits would become more popular. This
would however give rise to attendant complexity
on the ground.

b)Frequency Crowding

The first approach would be to utilise to the maximum
extent, the frequencies and bandwidths ailocated by
WAR” to the military. Some re-use of frequencies are
possidle where the operational theatres are widely
separated spatially. Re-use of downlink frequencies
woulr, also be possible at say EHF by the use of very
presise antenna footprints for localised coverage
areas.

Another more complex approach would be to use
adaptive nulling both on-board the spacecraft and
giound terminals. Antenna pointing requirements
would then become more difficult to meet.

EHF in the 20-44 GHz. intersatellite links could use still
higher microwave frequencies or lasers.

lises for communications are limited in the lower
atmosphere by attenuation cloud cover particularly on
the NATO operational theatres make optical links
unrei‘able. Intersatellite laser links useful for large
volume data links (higher laser powers needed for
intersatellite links; new lasers and optical components
for submarine communications).

Optical computers theoreticaily could provide massive
parallel computing  capability for  on-board
processsing, but has not developed at the same rate
as the comoaetition, ie the transputer. Optical systems
so far have proved very massive and required
mechanical stabilities and precision very difficult to
achieve and maintain.

To some extent, witihin our timescale 2000-2030 some
40 years from now and if technological innovation
continues at the present rate, any forecast in this
direction wiil only be valid for perhaps 10 years at
most.

The relative advantages/disadvantages are given
below:

: Tracking/Command easy.
Constant availability over a given area.

SUPER GEOQ : Less susceptible to laser and

SUB GEO

tragmentaticn devicas,
One satellite provides intermittent,
woridwide coverage.

: Intermittent, worldwide coverage.
Lower delay.loss.

More payload possible for a given launcher

The question should be rephrased to include various
inclined orbits ana compare those also 1o
geostationary orbits.

xviii} This topic cannot be readily addressed unless critena

Xix

xx)

are set for availabihty and survivahibilty. A cost model
can be constructed to address the relative economic
advantages of several smalier satellites against very
large sateliites. A system called MEWS (see Chapters
10, and 11) can accommodate high power sateliite
transmitters as well as the very large satellite and
consequently make the use of small and cheap
terminals just as possible.

As the traffic requirement increases a point will be
reached where satellite will be so large that in-orbit
assembly will be necessary. This represents a
step-function in costs which arise from muitiple
launchers, the addition of either robotics for assembiy
or man intervention.

Given an availability/sufvival criteria a trade off
between hardening against physical attack in each
case could be carried out. Several smaller spacecraft
have an advantage in not having all ones eggs in the
same basket and '~wer mass spacecraft are more
manoeuvrable (ie less inertia) than larger satellites in
avoiding physical attack. They also represent smalier
target cross-sections.

Intuitively. several smaller satellites should provide the
better system.

The most obvious difference between multirole and
single role satellites is that for several roles to be
executed more sateilites will be required by the single
or dual than for the multiroie case. To achieve the
most benefit in availability /survival the targer number
of satellites would of necessity also be multirole If a
parueular 1ole was more critical, morse hardening. more

CCM capability could be built into that single satellite
without compromising all. MILSTAR s perhaps an
example of this approach Launch costs for a satellite
represent about 30 % of the total cost to orbit. Even if
all satellites were launched piggy back by the same
launcher the overail mass for the muitiple case would
be greater than the single large satellite.

As launch costs are usually expensive in dollars/kilo
launched, a cost advantage would lie with the large
multirole satellite. Again the trade off lies in how much
value is there in greater availability and survival to
justify a larger system cost. The current view taken by
NATO. UK, France and 'taly is that the multirole
satellite is the only one affordable. The USA takes a
different view, conditioned in part by its assumed
global role.

The life time of a satellite is in the main set by the
following:

a) Degradation of solar cells.

b} Number of battery charge/discharge cycles.
¢)The amount of fuel capacity for orbital
station-keeping, re-positioning and de-orbiting.
d) The failure rates of the electronic and mechanical

parts used.
e) The extent of redundancy employad.
f) The orbit used.

For low earth orbits (LEO), the degradation of solar
cells is higher than for GEQ due to higher levels of
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xx1)

radiation in the Van Allen belts. This also applies to
inclined and highly elliptical orbits but to a lesser
degree as the spacecraft spends less time in the low
earth part of the orbit. For inclined and polar orbits
batteries are charged and discharged by about 2.500
times more often than for GEO due to the number of
eclipses seen-about 14 per day. In addition the
spacecraft inertial attitude must be continuously
changed to point the communication antennas
perpendicular to the earths surface. This obviously
requires more fuel.

Currently geo-stationary spacecraft have design lives
of 7-10 years while inclined and low earth orbiters have
between 4 and 6 years. In general it is possible to
design to meet almost any lifetime. by carrying larger
solar arrays more batteries and more redundancy. This
approach is used to some extent but is limited by
available budget and availab's faunch platform to carry
the increased mass. It is also determined by the overall
system life time which for military communications s
largely determined by the ground sector

Major changes in system architecture which demand
space sector changes are unlikely to occur more often
than every 15-20 years A possible driver for space
sector change is increase in traffic demands This has
certainly taken place in both NATO and the UK. and
has led to new spacecraft design. This has also been
true for threat change The optimum life time is
therefore set Dby system requirements. availlable
budget and not by available technology

Servicing and refuelling in orbit 1s feasible at both LEO
and GEO. but the space segment has to be designed
and configured to enable this to take place
economically So far this has been carried out by the
simple replacement of a fuel spent or taulty spacecratt
To minimise any down hime an n orbit spare quiescent
sateliite has been used to replace the defective
spacecraft. Several spacecraft have also been
provisioned so as to statistically assure full system
services

Servicing by man intervention or by robotcs at orbit
replacement unit (ORU) fevel has been proposed to
Space Station and Polar Orbiter for Earth Observation
At the altitude of inclined or pdlar orbiters man
intervention is hazardcus due to the high radition
levels Repair by robotics demands an onerous degree
of standardisation of ORUs which increases mass and
cost At the ORU level, faunch costs become
comparable to replacement at full satellite level and no
guarantee of continuity of service is provided as
taunch capacity is limited and .5t availavie on short
term demand. Replenishment of fuel could be
accomplished more  easily by robotics The
replenishment point is deterrmnable with some
accuracy and appropriate launches organised n

advance The MEWS system incorporates this
procedure
This rnust be based on the minimum military

requirement, the existing inventory and currently
available technology. Assuming the requirement is
met, no obvious fundamental parameter deserves
optimisation in preference to others, except cost

xxii) No one aspect deserves maximising unless a specific

weighting in the requirement demands it. Optimisation
of the spacecraft design will inevitably invoive all
features not just those listed in the questions.

xxiii) Probably. As reliability and complexity increases, so

also does cost There s probably a point where a large
number of very small single role and hence cheap
satellites will provide a more survivable avatlabie
system Where this 1s in dermand a study 1n depth
against a well detined range of requirement scenarios

Storage of space systems on the ground 1s less useful
than in orbut

a) It is readily available due to launch constrairts

b) The space environment is more bemign than ever.
cold storage on the ground

¢} Launch failures will have been expernenced and
maximum time made available for replacemen:
sateliite and new launch siot

4.4 DETAILED WORK AREAS TO BE STUDIED BY
WG-13

4.4.1 Services to be Provided by and Aftributes of Future
SATCOMS

a)Communications for  fixed mobie ana  subme geq
platforms in all areas of interest to NATO including poiar
regions

b)Attributes including Ad survivability covert et

4.4.2 Technology Assessment

al RF and optical aevices

b) Anterinas

¢) Switching and signalling

d)Processing:signal bandspreading etc intormaticn data
e} Transr:..ration{launch vehicles etc i

fi Maic. . (hight weight structures)

g} Support systems (power TTC etc:

h)Sottware Artifical intelhgence and expert system:s rabatice
i) Superconductivity

) Adaptive control systems

k} Advanced control systems

1) High RF power

4.4.3 System Architectures

Classification of architectures distributed and centralizea
- Choce of orbits
- Number of satellites
- Protocols
- Life
- Vulnerabiiity
4.4.4 Threat
a)Physical(space munes partcle  and  kinetic
weapon laser and RF weapons burn outs
b)Electronic Warfare
c)Nuclear(EMP radition)
d)Piracy
e)Signal intelligence

energy

4.4.5 Countermeasures

a) Haidening

b) Redundacy

¢) Maneuverability

d) ECCM

f) Low propatility of intercept (LP1)

4.4.6 Propagation

a) mm wave propagation
b) Laser beam transmission in atmosphere and water




c) scintillation effects
4.4.7 Network and Transmission issues (Iimplementation)

a) Transmission standards

b) Delay (important for SATCOM integration with terrestrial
networks)

c) Connectivity

d) Signalling

e) Routing

f) Access

9) Synchronization

4.4.8 Spacecraft, Payload and Launch

a) Antennas

b) Front end

¢) Processing

d) Tran: mitter

e) Filtering

f) Cryogenics

g) Reliability {redundancy, servicing and repair in space)
h) BUS

4.4.9 System Surveillance and Control (Management)

a) Space segment
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b) Ground regment

¢) Traffic

d) Autonomy issue

e) Repair, servicing and replacement

4.4.10 Ground Segment Design and Integration

a) Ground static and mobile terminals

b) Ship and submarine-borne terminals

¢) Air-borne terminals

d) "Wrist-watch” and "brief-case” terminals

@) Integration with terrestrial switched networks (ISDN)

4.4.11 Space Transportation and Launch Vehicles

a) New launch vehicles
b) SDI and space stations
¢) Orbital Transfer Vehicles and robots

4.4.12 Conclusion

it was ascertained that there was adequate collective
expertise and experience in the Group membership to
undertake the necessary studies in all the above areas as
called for by the Terms of Reference.
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CHAPTER 5
THREAT TO NATO COMMUNICATIONS

5.1 THE THREAT TO NATO SATCOM POST-2000

it is essential for NATO to have a clear perception of the threat to
tuture SATCOM system at an early stage, since this will have a
fundamental influence on the system design and cost. However,
a basic difficulty in determining a threat level against which to
design a future system is in deciding what is realistic as opposed
to what is technically feasible. For instance, it can be argued that
an enemy would only be prepared to invest in a particular type of
facility (say an uplink jammer) up to the level where an
alternative form of attack (e.g. physical destruction of the
satellite) appeared more economical. Alternatively, an enemy
might use the cost-to-deploy versus cost-to-negate ratio as a
measure of viability: There would be no point in building, at
enormous cost, an uplink jammer at the limit of technicat
feaasibility if it could readily be restroyed by conventional
weaponry at the onset of hostilities. Such factors need careful
consideration in arriving at a specification threat level. In any
case the assessment of the threat to SATCOM should be seen in
the context of the threat to NATO communications as a whole:
Only it a common philosophy is adopted towards threat
evaluation will the relative vulnerability of SATCOM vis-a-vis
alternative communication media be properly represented.

5.2 UPLINK JAMMING

This type of attack is attractive to an enemy because many links
can be affected simultaneously. lts effectiveness depends
primarily on the EIRP achievable by the jammer and thus the
most serious form of this threat comes from large static
installations.

Of the factors that contribute to the EIRP of a large static jammer.
the transmitter power achievable is believed to be limited
primarily by technological considerations whereas the antenna
size is more litely to be constrained by cost and vulnerability
considerations Having said that, it must be remembered that
very large antennas already exist (e.g. for radio-astronomy)
whose gains approach the limit of technical feasibility and which
could in principle be modified for use as jammers in time of war

Maximum transmit power leveis have been increasing at roughly
10dB per decade and there do not yet appear to be any
fundamental technological barriers to further progress. At EHF.
the development of very high power gyrotrons for use in nuclear
tusion research is of particular concern. However, the problems
of connecting such a device to an antenna should not be
under-estimated

Mobile {e.g. shipborne) and transportable jammers will be
limited principally by primary power and pointing accuracy.
While the achievable EIRP levels are much lower than the
maximum threat from large static jammers it 1s argued by
some tnat the latter, being very conspicuous, would be
relatively easy to destroy in war and that mobile and
transportable jammers, being much more resilient and
numerous, would pose a more significant threat. Of course,
many such jammers could operate in unison to raise the
effective jamming EIRP by a large factor.

Uplink jamming from airborne platforms poses a relatively
ingignificant threat to a high-aititude satellite because of
fundamental limitations on antenna size and primary power.
A spaceborne jammer, on the other hand, could prove very
effective even with very low EIRP, provided it could be
manoeuvred close to its target.

5.3 DOWNLINK JAMMING

Downlink jamming has traditionally been regarded as a much
less serious threat thai. uplink jamming. One reason is that
(expect in the case of a space-borne jammer) a downlink jammer
can normally only attack one SGT at a time and must get ciose
enough to it to have a line-of-sight path. Despite this, the jammer
can have such an enormous range advantage that it can often be
effective with only simple hardware and low power levels.

Airborne platforms can be very effective in downlink jamming
because of motility, facility of deployment and large coverage
areas.

Downlink jamming from ships is considered a relatively
insignificant threat since the need to be close enough to have a
line of-sight path invoives serious risk of destruction.

Space-borne jammers in low earth orbit have limited
effectiveness because of their short viewing time of the target
SGT's main beam. A downlink jammer satellite in geostationary
orbit could be effective if manoeuvred close to a NATO COMSAT.
However, alternative forms of attack from such a platform (e.g
physical attack, upfink jamming) are considered more realistic

In one possible scenario, simple low power jammers capable of
being carried by a man are scattered in the region around an
SGT by clandestine torces. Jamming through wide-angle
sidelobes could be effective for several hours while the jammers
were located and disabled. However, it can be argued that such
clandestine torces would be well ptaced for a physical attack on
the terminal, which would be more permanent in its effect.

5.4 INTERCEPTION

For certain terminals, there may be requirement for covert
operation using Low Probability of intercept (LPi) techniques.
Essentially these consist of wide-angle sidelobe suppression and
spread-spectrum modulation to lower the spectral density of the
transmitted signal. LPI terminals must also, of course, use the
minimum transmitter power consistent with the required data
rate and the current jamming level. The threat is twofold. firstly
that by detecting the presence of a signal an encmy may focate
and destroy the terminal, secondly that by analysing the
intercepted signali he may deduce something useful about
message content, modulation etc. which will yield intelligence
data and may also help him to jam or "spoof” the system

The interception thraat is determined by the enemy's strategy in
searching the area believed to contain the terminal, the type and
range of the interception platform and the number and sensitivity
of the receivers employed.Interception by airborne and
spaceborne platforms is likely to be most etfective because of
the wide field of view. The wideband radiomater is likely to
remain one of the most effective means of detecting
spread-spectrum signals: As the probability of detection of this
device depends directly on signal strength but only on the
square root of the dwell time, it can easily be shown that it is
more effective to search a given area in a given time using a
narrow beam than using a wide beam. Thus a major factor in the
interception threat will be the enemy’s ability to deploy and point
high gain antennas from airborne and spaceborne platforn s.

As the probability of detection by a radiometer decreases with
signal bandwidth the use of very wide bandwidths, e.g. 2 GHz at
EHF using frequency-hopping, is attractive for (Pl applications.




However, the interceptor can counter this by channelizing his
receiver, at the cost of extra complexity. Use of digital techniques
together with VLS| will progressively increase the degree of
channelization that is feasible. Even without such refiments, the
prospects for LPl operation are not good: It is shown in [5.2] that
even by exploiting the wide bandwidth and high atmospheric
attenuation at EHF, special measures must be taken to screen
the terminal in order to prevent detection from airborne
platforms. Even then, the introduction of jamming at only a very
low level-possibily one at which its true nature would be hard to
recognise-would force the terminal to increase its power to a
level where detection could readily occur.

The use of "transparent” satellite channels makes it possible for
an enemy to monitor individual satellite accesses via tne
downlink. This may be done from a terminal-possibly
transportable anywhere within the footprint, and avoids the cost
of spaceborne or airborne interception platforms. The interceptor
may also be able to locate the transmitting terminal by precise
frequency measurement and knowledge of the satellite's orbit,
for example.

These dangers can, of course, be avoided through the use of
on-board processing.

5.5 NUCLEAR THREAT

A comprehensive study of the nuclear threat to NATO SATCOM
has recently been carried out by SHAPE Technical Centre. The
findings are reported in {5.3], and are summarised briefly here.

Nuclear effects are categorised as follows: Effects on the
propagation path, effects on the space segment and effects on
the ground segment.

5.5.1 Threat to the Propagation Path

The most serious nuclear threat to the propagation path comes
from high altitude nuclear detonations, which can cause serious
degradation over very large areas of the earth’s surface because
of the extended effects in space and time. The same class of
detonations also cause a strong electro-magnetic puise (EMP) to
the ground segement within line-of-sight of the burst.

The nuclear detonation effects on the propagation path can be
divided into “non-scintillation effects” and "scintillation effects".

Non-scintillaton effects resuit from enhanced total electron
content of the propagation path and can disrupt communications
via the links interdicted by the fireball. These effects become
dominant during the first minute or so from burst and cause
degradation in the system performance by the following
mechanisms:

-Absorption

-Increase in antenna noise temperature
-Fluctuations in phase and frequency
-Delay jitter

-Dispersion

-Ray bending

In contrast wiht non-scintillation effects, the degrading effects of
scintillation last much longer and constitute the major theat to
the propagation path. The degration can be outlined in three
main areas:

i} Fast and Slow Rayleigh Fading:
The decorrelation time,which is used as a measure of the
fading increases with frequency and with time-after-burst.
ii} Frequency Bandwidth Limitation:
The frequency-seiective bandwidth of the channel,aiso
increases with frequency and time-after-burst. The
frequenc'’ dependence is much more pronounced that
that of (i).
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iii) Angular Scattering Loss:
The loss suffered by a high-gain antenna as a result of
angular scattering is related to the beamwidth and
therefore increases both with frequency and antenna size.
The loss decreases with time after the burst.

In the early phase of scintillation, fast fade failure occurs because
of the rapid phase changes in the received signals.
Consequently, the demodulator cannot distinguish between
phase changes due to modulation and scintillation. The
maximum degradation is anticipated when the decorrelation
time becomes comparable with the data rate. It is expected that
the lower data rates (e.g. telegraph) will be the most strongly
affected by this mechanism.

Later with increasing decorrelation times, amplitude scintillation,
bounded by slow Rayleigh fading, becomes the dominant source
of degradation. During this period, which [asts longer, one
observes burst errors during fades, acquisition and tracking
difficulties and a decrease in channet capacity. The degradation
depends on the system and the employed modulation scheme.

Mitigation techniques include coding witt long interleaving
depth, improving synchronisation performance, increasing the
link margin and using diversity.

The limitation on the maximum bandwidth usable by SATCOM
links is a result of frequency-selective fading, i.e. scattering of
multi-path components with randomly varying delays. Systems
using instantaneous bandwidths larger than the one permitted by
the disturbed path undergo serious degradation. In this respect,
direct-sequence spread-spectrum systems are more vulnerable
than frequency-hopping systems. Inter-symbol interference
constitutes the maim source of degradation, with a resulting
irreducible error rate. Mitigation is almost impossible by
increasing the EIRP. A reduction in the chip rate can decrease the
inter-symbol interference, correlation loss and demodulation loss
but with a resulting decrease in AJ performance Use of large
receiving antennas also heips, though with an accompanying
increase in angular scattering loss (discussed below).

A high-gain receiving antenna attenuates, with its narrow beam,
the signal components arriving from off-boresight directions.
Thus the degrading effects of signal decorrelation and bandwidth
limitation can be partly alleviated. However, because of the
rejection of these components the received signal energy
decreases. This decrease is accounted for by the angular
scattering loss of the receiving antenna. The angular scattering
loss is significantly large and long-lasting at SHF. It increases
with the square of the antenna size and the fourth power of
frequency. These effects can be mitigated against by increasing
the EIRP and by smaller-sized receiving antennas.

5.5.2 The Threat to the Space Segment

The nuclear radiation effects on satellites can be divided into two
categories.

i) Prompt radiation effects
ii) Trapped radiation effects

The prompt radiation lasts less than one second from burst
and affects the satellites in line-of-sight by x-rays, gamma
rays and neutrons. The main degradation to the satellite
comes from the very high dose rates. Prompt radiation can
also interfere with the operation of optical detectors, causes
darkening in optics, degrades the sensor performance and
decreases the signal output. The effectiveness of prompt
radiation increases with decreasing separation distance
between the satellite and the burst. Protection against
collateral attacts, which can target multipte satellites, is very
difficult and expensive.

Trapped radiation can aftect satellites beyond line-of-sight,
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and its effects last much longer than those of prompt
radiation. The main degradation caused to the satellite is by
high accumulated doses, which lead to rapid "ageing" of the
victim satellite.

5.5.3 The Threat to the Ground Segment

The effects of nuclear detonations on the ground segment
change fundamentally with the burst altitude. Low altitude
detonations can be very effective against only a single SGT
because of the localised nature of the effects. However, the
effects of high altitude detonations cover areas within line-of
sight of the burst. For example, a 150 km burst height is enough
to cover the whole of western Europe. The main effect of high
altitude detonations is a strong EMP, which can cause serious
degradation by inducing very large currents and voltages on
conductive material on the earth's surface. Serious degradation
is anticipated in unhardened SGTs and associated
facilties.Besides, these detonations also disturb the propagation
path. Hardening the ground segment against EMP effects should
be considered in the context of balanced survivability of the
NATQO SATCOM system against the spectrum of threats.

5.5.4 Conciusion

In summary, high altitude nuclear detonations can disturb
the propagation path and cause a strong EMP to the ground
segment within line-of-sight of the burst. This is evidently a
very serious threat to NATO SATCOM. Nuclear attacks on
satellites are more expensive and some countermeasures
may be taken to reduce the weapon's effectiveness.
Saturation of the geostationary; nuclear radiation
environment by a suitable choice of weapon and burst
location may be very effective in ending the useful life of a
satellite by rapid ageing.

5.6 PHYSICAL ATTACK

The types of threats which may exist and which system
designers may need to consider in the time frame of interest can
be classifiela as follows:

Nuclear Burst Effects

ASATS
Direct Ascent
Co-orbital
Kinetic
Fragmentation
Nuclear

Directed Energy Beams
Laser
Neutral Particle
High Power RF
Ground Based
Space Based

ECM (Jamming)
Ground Based
Space Based
Uplink Jamming
Dowling Jamming

8.6.1 Nuciear Burst Effects

Satellites may have to contend with direct nuclear attack on the
satellites themselves or with colleteral effects of nuclear bursts in
the outer atmosphere due to, for exampla, ABM weapons or
deliberate EMP producing weapons. The damage producing
phenomena are the same in both cases; the difference is in their
relative intensities.

The primary damage producing phenomena are: X-Rays.

Gamma rays, Neutrons, radioactive debris and EMP. X-Rays in
sutficient quantities produce surface damage attendant with
mechanical shock. They also produce SGEMP (Self Generated
EMP), which in turn can cause burn-out or degradatican in solid
state electronics devices. Gamma rays and neutrons penetrate
the spacecraft giving rise to so-called TREE (Transient Radition
Effects in Electronics) effects which can cause latch-up and
contribute to the damage to solid state devices. Radioactive
debris refers to the enormous increase in radioactive particles in
space over natural levels. Even if the satellite survives the
immediate blast, these debris accelerate the degradation effects
of the natural environment and limit lifetime accordingly. EMP
arises from the impingement of ionizing radition from the biast
on the molecules of the upper atmosphere. This puise. which is
usually dispersed by traversing the intervening plasma. can
couple high voltages into the satellite electronic circuits. Self
Generated EMP, on the other hand, arises in the satellite itself
due to the impact of the prompt X-Rays.

All of these nuclear effects are relatively well known and
understood. There are design techniques and processes.
coliectirely known as "hardening”, which ameliorate these effects
and can be applied to a greater or lesser degree depending on
the levei of hardness desired and the funds available. These
techniques include selection of electronics components.
selection of materials, radiation shielding, electromagnetic
shielding and current limiting measures in the circuit designs
Implementing and validating these techniques will have a
noticeable effect on the satellite mass. Perhaps of more concern
is the cost impact which is significant

in the time frame of interest, the situation regarding nuclear
effects and countermeasures is not expected to change
drastically as it is set primarily by the laws of physics. The advent
of new components such as GaAs devices, which tend to be
more radiation tolerant than silicon devices, may improve the
situation somewhat, but probably not to first order.

5.6.2 Directed Energy Beams

These threats can be classified as to the type of beam laser,
particle or RF and as to whether the weapon is ground based or
space based.

5.6.3 Ground Based Laser Beam Weapons

In the time frame of interest, it may be possible to generate, steer
and propagate through the atmosphere, high energy optical
beams that would pose a threat to satellites. A taser weapon has
characteristics unlike those of an ASAT. It has an unlimited
number of rounds to fire and its attack is virtually instantaneous
On the other hand, it is expected that these weapons would
comprise very large. fixed installations. which wouid be
vulnerable to attack themselves. Also, they would not be capable
of penetrating clouds, which would limit their flexibility in a battle
scenario other than a surprise attack at a time of choice.

Propagation through the atmosphere requires the use of
atmospheric compensation technology as was ucmnnstrated on
the Space Shuttle flight several years ago. Even with such
compensation, it is not expected that the energy could be
focused to a small spot on the satellite, but rather would irradiate
large portion of the satellite or its entire surface with its beam.
Satellites in low earth orbit could be illuminated with exceedirnty
high flux densities lasting from seconds to minutes. At these high
power levels, the damage mechanism would be simply thermal
load, which could damage or even vaporize surface materials
thereby causing destruction to the satellite. Protection by
reflective coatings would not be effective as only a small
absorption of energy would be sufficient to overheat the material.
It might be possible to shield the satellite at great expense in
weight by a highly insulating. refractory material such as "shuttle
tile" which would absorb and reradiate the energy at a very high
surface temperature while insulating the satellite from this




ternperature for a sufficiently long time to get out of range of the
weapon.

In higher orbits the threat is considerably less severe. The energy
flux density decreases as te square of the range, and it is unlikely
that laser weapons will be a cost effective means for destroying
high orbit s tellites in the time frame of interest. However, lasers
could pose a threat short of destruction by attacking and
upsetting optical sensors or by causing transients in solar panels.
These are factors that the satellite designer may need 1o
consider, but on balance it is not expected that laser weapons
will be a fundamental threat to satellites at near-synchronous
altitudes in the time frame of interest.

5.6.4 High Power RF Beams

Of course RF beams pose a jamming threat, but it may also be
possible to cause permanent damage to receivers of other
sensitive electronics by very high power microwave sources such
as the gyrotron, which has been under development for some
years, particularly in the Soviet Union. Like the laser, the energy
density decreases rapidly with range. For near-synchronous
satellites, therefore, it is expected that, if such a threat did
develop in the future, one could counter it effectively by design
techniques such as filtering and blanking the receiver to protect it
against the incident in-band fiux. This would render the RF
weapon no more effective than a straightforward jammer,
therefore, it is concluded that the jammer is the much more
plausible threat on cost-eftectiveness grounds.

5.8.5 Particle Beams

A particle beam weapon would have many similar characteristics
to a laser weapon in terms of its size, the damage mechanisms
and the fact that increasing altitude works to the satellite’'s
advantage. The beam would have to consist of neutral particles
such as atoms or neutrons because the earth’s magnetic field
will deflect charged particles excessively. Even though such
beam weapons have been considered for the American SDi
program, it appears that the technical problems are even more
severe than those associated with laser weapons. 1t is concluded,
therefore, that this weapon will not be a dominant threat in the
time frame of interest unless an unforeseen technology
breakthrough occurs in the meantime.

5.6.6 Space Based Directed Energy Weapons

it was mentioned above that the inverse square law decreases
the effectiveness of beam weapons for high orbit satellites. This
range advantage couid be circumvented by the attacker it he
bases his weapon in high orbit, also so that the power levels
needed for damage or destruction could be much lower than for
ground based weapons. Space based beam weapons were
considered in some depth for the SDI program. There it was
concluded that kinetic weapons were superior given today's
technology and reasonable extrapolations thereof. Mainly on this
basis, WG-13 also concludes that space based beam weapons
are unlikely to be a significant factor in the threat equation for the
frame of interest. However, space based threats of other kinds
such as jammers of ASATS could indeed pose a significant class
of threat.

5.6.7 Anti-Satellite (ASAT) Weapons

ASATs can be classified as to their method of closure with the
target sateliite-direct ascent or co-orbitai-and as to the type of
warhead-kinetic kill, fragmentation of nuclear. A direct ascent
ASAT can be launched from the ground, the air or from a low
orbit. it is fired on a ballistic trajectory that intercepts the target
satellite, usually at extremely high velocity. The use of a homing
sansor and terminal guidance is assumed. A co-orbiting ASAT
attacks in & more leisurely-but perhaps more covert-manner by
sttaining the same orbit as the target and essentially
rendezvousing with it and detonating its warhead.
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The kinetic kili warhead destroys the target by simply colliding
with it; at typical impact velocities the release of energy is
tremendous. This type device is applicable to the direct ascent
attack scenaric. The fragmentation warhead, on the other hand,
is a high-explosive device set off in proximity to the target and
killing it with shrapnel. it may be used in both direct ascent and
co-orbital attacks. The nuclear warhead is similar, but of course
very much more lethal and is effective to ranges of many
kilometers.

5.6.8 Direct Ascent ASAT's

The direct ascent ASAT is technically quite feasible, certainly in
the subject time frame. Missile propulsion systems and guidance
systems exist today which probably could do the job against
satellites in any orbit if sufficient financial resources were to be
devoted to such ends. Against a direct ascent, kinetic kill ASAT,
shielding is ineffective due to the high impact velocity and the
mass involved. Defencive tactics must, therefore, include such
measures as maneuver, decoys, flares and similar methods that
exploit weaknesses in the guidance and control systems of the
ASAT. Again, the increased range of high orbit works to the
satellite’'s advantage because even a direct ascent takes several
hours which gives time to take evasive actions it a warning of the
attack is avaifable. A necessary ingredient of effective defense
against this class of ASATs is therefore a space surveillance and
warning system that will alert the satellite of impending attack.
Given the ever increasing emphasis on the military use of space.
it is reasonable to expect that some form of national space
surveillance and warning system will exist in the time frame of
interest and that NATO will have access to such warnings.

Another effective tactic against this threat would be proliferation.
A direct ascent ASAT attack will obviously be an expensive
undertaking. if the value of any individual target is relatively low
and the number of targets is relatively high, then this kind ot
ASAT attack is not profitable to the enemy.

5.6.9 Co-Orbital ASAT's

The working group considers this to be a feasible and likely
threat in the future. The nature of this attack is quite different
from the direct ascent case. Here range is of no advantage to the
target satellite, especially it the attack is covert. The ASAT could
lie undetected near its quarry and explode on a moments notice.
This is sometimes called a space mine. Again, however, attack
warning can make defense feasible and is essential to the
defense. If it is known that a co-orbital ASAT attack is underway.
a number of defensive options are available. These include
evasive maneuver, shoot-back and retaliation against the
antagonist's communications satellites. Profiferation is aiso
expected to be effective, although not so effective as in
countering direct ascent attacks.

5.7 PIRACY (Unauthorised Access)

A transparent transponder may be accessed with communication
signals by unauthorized users (pirates). if the pirates are cabaple
of using spread spectrum accesses, these can take place without
being detected by NATO SATCOM operating authorities.

The future satellites will depend on on-board processing (see
Section 8.2) and use transparent transponder only to provide
overlap capability with earlier phases of the ground segment.

To access a processing transponder of any kind, including the
future high-capacity processors according to the principles of
Section 8.2 will depend on knowledge of the TRANSEC code.
Anyone able to use the satellite as a pirate is therefore aiso able
w0 deny the authorized users the jamming protection of the
processor. The concequences would of course be catastrophic
and this situation must be avoided.

Piracy exploitation of the satellite does not represent a problem
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in addition to protection of the TRANCES code and other
measures used to obtain and maintain AJ properties.
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CHAPTER 6
THREAT IMPLICATIONS AND COUNTER-MEASURES

6.1 ECCM TECHNIQUES
6.1.1 The Concept of Survivabiiity as Applied to ECM/ECCM

There are several factors which can be optimised for low cost
and high performance but this must be done in the full system
context and by paying simultaneous attention to all aspects of
the system including the environment in which the system
operates, ie: the jamming environment. Since multipie
interactions occur in the establishment of a design, iterations are
employed. The implicit structure for antijam design iterations is
shown in Fig.6.1. The point at which iteration is stopped depends
on the criteria used for performance anlysis, ie: definition of
survivability against jamming. For a defined threat, survivability is
defined as achieving either satisfactory or mimimum
communications in the face of the given jamming level. If,
however, we assume no knowledge of either actual or postulated
threats on the premise that any communications system can
elicit a technological counter response which, if succesful,
requires redesigning of the system which, in turn elicits another
counter response. This escalation leads to three different
defitions of survivability:

ajConcept of cost exchange ratio defined as

Enemy cost to neqate
own cost to deploy

If the cost ratio is greater than one, the system, or an
incremental improvement, may be said to be survivable.

b)Another criterion relates to the operational viability of the
postulated counter strategy. f the system is designed to
demand a counter response that is either too visible, too
difficult, or of uncertain success, it may not be adopted.
This attribute of forcing responses judged unreasonable,
is the second criterion of survivability. Unreasonability of
required threat can be:

High visibility

Impossibility to move
Nonsanctuary location demanded
High number of jammers

High absolute cost

.

i (a) and (b) are both satisfied with respect to jamming,
the enemy may choose to physically attack the satellites.
This leads 10:

c)The principle of "balanced survivability™:

Cost of given attack is approximately equal to cost of any attack
(jamming).

The most desirable designs are those satisfying all three criteria
{a), (b) and (c).

6.1.2 Factors Contributing to AJ Performance

In general, a jam resistant system employs some form of
bandspreading signalling and processing (demodulating
repeaters) and/or nuil-forming spacecraft antennas. Under these
circumstances, Jammer-to-Signal ratio (J/S), also called
processing gain, is given by:

Js= G.i) (E;NO )

wnere

¥ = Space Spreading Factor
W/R = Band Spreading Factor
1/E/N,, = Modulation and Coding Factor

There are very large number of possible distinct systems designs
which must be quantitatively defined and studied before arriving
at the optimum architecture for future defence sateliite
communications systems. Tabie 6.1 below gives some limits for
the three factors mentioned above and shows that the
band-spreading is an important area where high gains against
jamming can be made. In this respect the wuse of
frequency-hopping spread spectrum technique holds particular
promise for very wide spreads.

Table 6.1

SURVIVABILITY LIMITS

Factor Lower Bound Upper Bound
¥ 0dB 10-30d8
W/R 43 dB 100 dB
1/E/Ny -15dB -5dB

Spread spectrum techniques are discussed in Section 6.1.3.

The second main AJ technique is spatial discrimination by
means of antenna techniques. In milsatcom, the major use of
spatial discrimination is for spacecraft receive antennas for the
uplink. Simpie spatial discrimination includes the use of low
sidelobe spot beams so that jammers outside the spot area are
attenuated and the use of fixed nuils over known hostile areas
such as over WP countries. More complex spatial discrimination
invoives adaptive antenna nulling and is discussed in Section
8.3. Spatial discrimination can also be used by terminal downlink
receive antennas. Generally, a narrow beam with low sidelobes
gives sufficient spatial discrimination. In extreme conditions,
adcaptive nulling may be needed. However, at SHF and above,
such a nuiling capability need only be simple since it would be
unlikely to have more than one or two jammers deployed against
a particular terminal. Therefore, simple sideiobe cancellers would
likely suffice.

As mentioned earlier in this section, the two AJ methods can be
combined to obtain the benefits of both. If the processing again
of the spread spectrumn is PGss and the null depth of the antenna
is ND, then the combined benefit is approximately ND.PG or, in
dB, is 10LogND + 10LogPGg,. In systems under current
development, values of PGss of 50 dB and higher and values of
ND of 30 dB and above are feasible. The trend appears to be to
start with SS alone as the principal AJ method since it is usually
less costly, is more technologically advanced, and can provide
more AJ protection. However, if the jamming threat level exceeds
the capability of the SS alone, then nulling is added.

6.1.3 SS Techniques for AJ

6.1.3.1 Introduction

Spread Spectrum (SS) techniques for purposes of AJ are weil
known and have been described extensively [6.1)-[6.3). SS
technology is well deveioped. it has been utilised on numerous
existing systems such as NATO3, SKYNET3 and 4, LESS and 9,
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FEP, Syracuse 1, etc. it appears that SS will be a standard feature
for milsatcom systems. In 8§, the signal to be transmitted is
intentionally spread over a frequency band that is much wider
than the information bandwidth. At the receiver, this wideband
signal is compressed back to its original information bandwidth.
The idea behind this process is to force a jammer to spread its
energy over this very wideband, thereby diffusing its effect. A
potenuar p1uwessing gain is suiiewnw. wSfined and is 5iuon by

PGy = Weg / Ry 1

where R, is the information bit rate and Wy is the spread
bandwidth. This PG is only valid against a jammer using white
gaussian noise across the entire spread band. Unfortunately,
simple jammer strategies (EC3M) that the communicator can
make to overcome these jamming strategies that either gives a
PGy equal to (1) or, equivalently, forces the jammer back to
using wideband noise.

There are three basic types of SS waveform: direct-sequence
(DS), frequency hopping (FH) and time hopping (TH). There also
hybrids of these with DS/FH being the most common. One way
to explain the difterence between the three basic types is through
a time-frequency domain of Fig 6.2 in such a form and manner
as to cause the most degradation in the communications error
rate performance.

6.1.3.2 Direct Sequence

a)Introduction

A simplified block diagram illustrating implementation of DS SS
is shown in Fig. 6.3. Data at bit rate R, is added modulo-two to a
pseudo-random (PN} sequence. The bits of this sequence, often
called chips, have a chip rate, R, that is much higher than R,
thereby resulting in the spreading of the spectrum. The resulting
sequence is usually modulated with some form of PSK and the
resuiting spectrum ilfustrated in Fig. 6.2. is continuous in time
with a spread bandwidth of W which, at the 3-dB points is
about R_.

At the receiver, an idential replica of the PN sequence is
multiplied with the incoming signal in such a way that the output
is the desired data sequence at the original data rate, R, In
terms of frequency, the spread bandwidth, W, is compressed
back to the bandwidth of the data. Any interference also goes
through the multiplication process so that its spectrum is its
received spectrum convolved with the spectrum of the PN
sequence of width W .. This process spreads the interference
over a band >W,.. A narrow band filter with a width of the order
of Ry,passes all the data but rejects most of the interference
thereby providing an AJ capability. The processing gain is against
wideband noise thenis  given approximately by({1).

b)DS- Transec

In the simplest form of DS SS,the PN chip sequence is the same
for every data bit transmitted.Such operation greatly simplifies
the implementation. Unfortunately,such a repeated sequence is
easily detected by an enemy who can then use it in a jammer to
totally negate the advantage of using DS SS.Therefore, it is more
common to use very long PN sequences so that a chip sequence
within a data bit period never repeats. Synchronization for such
sequences is.of course,quite a problem and much effort goes
into solving it [6.1,vol.3].

If the PN sequence is generated by linear feedback shift register
containing N delay elements.then interception of 2N contiguus
chips enables an enemy to calculate the feedback taps and
current state of such a sequence generator. Therefore, the
enemy is able to caiculate all future chips.thereby permitting the
enemy to jam with the correct sequence and negating the AJ
capability. Thus,some form of protectionsometimes called
"Transec" against breaking of the sequence is needed. One way

is to encrypt the sequence from the linear feedback shift register.
Furthermore, the key for such encryption will normally be
changed periodically such as on a daily basis.

¢)DS-EC3M/EC4M

The easiast EC3M strategy of a jammer to reduce the
efiectiven~ss ¢.the A ~anehnity ~ T2 35 5+ u3c a CWicie at
the center ‘requency of the DS spread spectrum [Sec 2.5 of 6.2).
This form of jamming is somewhat more effective than wideband
jamming [Sec. 2.4.6 of 6.3] and is probably the easiest jamming
signal ‘0 generate at high power levels. There is considerable
literature on the topic of combatting tone jamming by means
such as adaptive notch filtering. Unfortunately,such tone nuiling
techniques can in turn be countered by using multiple tones,and
tones with jittered center frequency.

if the jammer discovers that the communicator has employed
anti-tone techniques, then there is an alternative EC3M strategy.
This alternative is for the jarnmer to generate it; own DS spread
signal at a carrier and chip rate as close as possible to that of the
communicator's DS [Sec 2.5 of 6.2]. This jammer's sequence
does not match that of the communicator.Nonetheless,this
strategy degrades the performance of the DS SS system
somewhat more than the same leve! of wideband noise jamming
and there appears to be no effective counter to it.

d)0S Advantages/Disadvantages

DS $S has found good use where the spread bandwidth. W is
not excessive with chip rates, R., of 1 to 10 M chips/s being
typical. Values of R, beyond 100 M chip/s greatly strain the
technology required for generating PN sequences and make
synchronization extremely diffucult. Furthermore, above 100 M
chip/s dispersion in the SATCOM propagation path can degrade
performance.

DS SS can also be employed for multiple access purposes in
addition to its AJ purpose. In the multiple access application
each user pair is given a different PN sequence "code"” whence
the name “code division multiple access’ (CDMA). Regrettably
some inappropriately have used the term CDMA to mean DS SS
even if no muitiple access is involved. This incorrect and
confusing terminology has been carried over to a certain extent
to NATO.

Since the processing gain is fimited by the maximum R_. and
there are jammer strategies that further reduce the effective
processing gain, it is concluded that DS is best employed in AJ
applications where jammers are relatively unsophisticated. In
general, DS is not appropriate to the Soviet jamming threat.

6.1.3.3 Frequency Hopping

a)Introduction

A simplitied block diagram illustrating implementation of a fast
FH SS transmitter is shown in Fig 6.4 and the corresponding
receiver is Fig. 6.5 {6.4]. The definition of “fast" used here is
relative to the hop rate and is defined as fast if there are one or
more hops per transmitted information symbol. initially, onty fast
FH is considered.

For milsatcom, tast FH generally uses non-coherent M-ary FSK
modulation. Such M-ary symbols are created by generating one
of M possible tones at a symbol rate of R;. This symboi tone is
then mixed with the hopping carrier frequency, hopping at a rate
R,>R;. The hop frequencies are generated from a
pseudo-random sequence so that they are uniformly distributed
across the spread band W. A typical frequency-time pattern is
shown in Fig. 6.2 where the transmitted M-ary tone has a
duration T, and an instantaneous bandtwidth of 1/T,. Usually
R,=1/T,. We define an M-ary channel as consisting of M




frequency bins. Each bin has a width Ry,

At the receiver, Fig. 6.5, the received signai is dehopped by
means of a hopping LO that has the same hopping pattern as
the received signal. The dehopped signal then goes to a
demodulator which has the form of a bank of matched filters.
These can be implemented in a number of ways as discussed in
Sec. R0 2

The processing gain against a widehand noise jammer is not
given by (1) as it is sometimes erroneously thought. rather it is

PGy =Wss / Ry (@

Since Ry, >Ry, then PGy, is not as large as predicted by (1). It will
be shown later how this deficit can be mostly recovered.

b)FH-Transec

i the hopping frequencies are defined by the PN sequence in a
linear, sequential, and unscrambled order, and furthermore if the
PN sequence is generated by a linear process, then it is possible
for an interceptor t0 measure the hop frequencies and determine
the PN generator's present and future states. Therefore, it is then
possible to perform jamming only at the hop frequencies thereby
eliminating the AJ capability of the FH SS.

To overcome this threat, some form of nonlinearity and
scrambling is inserted between the linear PN generator and
synhesizer. Some very simple but robuts processes can be used
for this Trances function. However the security organizations in
some member countries have mandated that this function be
implemented by an official encryptor. Fortunately, for this
application, only encryptors are needed at either end, i.e. no
decryptors are needed, greatly simplifying the operation.

¢)FH-EC3M/EC4M

The processing gain (2) can be greatly reduced by a simple
EC3M jamming strategy. Instead of spreading the total jamming
power, J, over the entire hopping band at a power density of
J/W,, the jamming is restricted to a fraction, 7, of the band but
at a power density increased by 1/y. On the fraction 1-7 of the
hops, there is no jamming. On the jammed hops, the error rate
can be so high that even averaged over the unjammed hops, the
overall error rate is unacceptable. For example,if 1/10 of the hops
have a bit-error rate of 0.5, the worst possible, the overall bit error
rate is 0.05 which is very poor. The jammer attempts to choose
the value of 7 that gives the worst-case value of overail error rate
[6.1], {6.4). It is a trade off between maximizing the error rate in
the jammed hops and maximizing the number of hops jammed.

The form of the jamming is often considered to have two
principal forms. One is partial-band noise (PBN) jamming
wherein gaussian noise is used and spread over the band 7 W,,.
The other is multiple-tone (MT) jamming wherein discrete
frequency tones are spread over some part of the band. In
principie, MT jamming can cause somewhat mcre degradation in
performance than PBN jamming [6.4]. In particular, in what is
called “worst-case jamming in Houston's sense” (6.4], the
spacing of the tones are chosen so that only one jamming tone
would ever occur within an M-ary channel on any hop and that
this tone slightly exceeds the signal in amplitude. Such jamming
can be seen to optimize the jammer’'s resources by putting
precisely just enough energy into one channel to cause a symbol
errof. in order to compare FH systems of differing hop band
widths,it is usual to define an effective signal-to- jammer ratio by
[6.4)

Ep

SJR= — 3)
Jo

where E, is the received eenergy per hop and J, for noise
jamming is the power spectral density that would arise if the
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power were uniformly spread across the hoppug band. Although
a CW tone does not have a spectral density definuc, it is
nonetheless common to define an equivalent uniformly spread
Jor
Some of the above issues can be understood with the aid of Figs.
6.6. and 7 where the bit-error probabilty is plottad 28 a function ~
ot bins jammed or for Fig. 6.7 the fraction, 8, of channels
jammed. Three values of SJR are used. Fig 6.6 is for PBN
jamming and Fig. 6.7 is for MT jamming with only one jamming
tone per channel. In both Figures curves with and without system
noise at a level of SNR=13.35 dB are given. The break point for
MT jamming when no system noise is present is the point at
which the jamming tone exactly equals the signal tone; for
exceeding this value, no errors can occur.

It is seen that for the same SJR, the MT jamming causes the
highest error probability. For both PBN and MT jamming, there is
always some value of 7 that gives a maximum error rate which is
denoted "worst-case” jamming. For large SJR the region near the
worst case is a narrow peak which broadens as SJR
decreases.For low SJR the peak is at or near y=1 in Fig.6.6 and
B=1inFig. 6.7.

At SJR>20 d5,the worst case jamming peak results in a bit-error
probality of about <0.01.Such error rates can be handled by
error-correction (EC) coding. Coders and decoders are shown in
Figs. 6.4 and 6.5, respectively. Under these SJR conditions, the
EC coding has the appearance of providing enormous
processing gain. For example, a modest EC code can correct an
error rate of 102 down to 10" whereas to achieve 105 by means
of increasing SJR would require, under worst case jamming, and
increase from 20 dB to 45 dB with an apparent processing gain
at an astounding 25 dB! Such gains are problematic since it
assumes a jammer could actually determine the exact
worst-case value of v or  at high SJR where the peak is very
sharp.

For bit-error rates above about 0.01, EC coding becomes less
useful. In fact, some EC codes such as the popular rate-1/2
constraint length-7 convolutional code, the decoding car actually
fail and give an error rate out of the decoder that is higher than
the input error rate. Fortunately, a method usually called
“diversity combining" can take input error rates that are >102
and correct it to have error rates <102 at the expense of data
rate. Often, as shown in Fig. 6.5, a diversity combiner is
concatenated with an EC decoder so that the diversty can bring
the raw error raie down to level that the EC decoder works
effectively.

For the diversity methods, the transmitted symbol is repeated on
L hops thereby providing a redundance »f L but with a
symbol-rate reduction by 1/L. The simplest form of diversty
combining is hard-decision majority-vote (HDMV) combining
{6.4.). In HDMV combining, a hard decision as to which of the M
possible symbols was received is made on each of L hops. The
frequency bin with the most count is declared to be the symbol
received. This technique is simple to implement, can have an
easily charged diversity level, L, and performs reasonably well
against PBN jamming or MT jamming at moderate levels
[6.4),[6.5]).

A diversity combining method must not only correct well at low
SJR but aiso be robust to changes in jamming strategy.
Numerous diversity combining techniques correct well under
certain conditions but fall apart and perform very poorly under
changes in jammer type. Since the communicator has no controt
of the jamming strategy, such combining techniques are to be
avoided.

One diversity combining method that performs well at low SJR
and is robust to jammer strategy is normalized envelope
detection (NED). NED appears to have been described first by
Gong of Raytheon in the U.S. Since then, a number of similar
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methods have been proposed that perform about as well as
NED. In NED combining, on each hop the amplitude of the
envelope of each of the M frequency bins is divided by the sum
of all M envelope amplitudes. Then the sum over L hops of each
normalized bin is taken and the largest chosen as the symbol
received. This method is particularly useful against iarge tone
jammers. In an experimental systemn [6.5], it was found that NED
ra ha imnlamantad in rast time with 2 nep chin and i indacd
2an correct high input error rates for both PBN and MT jamming.
Furthermcre, the result in [6.5] showed that the discrepancy
between the idea! prucessing gain of (1) and the actually FH
processing gain of (2), couid be largely gained back by the NED
combining. This discrepancy, L=R, /R;, ¢an be viewed as the
coherent combining loss i.e. it is gain that would ~ccrue if the
hop duration were expanded from T, to LT,. Thus, we sea that
any other diversity combining method is not likely to be much
better than NED since it already approaches the coherent
combining gain.

It is cautioned that the hop rate should not be reduced by 1/L in
an attempt to achieve the potential 10 Log L dB coherent
processing gain. The effective SJR defined by (3) is increased by
this cohorent gain. However, cohorent gain is achieved only
against noise jamming across the entire hopping band(y=1). As
was seen in the discussion of Figs. 6.6 and 6.7, the jammer can
change its 7 or type of jamming (o negate anv benefit of the
cohorent gain. In fact, there are simple jamming strategies th’
can degrade the error-rate performance to worse than if the hop
period had not been extended. it can be shown that diversity
votining is a far more effective means of utilizing the
redundancy L than reaucing the hop rate.

Interleaving of data bits or symbols can be used to reduce the
chance of bursts of errors which some EC coding methods do
not handle well. However, for fast hopping. and PBN or MT
jamming, the random hopping ensures that the symbol errors
are randomly distributed so that the symbol errors are randomly
distributed so that interleaving is not needed. Interleaving,
however, does find use for mitigating the effects of fast fading
such as caused by nuclear scintilation.

On a philosophical note, the EC4M strategies considered above
all have one thing in common. They result in a final error rate that
is the same or better than if the jammer had used wideband
noise jamming. Thus, the benefit to the jammer of altering the
jammer strategy is lost.

d)FH-Slow Hopping

if slow hoppings is used then there are more than one symbol
within a hop period. The instantaneous bandwidth is no longer
the 1/T, shown in Fig. 6.2 for fast FH. The data modulation for
slow FH is not limited to FSK and is often differential PSK.
Differential tends to be used because the loss of phase
coherence between hops makes coherent PSK less practical. The
instantaneous bandwith becomes that of the PSK modulation
which is typically approximately the symbol rate, R;. Thus, the
processing gain (2) is no longer applicable and becomes

PGy, = Wss / Rg. )

Since for slow hopping Rs> >Ry, there is much less processing
gain available for slow hopping.

Slow hopping is very prone to further performance reduction by
the jammer going to PBN or MT jamming strategies. On the hops
that are strongiy jammed, the bit-error rate is very high resulting
in long bursts of errors. Therefore, interleaving is essential to
distribute bit errors uniformly so that EC coding can work at its
best. Alternatively, codes that are good at detecting error burst
and then doing erasures should work equally well or even better
because the low quality hops are identified and rejected.

Clearly, slow FH has much inferior AJ protection to that of fast FH
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for given transmit power. However, slow FH can be very useful in
applications where the data rate is higher but the jamming levels
are less. Such conditions arise, for example, on the downlink
where the jamming threat is less, or on the uplink where antenna
nulling is used to reduce the jamming level seen by the receiver.

e)FH-Advantages/Disadvantages.

Remarks here will apply primarily to fast FH. The big advantage
of FH over DS is that much wider spread bandwidths, W, can
be practically implemented. For exmple, 100 MHz bandwidths
have been implemented at SHF and 2000 MHz at EHF.
Therefore, the potential processing gain, which is proportional to
Wss' is much higher for FH than for DS. Furthermore, FH is less
prone to further degradation by jammer strategy changes
(FC3M) attacks. It is concluded that FH is, overall, much superior
to DS fur AJ purposes when the jamming levels are large.

Another advantage of FH arise~ in GAICOM when multiple user
signals are to be supported and onboaid processing is used. FH
is ideally svited to frequency-division multiple access (FDMA) on
the uplink and even time-division multiple access (TDWIA) i<
handled. Conversely, DS using COMA wouid require separate
code generator, demodulator, synchronizer, etc. for each user
signal so that it quickly becomes impractical as the number of
users increase.

The disadvantages oi ri, appear to be primarily with the expense
in terms of weight, size, and power of the hopping synthesizers.
To a lesser extent, there are problems with synchronization but
seem to have been succesfully solved in current systems.

6.1.3.4 Time Hoppin

In time hopping (TH;. time is divided into segments of duration,
Ts. The signal is transmitted in a short burst of duration Tp. at
pseudo randomly determined location within the segment as
lustrated in Fig 6.2. Because of the burst nature, the spectrum
width, W, is much wider than the information bandwidth R,
The use of TH for AJ purposes does not appear to ve common. It
is surmised that its lack of popularity arises from the fact it is
necessary to have a transmitter with a high peak power in order
to support the bursts. 1t is also likely that its AJ performance is
limited because the maximum value of W, is limited by practical
constraints such as difficulties in synchronization if W, exceeds,
say 10 MHz.

6.1.3.4 FH/DS Hybrid

Individual hops of an FH system can be spread in turn by DS
spreading. Since the potential processing gain defined by (1) is
determined by the total spread bandwidth, W, there is no
additional AJ advantage by the addition of DS if W, remains
equal. Worse yet, there are EC3M strategies that become
available to the jammer that degrade performance further that do
not appear to have easy EC4M responses as does pure fast FH.
Also, the pratical aspects of synchronization for a FH/DS hybrid
are certainly much more diffucult than for pure FH. In short, there
appears to be no performance advantage and considerable
practical disadvantages to using FH/DS hybrids and it is not
recommended.

6.1.4 On-Board Processing versus Transponding

Most milsatcom systems to date that use SS AJ have tended to
use "bent Jipe'transponders on-board-the sateliite. The AJ
processing gain of the SS can indeed be achieved with such a
transponder. However, it has a serious vuinerability sometimes
known as power capture which is now explained.

Let the uplink signal power be S and jammer be J. Let the total
saturated transmit power of the satellite be P+~ S+J where the
gain through the transponder is set at unity. Thus, the signal




power is suppressed by the jammer to be S=P;-J. At the
terminal receiver, the ratio of received signal power to system
noise, N, is proportional to

S§/N=(Py-Jj/N (5}

with no jamming S/N = Py/N; it is this ratio that a terminal
Telaivei Casgn s usualty taced However, vith -miming, the
signal is suppressed by the jamming relative to the system noise.

The severity of the problem can be illustrated by a simple
example. Suppose that J/S is 10 dB which is a very modest
jammer and can be easily handled by SS of modest AJ
processing gain. Unfortunately, the power robbing causes the
SNR at the receiver to decrease by 10 dB which must be
accounted for by adding 10 dB of margin into receiver, which is a
severe penalty.

In the face of an AJ SS system on a transponding satellite, a
jammer would not bother trying to defeat the SS AJ. Instead, it
would be much easier 10 suppress the signal into its own system
noise. Furthermore, the jammer does not need any special
waveforms, any will do. For example, a CW tone, which is very
easy to generate at high power, will suffice.

It is sometimes argued, that the satellite power amplifier can be
operated in a linear mode to avoid the signai suppression
discusseu above. unfortunately, all that approach does is switch
the margin sroblem fiuim: the terminal receiver to the tronsponder
HPA.

Onboard processing (OBP) that docs at least demoduiation and
remodulation eliminates the power robbing problem. In the tace
of strong jammers, the use of OBP appears essential. OBP will
become a common feature on fulure  milsatcom
systems.Appendix 6A contains an analysis method for ECCM
links via both processing and hard limiting transponders.
Applications of the method to typical cases clearly iiliustrate the
advantage of OBP.

A drawback to DS SS with OBP arises it multiple uplinks are
needed. Each uplink signal must have a COMA receiver including
code generator, synchronisation etc. For a large number of user
signals, this multiplicity of receivers becomes unwieldy and
expensive. By contrast OBP methdos for handling multipie users
with FH AJ are well developed and therefore is the obvious way
to go. A possible tiexible scheme for on-board processing with
adjustable  processing  gain aliowing  for  muitiple
frequency-hopped uplink is described in Section 8.2,

8.1.5 LPE Techniques

§.1.5.1 Introduction

Low probability of exploitation (LPE) is a term describing an
attempt to reduce the ability of an enemy to exploit signals
transmitted by a communicator. Forms of exploitation range
from simple detectiun through interception, direction finding,
traffic anlysis, to message deciphering. Traffic anlysis is
thwarted, especially for downlink SATCOM, by cover signals.
Message deciphering is overcome by proper encryption. The
threat of detection, interception, and direction finding are
countered by low probability of detection (LPD) or low probability
of interception (LPl) techniques. There is mixed use of the terms
LPE, LP|, and LPD. Here LPE is the broadest term and is meant
to encompass LPD and LPI.

In this subsection, only LPD is considered since without detection
there can be no exploitation of any of the other forms.
Furthermore, the reduction in detectivity of only the uplink
sigi:als from terminals is considered since a covert downlink is
not feasible.

As for AJ ECCM , LPD can be implemented with waveform
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techniques and with antenna beam control. Similarly, these two
techniques can be combined to give a reduction in detectivity
equal, in dB, to the sum of the two individual reductions.
Therefore, in this subsection, we will concentrate on the
detectability of a number of LPD waveforms by a variety of
detection types. If the resulting detection range is too large, then
beam contro! would be required.

Below a very brief description of beam control techniques is
given first. The remainder of this LPE subsection considers LPD
implemented via SS techniques. First a general detector is
described and a measure of performance for the general
detector is given. Then the performance of specific combinations
of waveform and detector are given. Finally a general discussion
of uplink detection is presented.

6.1.5.2 Beam Control For LPD

Beam control for terminals consists primarily of using narrow
beam widths with low sidelobes. A rule of thumb for antenna
patterns is that sidelobe levels cannot reliably be suppressed
below 0 dB,. In other words, if the peak gain of the antenna is G
dB;, then some sidelobes can be expected at no less than O dB,.
Considerable work has gone into low sidelobe antennas.
Extraordinary measures such as using lenses, and absorbing
shrouds have been found to reduce sidelobes below O dB.
Unfortunately, even such extraordinary ineasures tend 1o
degrade if the antenna is installed on metalic structures such as
ships and aircraft. Thus, the O dB; tends be the best one can
expect in practice.

To achieve narrow, low sidelobe antennas, it is clear from the O
dB, rule that higher frequency bands such as EHF are preferred.
Lasercom provids even batter LPD because of its narrow beams
with very low sidelobes.

For ground based terminals, another technique ated to
antenna patierns becomes available in the form o terrain
shielding. By careful selection of a terminal site relative to hills,
buildings, trees, etc., there can be a considerable reduction of
sidelobe radiation in the direction of would-be interceptors.
Terrain shielding is not available to ship-borne and airborne
terminals.

6.1.5.3 Performance Measure For The General SS Detector

Spread spectrum (SS) waveforms are employed in military
systems primarily for their anti-jam capability. A side benefit of
the SS waveforms is that they are more diffucult to detect by
interceptors than unspread signals. Although there is a body of
literature on the detectability ot SS waveforms, there appears to
be no universally accepted measure of detectability
performance. One such performance measure is provided below.

A general form of the interceptor detector for SS waveforms is
shown in Fig 6.8 The signal plus system noise from the
interceptor's antenna are fed to bandpass filter of center
frequency f. and bandwidth W. The filtered signal plus noise
then passes through a nonlinearity chosen to reveal various
spectral lines of the signal. If the spectral line of interest is at
some offset trequency .. then a mixer is used to bring the line
plus the noise at f, down to baseband. The baseband signal is
integrated over a time T to generate a sample value v which is
compared to a preset threshold, v, If v>v,, a detection is
declared whereas if v<v, it is decided that no signal was
received. Then, the probability of false alarm, detection Py, is the
probability v>v, when a signal is present and the probability of
false alarm, P, is the probability that v>v, when no signal is
present.

It was desired to find some representation of Py and P, as a
function of input signal and noise. Numerous possibilities exit,
but the one chosen here was to plot P on a linear scale between
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O and 1 against input S/N, in dB-Hz or against SNR in dB for a
fixed P Here, S is the average signal power and N,/2 is the
two-sided power spectral density of the noise. The particular
form of SNR will depend upon the application and could be
E./N, for DS, E, /N, for FH, or E /N, Here, E;, E;,, and Ey, are
energy per chip, hop and bit, respectively. This form of
reorecentiny performance has heen ~ed elsevrhere such as in
[6.6}.

After calculating this form of performance curve for a wide range
of combinations of waveforms and detectors, it was found that
certain charactaristics always pertain. A typical curve is shown in
Fig. 6.9. At lower values of $/N, (or SNR), the P approaches the
fixed value of P;. At higher values of S/N,, P4 approaches unity.
There is a transition region between these two extremes that is
only a few dB-Hz (or dB for SNR) wide. The value P,=0.5 will
arbitrarily be taken as a reference point and the corresponding
value of S/N, or SNR will be called the transtion or cross-over
value, S/N,i. or SNRc. The value of S/Nl. becomes an
important measure of the performance of an interceptor
because, if the intercepted S/N,, is a dB-Hz or so below S/N|.
then Py=P; and the signal will never be detected properly.
Conversely, if S/N, is a dB-Hz or so above S/N.!., then
P4=0.99=1.0 and the interceptor has a very good probability of
detecting the signal.

Orce §/N,). is determined, then it is straight forward to calculate
the detection range from the geometry and parameters of a
particular transmitter-interceptor combination. Similarly, a
comparison of the susceptability of detection of various SS
waveforms by various detector types can be made easily by
calculating the values of S/NI.. Yet another application would
be in comparing the performance of interceptors to the
performance of authorized receivers. Here, the more appropriate
value would be SNR, such as E, /N, for FH, since it is known
whnal value ot SNR is required to achieve a desired Py,

6.1.5.4 Performance Of Various Combinations Of Detectors and
$S Waveforms

'n table 6.2 are listed various types of detectors that can be used
for various waveforms [6.6){6.13). The wideband radiometer, or
energy detector, is the classical form of the gereral detector
shown in Fig. 6.8. it is usually the standard against which the
other forms are compared. The nonlinearity is a squaring and no
offset frequency is used. Thus it is an energy detector and cen
therefore detect any signal with sufficient SNR. This universality
is also a problem since other signals within the band W will give
false alarms.

For FH waveforms, a specialized detector is the filter bank
combiner wherein a bank of radiometers are used each with a
band W equal to the individual hop width which for tast FH is R, ,
The idea is (o provide a large SNR in the filter that contains the
hop. In praciice, since Wy is so large, the number of filters and
radiometers is kept to a small fraction of that required to cover all
of Wy, A good metiiod of implementing the reduced filter bank
is with a chirp transform implemented with SAW's {See Sec. 8.2).
In the limit, a lab spectrum analyser set to a resolution of about
R,, is squivalent to a single filter/radiometer and picks up hops
that, at random, land in the resolution bandwidth.

DS waveforms are thought, erroneously, to provide better LPD
capability than FH because in the frequency plane the DS signal
can fall below the noise floor whereas the FH signal can pop up
randomly above the ncics floor. However, a number of
nonlinearities ~an aiter the DS waveform to have strong easily
detected spectral lines. In the squaring carrier detector, a square
law generates a spectral line at 2f.. In the delay-and-multiply
chip-rate detector, the nonlinearity is obtained by multiplying the
input by a delayed version of itseif where the delay is
approximately haif of a chip period. A strong spectral chip rate is
produced.

it has been found for a wide variety of combinations of SS
waveforms and detector types that the S/N, required to achieve
a given P4 and Py is well approximated by

S/Ng =cn(W/T [o" (Py- Q1 (Py)

=cn\|W/T d (n

where ¢ is a constant depending upon the SS waveform and
detector configuration and d is a function of P, and F, and is
some times called the “detectivity”. The functions Q' are the

inverse of
o

! -u2/2

Q(z) = e du. (2)

2n
z

The correction factor, n, corrects for the fact that the probability
distribution out of the nonlinearity is not gaussian. However,
under most cases of practical interest, the praduct TW is large
which results in a good gaussian approximation and usually. 7 is
very close to unity. Eqn (1) describes the S curve in the
perfurmance curve of Fig, §.8.

The constant, ¢, is now a key value, it provides a means nf
comparing all combinations of waveforms and detectors. Some
of these values are listed in Table 6.2. For some of the
combinations, ¢ has not been determined. For the filter band
combiner, W in (1} is R, and the Py is the P, foi the single
channel containing the hop. To overall P, is calculated by
combinatonal methods.

As examples of the performance curves described by (1)
consider W=10MHz, T=1s, n=1 (for large TW), and c=1. In
Figure 6.10 are plotted 2 curves; one for P{=0.01 and one for
P;=0.0001. For other values of ¢, the curves are shifted to the left
by 10 log ¢ dB-Hz.These curves for c¢c=1 describe the
performance of a wideband radiometer detecting an FH signal
with a hopping band of 10 MH7 or detecting a DS signal with a
5-MHz chiprate (actually c=1.1), or detecting a FH/DS hybrid
spread over 10 MHz. It also describes the performance of a
squaring carrier detector detecting a 5§ Mchip/s US.

It is also useful to plot the curves as a function cf SNR. As an
example, consider a data oit rate of 1 kb/s either spread by the
above FH or DS examples. E, /N of 10 to 12 dB is all that these
detectors require to obtain good P,. However, the legitima+
receiver also needs about this much SNR to achieve adequate
Py Thus, for this example, the interceptor need Le no closer to
the transmitter than the legitimate receiver.

it 1s conc'uded from the above that for a given spread band, that
one SS waveform is as detectable as another. Since the required
S/N, is proportional to W the best strategy of the communicator
is to make W . as wide as possible regardiess of waveform.
Therefore, FH is the preferred waveform since the widest W, 1S
achievable in practice with FH. The addition ot DS to FH has
srroneously been thoght to decrease detectivity. In fact, it doesn't
change the detectivity against a radiometer at all, but may
decrease slightly the performance of some of the specialized
detectors.

6.1.5.5 Discussion Of Detection Uplink Signals

Unfortunately, against the detectors described above, SS uplink
signals are usually easily detectable for two reasons. First, the
reduction in detectability recreases only as 1 / / W and this
decrease can be more than offset by the ihterceptor by
integration time T so that detectivity goes up by ./ T. The value of
T can be as long as the message length. Conversely, the
intended receiver must receive enough power that integration
over a symbol period yields a correct bit and generally the
symbol period is much less than T.
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The second advantage of an uplink interceptor is that the
interceptor is generaily much closer to the transmitter than the
satellite so that the interceptor suffers from far less space loss.
For example at 44 GHz, the space loss to a geosynchronous
satellite is approximately 215 dB whereas an interceptor at 100
km has & (.23 «. cnly 165 dB o that the interceptor enjoys a 50
dB advantage. Consider a 1-m dish with a gain of about 50 dB,.
Since it was seen that sidelobes typically are no more than O dB,
an irterceptor in the cidelobe is still intercepting a signal with as
much power as received by the intended satellite. Thus, the
space loss difference cancels the advantage of the sidelobes.

Covert uplink transmissions are very difficult to achieve
especially in a marine environment. The recommendation is to
spread as much as possible, keep the message length as small
as possible, and use an antenna with as low sidelobes as
possible. Note that burst communications actually increases the
detectability of intercepted signals because of the increased
power levels. However, if the interceptor is using spatial or
frequency scanning, a burst might be missed. A ship's captain
wculd be very uncomfortable with having to depend on the
chance that the interceptor is looking another way when a burst
is sent.

6.1.6 ECCM Performance Of A Hypotheticai EHF SATCOM
System For NATO

.1.6.1 System Characteristics

One geostationary satellite situated over the east Atlantic can
pivvide sufficient coverage for communication among terminals
within the NATO ACE (and also Atiantic) region. To provide
coverage at lattitudes above approximately 65° (especially if
communications from the polar regions are required), a
constellation of satellites utilizing inclined orbits (e.g. 63°
inclined 20000 km, 12 hour orbits} will be required. inter-satellite
links may be used to provide connectivity between users
accessing ditferent satellites.(See Chapter 10)

The EHF satellites serving the mobile military users are expected
to use the 44 GHz uplink and 20 GHz downlik frequency bands
with the sateliite bandwidth available in the uplink and the
downlik directions being 2 GHz and 1 GHz respectively.
Frequency hopping is expected to be used as the
spread-spectrum AJ modulation technique so as to fully exploit
the available tranmission bandwidths (and also to minimize the
disturbances from high aititude nuclear bursts).

On-board processing involving  dehopping/rei.opping  or
dehopping /demodulation /remoduiation/rehopping  techniques
are expected to be utilized in these satellites. Such a processing
transponder will provide AJ performance improvement over that
can be provided by a conventional non-processing transponder.
Furthermore, such a processing transponder «ill transform the
available 2 GHz uplink bandwidth into a GHz downlink
bandwidth, hence permitting the full utiliza- of the wider
spreading bandwidth available in the uplin~ direction (See
Chapter 11).

It is assumed that these satellites will use muitibeam receive
antennas with adaptive spatial nulling capability and multiple
spotbeam transmit antennas for increased jamming resistance.

1.6 m 1 )

The satellite is assumed to dehop, regenerate and rehop the
received uplink frequency hopping signals before retransmission
back to earth. With such a transponder, the total bit error rate of
the end-to-end SATCOM link, BER,, will be approximately equal
to the sum of the upiink and downlink bit error rates, BER, and

BERy:
BER, ~BER, + BER,-2BER, . BER,=BER, , + BER, "

33

In the presence of uplink jamming, BERy is approximately equal
to BER,. Similarly for the case of downlink jamming. BERy will
be approximately equal to BER.

BER and BERp are a function of the
energy-per-bitt-noise-density ratic, £,/N,, at satellite recziver
and the ground terminal receiver inputs respectively after
dehopping. The relation between BER and E, /N, depends on
the modulation/demodulatian  and the error  correction
coding/decoding method used. A frequency hopping modem
(transponder) using coded MFSK modulation. noncoherent
demodulation and soft decision decoding and delivering less
than 1 error in 10%data bits for E/N, < 10 dB under partial band
jamming conditions is within the current state of the art.

a)Uplir... Jamming

The total uplink data rate R, that can be supported by a
transmitting SATCOM terminal in the presence of uplink
jamming, while maintaining a minimum accggtable upiink Ep/Ng
is given by

1 P
Rau = : )
My (Ep / Noly KTgly Pau
_— +
Gas 7 Bgy
where
Pt = SATCOM terminal EIRP

Py = uplink jammer EIRP

Gpg = satellite receive antenna gain in the SATCOM terminal
direction.

a = satellite receive antenna nulling in the jammer
direction.

Tg = effective noise temperature of satellite receiver

=
l'

Boltzmans constant
Bgy = uplink spreading (hopping) bandwidth

uplink free space loss

-
=g
H

(Ep/Ng)y= minimum acceptable energy per bit-to-noise
density ratio after dehopping at the satellite.

M, = margin for atmospheric and rain losses at uplink
frequency.

In equation {2), the satellite range from the terminal and trom the
jammer (and hence the uplink free space losses) have been
assumed to be equal.

Exampie 1: Uplink jamming of geosynchronous EHF satellite

Uplink frequency : 44 GHz
Satellite range  : 36000 km

Py = 60 dBW (100 W TWTA + 40 dB antenna gain)
Gpg =20aB
a =25dB
Tg =100 K"
Bgy =2GHz




216.4dB

—
=
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(Ep/No) = 10dB

Mu - 15d8B
P dBw Ry bits/sec
90 5240
100 5120
110 4160
120 1450

b)Downlink Jamming

The total data rate that can be supported on the downlink to
receiving SATCOM terminals using a downlink satellite EIRP of
Pgart in the prence of downlink jamming is given by

1 Psar
Ryp = : {31
Mp(Ey/Nolp  ¥Tglp  Pyplp
+
Gar 8Bsplyta
where

Poar = downlink satellite EIRP in the receive terminal
direction

Pio = jammer EIRP in the receive terminal direction

Ggy = receive terminal antenna gain (beam centre)

8 = main lobe to side lobe ratio for the receive
terminal antenna

Ta = effective noise temperature of the receive
terminal.

Bgp = downlink spreading (hopping) bandwidth

L = downlink free space loss

Ly = free space loss between jammer and the receive
terminal

Lay = atmospheric and rain losses of the jammer to

receive terminal path.

(Ep/Nglp = minimum acceptable energy per bit to noise
density ratio after dehopping at the terminal

My = margin for atmospheric and rain losses at the
downlink frequency.

The jammer is assumed to be jamming the receive terminal at
the sidelobes of its receive antenna. The free space path loss
between the jammer and the terminal is given by

4n
LJ=( -

where {5 is the jamming (downlink) frequency. r ; is the
separation between jammer and the terminal and ¢ is the velocity
of light

'D'JT)Q {4)

Example 2: Downlink jamming of an EHF SATCOM terminal.
Downlink frequency - 20 GHz

Satellite range : 36000 km

Jammer to terminal separation 100 km

PSAT = 50 dBW (spot beam)
Ggr = 33dB

B = 33d8

T =500 K

Bsp = 1GHz

Ly = 209.6dB

Ly = 158.5dB

Lag = 6dB

(Ey/Ng)g = 10d8

Mp = 6dB
P,p-dBW Ryp- bits/sec
20 8.00 x 10°
30 7.96 x 10°
40 7.60 x 10°
50 5.27 x 10°
60 1.29x 10°
70 1.51x 10°
80 1.54 x 103

6.2 INFORMATION CODING

In digital communications coding of the informatior to be
transmitted is usually split into two areas of coding

- the sour~e coding for data compression
- the forward error control/correcting (FEC) coding

Both classical areas of coding are of fundamental interest in
commurnications. For military communications data compression
techniques offer an increase of processing gain of the used
spread spectrum system and FEC coding can be exploited to
improve the transmission quality in terms of the bit error rates
significantly.

For voice and image compression a large number of algorithms
have been siudied extensively and have been realized in
hardware. To name a few methods:

- Continuously variable siope delta modulation (CVSD)
- Differential pulse code modulation (DPCM)

- Linear Predictive Coding ({LPC)

- Adaptive predictive coding (APC)

- Transform coding (Fourier, Hadamard...)

- Run-length coding

- Tandem combinations such as Hadamard -DPCM

Currently, methods for combining source and FEC couiny ure
studied with the aim of utilizing the redundancy of the
information in a more efficient way.

As source coding also FEC coding has been studied extensively
for many years. A wide range of coding methods for all kinds of
applications such as for mobile satellite or terrestrial
communications, communications in an environment with severe
jamming and also for magnetic tape recording, compact discs.
fault tolerant memories etc. are available for implementation.
depends on the application as to what coding scheme is
selected. Block codes can be soft-decision decoded using the
Viterbi algorithm. Since soft-decision decoding results in an

.L;_—____——-——



additional coding gain of about 2dB(Gaussian channel)
especially convolutional codes are attractive in the case where
soft-decision values are available for decoding. The most
common convolutional code currently used might be the
constraint length K=7, rate 1/2 code. This power-efficient code
requires a 64-state Viterbi decoder, which can be realized by
state-of-the art technology on a single chip. The class of
Reed-Solomon (RS) .odes ma, be regarded as the most
common block codes, implemented e.g. in compact disc
systems. A very efficient coding scheme is formed by the
combination of RS and convolutional codes (concatenated
coding). A number of studies have shown, that with such
schemes system degradations due to worst case jamming can
be almost compensated. To evaluate the status of information
coding at the end of this century it is worth identifying the areas
of current research.

- Channel adaptive coding with variable rate.
tn time-varying channels for good channel conditions less
efficient coding is required than for bad channel
conditions. So, the throughput can be increased by
adapting the coding rate to the momentary channel state.
Variable rate coding is achieved with code "puncturing”
techniques.

Coded Modulation

Since Ungerboeck introduced the so-called trellis codes,
which are constructed with recpect to the used
modulation (to the distance properties in the euclidean
signal space), many new codes have been propesed
offering anew class of power - and bandwidth efficient
coding/modulation schemes.

- Applications to high data rate communications.

The appiication of FEC coding in high-data-rate
communications is determined by the speed of
decoding. Currently singie chip RS-decoders can be
realized with a speed of about 100 Mbit/sec. Single chip
realizations of 64-state Viterbi decoders are commercially
available with a decoding speed of about 25 Mbit/sec.
Utilizing new technology such as systolic arrays single
chip Viterbi decoders running at a speed of about 100
Mbit/sec can reclized in the near term. Another approach
for high speed decoding might be to empioy
concatenated coding schemes consisiting of lower
complex basic codes in a parallel structure. It turns out,
that this approach promises single chip decoders with
several hundred Mbit/sec decoding speed realized with
available technology.

- Generalized Concatenated Coding
The concept of code concatenation, introduced by D.
Forney, was generalized. The generalized coding
construction offers the possibility to torm very long codes
still decodable, since decoding can be partitioned in
several steps.

The above may illustrate that information coding techniques are
already highly advanced so that at the turn of this century coding
can be regarded as a well-known, standard technique used in
almost all areas of communications

Appendix 6B discusses the efficiency of FEC techniques for the
following channels:

a) Channel with white Gauisian noise (AWGNC)

b) Rayleigh -fading channel (mobile sateliite coms)
c) DS spread-spectrum i a channel with jamming

d) FH spread-spectrum in a channe! with jamming
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6.3 SPEECH CODING
6.3.1 Waveform Coding

Speech compression systems can generally be classified as
either waveform coders or Vocoders (i.e.. voice coders or
analysis-synthesis telephony). These two classes cover the whole
range of compressibility frcm 64000 down to a few hundred bits
per second. The important tactors which need to be taken into
account when comparing different encoding tehcniques are the
speech quality achievable in the presence of both transmission
errors and acoustic noise, the data rate required for transmission,
the delay introduced by processing, the physical size of the
equipment and the cost of implementatiors {a function of coder
complexity which can be measured by the number of
multiply-add operations required to code speec. usually
expressed in millions of instructions per second "MIPS").

The most basic type of waveform coding is pulse code
mod-ilation (PCM) consisting of sampling (usually at 8 kHz),
quantising to a finite number of levels, and binary encoding. The
quantiser can have either uniform or non-uniform steps giving
rise to linear and logarithmic PCM respectivly. Log-PCM has a
much wider dynamic range than linear PCM for a given number
of bits per sample, because low amplitude signals are better
represented, and as a result logarithmic quantisation is nearly
always used in wideband speech communications applications.
A data rate of 56 to 64 kbit/s is required for commercial quality
speech and tower rates for military tactical quality.

There are many variations on the basic PCM idea, the most
common being differential encoding and adaptive quantisatior.
Each variation has the object of reduciny the rate required for a
given speech quality, a saving of approximately 1 bit per sample
(8 kbit/s) being achieved when each is optimally employed. tn
differential PCM (DPCM) the sampled speech signal is compared
with a locally decoded version of the previous sample prior to
quantisation so that the transmitted signal is the quantised
difference between samples In adaptive PCM (APCM) the
quantiser gain is adjusted to the prevailing signal amplitude,
either on a short term basis or syllabically. By controlling the
adaption logic from the quantiser output, the quantiser gain can
be recoreved at the receiver without the need for additional
information to be transmitted. Adaptive differentiat PCM
(ADPCM) is a combination of DPCM and APCM which saves 2 to
4 bits per sample compared with PCM, thus giving 48 to 32 kb/s
with high quality speech.

It is interesting to note that aithough the principle of DPCM has
been known for 30 years, it was not possible to standardise such
a 32 kb/s coder until 1983 [6.14], after efficient and robust
algorithms became available. These adaptive algortihms are
efficient in the sense that they adapt quantisation and prediction
synchronously at the encoder and decoder without transmitting
explicit adaption information. They are robust in the sense that
they function reasonably well even in moderate bit-error
environment.

There is another adaptive approach to producing high quality
and lower bit-rate coder which is called "adaptive subband
coding” which divides the speech band into four or more
contiguous bands by a bank of filters and codes each band
using APCM. After lowering the sampling rates in each band, an
overall bit rate can be obtained while maintaining speech quality;
by reducing the bits/sample in less perceptually important
high-frequency bands. Bands with low energy use srniall step
sizes, producing less quantisation noise than with less flexible
systems. Futrhermore, noise from one band does not affect other
trequency bands. Coders operating at 16 kb/s using this
technique have been shown to give high quality but with high
complexity [6.15].

When the number of quantisation levels in DPCM is reduced to
two, delta modulation (DM) resuits. The sampling frequency in
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this case is equal to the data rate, but it has to be well above the
Nyquist frequency to ensure that the binary quantisation of the
difference signal does not produce excessive quantisation noise.
Just as with PCM, there are many variations of DM, and the right
hand side of Fig o illustrates some of them. The most important
form of DM used in digital speech communications is syllabicaily
companded DM; there are a number of closely related versions
of this, examples being continuously variable slope DM (CVSD)
and digitally controlied DM (DCDM). The data rate requirements
are a minimum of about 16 kbit/s for military tactical quality
speech and about 48 kbit/s for commercial quality.

When operated at data rates of 12 kbit/s and lower, the speech
quality obtained with PCM and DM coders is "poor, and
consequently they cannot be used as narrow band devices.
However, the principles ot operation of wideband coders are
useful in analysis-synthesis telepnony once significant
redundancy has been removed from the speech waveform.

6.3.2 Analysis-Synthesis Telephony

Analysis-synthesis telephony techniques are based on a modet!
of speech production:

There are two basic types of speech sound which can be
produced, namely voiced and unvoiced sounds. Voiced sounds
occur when the vocal cords are tightened in such a way that the
subglottal air pressure forces them to open and close
quasi-periodically, thereby generating “puffs’ of air which
acoustically excite the vocal cavities. The pitch of voiced sounds
is simply the frequency at which the vocal chords vibrate. On the
other hand unvoiced sounds are produce by forced air
turbu'ence at a point of constriction in the vocal tract, giving rise
o a noise-like excitation, or "hiss".

in channel vocoding the speech is analysed by processing
through a bank of parallel band-pass filters. and the speech
amplitude in each frequency band is digitized using PCM
techniques. For synthesis, the vocal and nasal tracts are
represented by a set of controlied gain. lossy resonators, and
either pulses or white noise are used to excite them. In
pitchexcited vocoders it is derived by non-linear processing of
the speech signal in a few of the low frequency channels
combined into one. Pitch-excited vocoders require data rates in
the range from 1200 into 2400 bit/s and yield poor quality
speech. whereas voice-excited vocoders will provide reasonable
speech quality at 4800 bit/s and good quality at 9600 bit/s

A formant vocoder is similar to channe! vocoder, but has the
fixed filters replaced by formant tracking filters. The centre
frequencies of these filters along with the corresponding speech
formant amplitudes are the transmitted parameters. The rmain
problem is in acquiring and maintaining lock on the relevant
spectral peaks during vowel-consonant-vowel transitions, and
also during periods where the formants become ill-defined. The
data rate required for formant vocoders can be as low as 600
bit/s. but the speech quality is poor. The minimum data rate
required to achieve good quality is 1200 bit/s. but to date this
result has only been obtained using semi-automated analysis
with manuatly interpolated and corrected formant tracks.

The third method of anlysis-synthesis telephony 10 have
achieved importance is linear predictive coding. In this technique
the parameters of a linearised speech production model are
estimated using mean-square errof minimisation procedures.
The parameters estimated are 1ot acoustic ones as in channel
and formant vocoders, but articulatory ones related to the shape
of the vocal tract. For a given speech quality, a transmission data
rate reduction in comparison with acoustic parameter vocoding
should be achieved because of the lower redundancy present.
Just as with channel and formant vocoders, excitation for the
synthesizer has to be derived from a separate eanalysis, the
usual terminology being pitch-excited or residual excited,
corresponding to pitch or voice exchation in a channel vocoder.

LPC is a very active area of speech research, and new results
appear regularly. At present data rates as low as 2400 bit/s have
been achieved for pitch-excited LPC with reasonable quality
speech, and in the range from 8 kbit/s to 16 kbit/s for residual
excited LPC with good speech quality.

The application of vector quantisation (VQ), a fairly new direction
in source coding, has allowed LPC rates to be dramatically
reduced to 800 b/s with very slight reduction in quality, and
further compressed to rates as low as 150 b/s while retaninig
intelligibility [6.16, 6.17]. This technique consists of coding each
set or vector of the LPC parameters as group instead of
individually as in scalar quantisation. Vector quantisation can be
used also for waveform coding.

A good candidate for coding at 8 kb/s is multipulse linear
predictive coding, in which a suitable number of pulses are
supplied as the excitation sequence for a speech
segment-perhaps 10 puises for a 10-ms segment. The
amplitudes and locations of the pulses are optimised. pulse by
pulse, in a closed-loop search. The bit rate reserved for the
excitation information is more than half the total bit rate of 8
kb/s. This does not leave much for the linear predictive filtre
information, but with VQ the coding of the predictive parameters
can be made accurate enough.

For 4 kb/s coding, code excited or stochastically excited linear
predictive coding is promising. The coder stores a repertory of
candidate excitations, each a stochastic, or random sequence of
pulses. The best sequence is selected by a closedloop search.
Vector quantization in the linear predictive filter is almost a
necessity here to guarantee that enough bits are available for the
excitation and prediction parameters. Vector quantization
ensures good quality by allowing enough candidates in the
excitation and filter codebooks.

Table 6.3 below compares tradeoffs for representative types of
speech coding algorithms {6.18]. It shows the best overall match
between complexity, bit rate and quality. A coder type is not
necessarily limited to the bit rate stated. For example. the
medium -complexity adaptive differential puise-code modulation
coder can be redesigned to give communication-quality speech
at 16 kb/s instead of high-quality speech at 32 kb/s. In fact. a
highly complex version can provide high-quality speech at the
lower bit rate. Simifarly lower-complexity multipulse finear
predictive coding can yield high-quality coding at 16 kb,'s. and a
lower-complexity stochastically excited linea: predictive coder
(LPC) can be designed if the bit rate can be 8 kb/s instead of 4
kb/s.

Cost is also tradeoff factor, but it is hard to quantify in a table
The cost of coding hardware generally increases with complexity
However, advances in signal processor technolog, tend to
decrease cost for a given level of complexity and. more
significantly, to reduce the cost difference between
low-complexity and high-co~.plexity techniques

Of course, as encoding and decoding algorithms become more
complex they take longer to perform. Complex algortihms
introduce delays between the time the speake: utters a sound
and the time a coded version of it enters the transmisison
system. These coding delays can be objectionable in two-way
telephone conversations, especilaly when they are added to
delays in the transmission network and combined with
uncanceled echoes. Coding delay is not a problem if the coder is
used in only one stage of coding and decoding, such as in voice
storage. if the delay is objectionable because of uncanceled
echoes the addition of an echo canceler to the voice coder can
eliminate or mitigate the probelems. Finally, coding delay is not
a concern if the speech is merely stored in digital form for later
delivery.




6.3.3 Conclusions

Speech communication is and will remain in the foreseeable
future the main mode of communication, not only for civil but
also for strategic/tactical military applications. Digital speech
processing is, consequently, an essential ingredient of the
evolving ISDN's to be used by both civil and military users. A fully
implemented ISDN is seen as a real asset to national security
and preparedness. End-to-end digital communications of the
kind promised by ISDN are well suited to secure
communications. Furthermore, the ubiquity, connectivity, and
interoperability inherent in the concept will be most valuable in
emergency situations requiring reconfigured communications.

Speech coding methods have been standardised internationally
at 64 kb/s (PCM) and 32 kb/s (ADPCM) and coders at these
rates are being used in the common-user switched telephone
networks. Continuously Variable Slope Deita Modulation (CVSD)
has also been standardised in NATO for tactical military
communications. There are also both civil and military
requirements for speech coders operating at speeds of 16kb/s
and below e.g., for mobile land and maritime communications.
For HF communications and LOS radio and satellite
communications under heavay jamming, vocoders operating at
2.4 kb/s and even below are required. Secure voice using 4 kHz
nominal analogue channels also requires speech coders
operating at speeds of 4.8 kb/s and below. Speech coding is
also required for high-fidelity voice (HFV) with 7 and 15 kHz
bandwidth as well as for Digital Circuit Multiplication and for
longer-term applications, i.e., in the evolving broadband ISDN
when “Asynchronous Transfer Mode" (ATM) of operation will be
implemented.

it is to be noted that there are important operational
requirernents in NATO for interoperability between systems using
different speech coders; this necessitates standardisation and
agreements on interfaces/gateways where code, rate and other
(signalling, numbering) conversion take place.

To achieve good quality below 32 kb/s codes must take
increasing advantage of the constraints of speech production
and perception. At transmission rates below 16 kb/s quality
diminishes significantly, requiring more of the, as yet, poorly
known preperties of speech production and perception. Aiso at
the lower transmission rates, the computational complexity to
implement the coding algorithms increases, while the ability to
handie nonspeech-like sounds-such as music and voice-band
data diminishes. Typically too, the encoding delay increases as
the transmission bit rate decreases.

The primary challenge, then is to develop new understanding
that will significantly elevate the speech-quality curve for the
lower bit rates, even with substantial but acceptable increase in
complexity.

The research frontier in coding currently centers on ways to
achieve good quality at transmission rates of 9.6 kb/s and below.
Undoubtedly, increased computational complexity will be
re yuired to elevate the quality of low bit-rate codes, which must
extensively use the known redundancies of speech production
and perception. Breakthroughs will occur only when new
properties of redundancy are found [6.19].

It is expected that in the timeframe considered in this report
there will be 8 kb/s or even lower-rate codecs available for
use in SATCOM with qualities comparable to that of 64 kb/s
PCM voice.

it is interesting to note that the VQ technique which is so useful
for reducing rates for speech signals can also be used for any
waveform coding including the coding of images, a subject
which has not been treated in this report but where important
advances in data compression are taking place.
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A complete treatment of speech processing techniques can be
found in {6.20].

6.4 SATELLITE HARDENING

The following are measures that may be taken to harden
satellites against kinetic energy weapons {6.12).

6.4.1 Fragmentation Shields
Two types of fragmentation shields have been investigated:

a) Sacrificial shields,
b) Bumper shields,

The impact of shielding type (a) above from frontal attack alone
on the all up mass of the satellite is an increase of 4000 Kg for a
base satellite mass of 2600 Kg. Using bumper shields of type (b)
the mass impact would be reduced by 1000 Kg.

The actual performance of shielding is of course strongly
dependent on the assumed threat and particle shape. Conical,
rod shaped and sphere are most effective in the order given.

However it is now assumed that Kinetic Energy Weapons
(KEW's) are credible and will be available in the period
2000/2030.

6.4.2 Laser Hard Antennas

Various material constructions have been investigated for survival
against laser attack.

6.4.3 Laser Hard Thermal Blankets

Various material constructions have been investigated including
the following: Metal Foils of tantalum, titanium, nickel.
molybdenum as well as non-metals such as quartz, glasses and
ceramics.

6.4.4 Conclusions

The following conclusions are drawn based on the above and the
discussions in the Group:

a)Space and ground based kinetic energy weapons are credible

b)Shields will have to be transparent to RF {a few dB loss) and
this will effect the satellite design (Geotto satellite had
protection).

c)Thermal blankets can be effective against laser. Solar cells are
vulnerable.

d)Laser weapons can be ground or space based. The threat is
specified in terms of illumination per cm?2 (W/cm?2) (sun flux is
240 mW/cm?).The ground-based laser can be more effective
on satellites at lower rather than higher orbits; effect is
negligible for geosynchronous satellites. Sensors may be
easier to damage than melting the satellite material.

e)Satelittes in elliptical orbits, because of their lower altitudes in
the southern hemisphere, would be vulnerable to laser attacks
from the southern hemisphere. One should pay attention to
this kind of attack.

f)The only effective protection is to design the satellite to be
capable of coping with the incident laser flux and to provide
protection for the sensors.

g)Space-borne lasers can be very effective, space-borne
jammers can also be used. While the atomic powered laser can
destroy a satellite, the high power jammer (using gyrotrons)
can burn out the front-end of the satellite receiver and to use




anti-radar missile.

h)ASAT weapons can be faunched from the ground, ships and
aircraft. There would be no protection against a direct hit by a
homing weapon. Proliferation of satellites and maneuvering
them (this needs a warning system) are measures which may
be taken to counter ASAT weapons.
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Fig.6.2 A time-frequency representation of DS, FH and TH waveforms
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Fig.6.3 A simplified block diagram of a typical DS SS system
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Table 6.2
Typical values of W for various combinations of SS waveform and detector types

SS DETECTOR
WAVEFORM TYPE w c
Wideband Radiometer[6.7} 1.0
FH Wgg

Delay-and-Multiply
Hop-Rate-Detector

FH Filter Bank Combiner = Rp 1.00
(6.10], [6.11]
Wideband Radiometer, 1.1
Squaring Carrier Detector 1.0 o
Relay-and-Multipty Chip- 25

Rate Deteclor [6.9]

Squaring Chip-Rawe
DS Detector < 2R¢

DS/FH Hybrid Wideband Radiometer Wgg 1.0

Table 6.3
Comparison of low bit-rate speech coding schemes

Bit
rate | Complexity | Delay | Quality MOS
Coder Type kb/s MIPS ms
Pulse-code
modulation 64 0.01 0 High
Adaptive
differential >4
pulse-code
modutlation 32 0.1 0 High
i Adaptive subband
coding 16 1 25 High
Muttipuise linear
' predictive coding 8 10 35 Communication
>2
Stochastically
excited linear
predictive coding 4 100 35 Communication
LPC vocoder 2 1 35 Synthetic <2




APPENDIX 6A
A SUGGESTED APPROACH FOR ESTIMATING AND COMPARING
THE ANTI-JAM CAPABILITIES OF SATELLITE COMMUNICATIONS LINKS

This Appsendix suggests a simplified forinat for estimating and
comparing the potential anti-jam capabilities of on-board signal
processing satellite and hard-limited transponder satellite
communications links. It does not require knowledge of the
detailed engineering specifications. It is based entirely on
fundamental parameters such as data rate, spread bandwidth,
etc. The results of the comparisons are stated in terms of the
ratio of jammer size to terminal size.

1. Signal Processing Satellites

The analytical model of a spread-spectrum AJ communications
link through a singal processing satellite is shown in Fig.1. The
uplink data are received, demodulated to digital bits and then
retransmitted on the downlink --usually in a totally different
signal format. The wuplink and downlink are therefore
independent. To a good approximation, the end-to-end bit error
rate is the sum of the uplink and downlink bit error rates.

We will analyze only the uplink; the downlink analysis is identical
(although the parameters are usually quite different). The uplink
is usually the more critical of the two because it can be attacked
by earth-based jammers located anywhere within sight of the
satellite. whereas the downlink receiver is susceptible only to
nearby jammers.

Referring to Fig. 1, the signal and jammer powers at node "u” are
S, and J,,. respectively. The receiver noise power (assumed
white) is N, . W where N, = kT, .. Tg ¢ is the system noise
temperature and W is the spread bandwidth of the link. The
carrier to interference-plus-noise ratio at node "u" is
Su
CNRyz — {1-1)
Jut N, W

For 2 first order analysis we assume that the jammier has a white
noise spectrum, i.e., its power is uniformly distributed over W
with density J,,/W. it is generally accepted (see for example,
Retf.1) that a properly designed AJ link under sophisticated
jamming attack (other than white noise) can perform within a few
dB of the white noise case. This is accomplished by using
coding, interleaving and modulation technigues which together
achieve a high degree of time and frequency diversity. For this
reason the white noise performance is used as a general
measure of the overall robustness of an AJ link.

The white noise performance is calculated as follows: for any

communications link, the criterion for successful
communications is that,
(Ep/Ng) 2 (Ep /Ny, (1-2)

where E,, is the received energy per information bit and N, is the
spectral density of the noise-plus-interference in watts per Hz.
(Ep/Ny), is the ratio required for communications at the specitied
bit error rate{such as 103 for example). Typical values for
(Ep/Ny), range from about 4 to about 40. A value of 10 (10 dB) is
representative. If R is the data rate then, for the uplink,

E, = §,/R (1-3)
The noise-pius-interference power density is
Ng =Ny +J, /W (1-4)

Therefore the criterion for succesful communications (Eq.1) can
be rewritten as

S, R(E, / No)y
2 {1-5)
Jut N, W w

From this we define the "Ideal Jammer Standoft Ratio” as

w
JSRy = ————— (1-6)
R(Ey/ No),

if we ignore the thermal noise term (N, . W} in Eq. 1-5, which is a
very good approximation in a jamming scenario, then the
criterion for successful commuiication is
J
u

" < JSR, (1-7)

u

Example

Typical values for an uplink might be

1) Spread Bandwidth W =1 GHz
2) Data Rate R = 103 bps
3) Required (E,/N,) {Ey/No)y = 10 (10 dB)
in which case
10°
JSR, =———  10%0r50dB (1-8)
103,10

The physical interpretation of this ratio is that, at the uplink
receiver input, the jammer must be 50 dB more powerful than the
signal in order to be capabile ot disrupting communications.

The above statement holds true for jammer and signal powers as
measured at e uplink receiwver. In order to relate these
quantities to the actual sizes of the jammer and user terminal, we
must take into account the effects of antenna discrimination by
modifying Eq. 1-7 as follows:

ERP, Gg
sJSR, | —
ERP,

s GJ

(1-9)

Here ERP means effective radiated power and is an indication of
the physical size of the jammer or terminal. G‘ is the uplink
receive antenna gain in the direction of the jammer and Gy is the
gain in the direction of the signal source. If the uplinks has an
earth coverage antenna no advantage is gained from antenna
discrimination, Of course one strives in designing the system to
have low gain on the jammer and high gain on the user

Two techniques tor achieving significantly greater robustness
through antenna discrimination are:

1) Spot beam antennas pointed at the friendiy terminal, for which
the jammers are hopefully in the antenna sidelobe regions and
therefore suppressed by 20 to 40 dB andg

2) A nulling antenna such as implemented on DSCS-li or Skynet
4. In the latter case, the nulling antenna must be designed so
that it does not null the signal as well as the jammer.

nogither case, il 1L rcacongk!lz 2 avpent $hat nme might achieve
30 dB of additional robustness through antenna discrimination.
In that case the previous example would work out to:
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ERP,

=50dB + 30dB = 80dB
ERP¢

or. in other words, the jammer would have to have an effective
radiated power 80 dB greater than the terminal in order to disrupt
communications.

The ERP of a terminal or jammer is the product of the radiated
RF power and the transmit antenna gain, which is closely related
to the physical size of the antenna. An 80 dB difference in ERP
represents a very considerable difference in physical size.

This completes the description of the performance of the uplink
with white noise jamming. Notice that the formulation depends
only on funcamental parameiers su~h as data rate, spread
bandwidth, (E,/N_), and antenna gain. It is independent of the
detailed design of signal waveforms etc. The downlink can be
described in exactly the same way as the uplink.

2. Hard-Limiting Transponder Satellite

The analytical model for an AJ communications link through a
hard-limiting transponder satellite is shown in Fig. 2. The
transponder is modelled as 2 hard limiter, a frequency translator.
a band pass filter of bandwidth W, and a power amplifier with
output power P;, which is constant because of the hard limiter. At
the upilink receiver (node "u"), Su, Ju and NuW are the signal.
jammer and thermal noise powers respectively. The TWTA output
power, P, consists of signal power plus retransmitted noise and
jammer powers. Let x be the fraction of signal power contained
in P,. The retransmitted noise-plus-jammer power is theretore
(1-x)Py. The carrier to noise-plus-interference ratio (CNR) at node
t" is theretore

x
(2-1)

CNR, =
t-x
Hard limiting transponders are characterized by a suppression
ratio, I'. which is defined in terms of the input and output
CNR's(Refs. 2 and 3).

CNR,
r= (2-2)
CNR,

[ itself is a non-tinear function of CNR, and depends in a

complicated way on the spectra of S, J, and N, The
relationships between x and CNR  are:
X
[ CNR, = (2-3)
1-x
and
['CNR,
X = —— (2-4)
1 +TCNR,

Let L be the net loss between nodes "t" and "d” on the downlink.
(L includes the antenna gains at both ends of the link and the
path loss) From Fig. 2, it is clear that the carrier to
interference- plus-noise ratio at the downlink receiver node "d" is

xLP,
CNR, = (2-5)
(1-x)LP + NoW + Jy

where (1-x)LP, is the retransmitted noise-plus-interference.

As before with the signal processing satellite link, the criterion for
successful communications is that, at the downlink receiver
{node d)

(Ep/Nglg 2 (Ep/Ng), (2-6)
The relationship between (E, /N_) and CNR at node d is
(Ey/Nglg = CNRy (W/R) 2-7)

where W is the spread bandwidth and R is the data rate. The
criterion in Eq. 2-6 can be written (from Eqs. 2-5 and 2-7)as

xLP,

2 (Eo/No)(RW)  (2:8)
(1-x) LP, + NgW + J

It is convenient to rewrite this criterion in terms of two normalized
variables defined as follows:

1. The Ideal Jammer Standoff Ratio

wW
JSRy = ————— (2-9)
R(Ep / No),

This ratio is the measure of performance of a spread spectrum
communications link with white noise jamming. which was
introduced in the analysis of the singal processing satellite (Eq.
1-6).

2. The Downlink Margin. {defined as if there were no uplink
jamming)

LP, w

M = : (2-10)
(NgW + Jg) R(Ey/No),

With these definitions along with Eq. 2-4, we can define an actual
fammer standotf ratio, JSR,, for the uplink terms of JSR, and M
as follows.

JSR

, = (CNR)! (2-11)

and

T JSR, (M- 1)
SRy = — (2-12)
JSR, + M

H

This equation results from straightforward algebraic manipulation
of Eq. 2-8. The derivation is given in the Annex.

So far we have assumed implicitly that the uplink jamming is
white noise and is retransmitted on the downlink. If the uplink
jammer is a tone signal, then the only retransmitted interference
occurs exactly at the translated tone frequency and its
harmonics. Elsewhere in the band the equivalent experession to
Eq 2-12is

JSR, = T (M-1) (2-13)

Equations 2-12 and 2-13 can be interpreted with the help of the
curves in Fig. 3. in the case of white noise jamming (Eq. 2-12)
there are two regimes: M>>JSR, and M< <JSR,. In the first
regime, the AJ performance asymtotically approaches the ideal
performance (JSRO) within a factor of I'. In the second regime,
M<<JSR,, the performance is determinet entirely by the
available downlink margin. This is the so-called "power robbing"
regime. In the tone jamming case. the AJ performance is only
dependent on M. Some examples follow.




Example 1 {(Power Robbing Regime)

Given:
1) Spread Bandwidth W =1GHz
2) Data Rate R = 10° bps
3) Required (Ep/Ny) (Ex/N), = 10 (10dB)
4) Downlink Margin M =10 (10dB)

(The downlink margin, M, includes any allowance for white noise
downlink jamming J,.)

The suppression ratios for various cases are discussed in Refs. 2
and 3. For tone and white noise jamming they are as follows:

5} Tone Jamming T = 1/4(-6 dB)
6) White Noise Jamming T = 3/4(-1.25dB)

Calculate:
1) ideal Jammer Standoft Ratio

w
JSR, = —————— = 10° (50dB)
R(Eb/No)r
Since M< <JSR,, we are in the power robbing regime. For tone
or white noise uplink jamming, we have

2) JSRo = ['.(M-1) = 3 dB for tones or =8 dB for white noise.

This means that a tone jammer with a power only 3 dB above the
signal power, as measured at the uplink receiver (node u), will
disrupt the link. {Antenna discrimination could improve this
performance as indicated previously).

Example 2 (Indermediate Case)

Given:
Hw = 10 MHz
2)R = 103 bps
31 (Ep/Ny), = 10 (10d8B)
aH M = 10° (30 dby)
5 C = 1/4 for tone jamming
6T = 3,/4 for white noise jamming
Caiculate:
w 107
JSR, = - = 10% (30 dB}
R(Ep / No)y 10% 10

Since M=JSR. we are at the boundary ot the two regimes in
Fig. 3
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2) For Tone Jamming
JSRu =[(M-1) =-6dB + 30dB = 24 dB
3) For White Noise Jamming (M> >JSR,)

T JSR, (M- 1)
JSR, = — —————  =3/8x10%= 2648
JSR, + M

Note that this level of AJ performance is attained by having a
large downlink margin available.

Example 3

Same as example 2 except that R=10%ps.
JSR,=102(20dB). M=10% as before. For tone jamming
JSR,,=24¢B as before and for white noise jamming

3/4 - 102 - 105 3
JSR, = ————————  — 102 =190dB
102 + 10° 4

Note that the performance approach the ideal performance for a
link with that particular choice of spread bandwidth and data
rate.

A final observation: in order to achieve a specified JSR,, say 50
dB, with a hard limiting transponder satellite. one must require
that JSR>50dB and M>50aB. A signal processing satellite only
requires the first of these conditions, i.e., JSR,>50dB for the
uplink. This is the fundamental advantage of signal processing
sateilites. One does not need to squander precious downlink
transmitte, power in the form of excess margin. M in order to
achieve substantial AJ protection. Of course the disadvantage of
signal processing lies in the increased compiexity of the satellite
electronic required.
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ANNEX to Appendix 6A
Derivation of Eq. 2-12 and Eq. 2-13

We first want to express the criterion iu  successful
communications, Eq. 2-6, in terms of the uplink carrier-to-noise
ratio. CNR, .

Start with the inverse of Eq. 2-8 and substitute Eq. 2-9 for the
right-hand site and Eq. 2-4 for x.

1 (NGW + Jy) {1 + TCNR)
+ < JSR, (A-1)
LP,TCNR,

ICNR,

Multiply by TCNR,, and divide by JSR,,. Substitute Eq. 2-10 for M.

1 1
+ — (1 +T CNR ) <TCNR, (A-2)
JSR, M
Solve tor CNR .
M=+ JSR,
CNR,? ————————— (A-3)

I JSR, - (M- 1)

This is an alternative form of the criterion for successful
communications. We define the jammer standoff ratio for the
system as the maximum jammer-plus-noise to signal ratio that
the system can tolerate and still communicate successfully. ie.,

JSR, = Max { (CNRU)"} (A-4)
or
TSR, (M- 1)
JSRy = — 2 (A-5)
M + JSR,

This expression pertains to white noise jamming For one
jamming, we modity Eq. 2-8 as foliows.

xLPl
> (ED,/NO)r (R,/Wh (A-6}

NgW + Jg

This expression is valid everywhere in the band except exactly at
the translated tone frequency or its harmonics. Eq. 2-13 then
follows straightforwardly.
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APPENDIX 6B
FEC CODING FOR SATCOM

To demonstrate the efficiency of FEC techniques for different
applications of interest for WG 13 some examples from the wide
range of weli-known schemes, are selected.

Considered are:

a)Communication in an additive white Gaussian noise
channe! (AWGNC)

b)Communication in a Rayleighfading channel (mobile
satellite communications)

c)Direct Sequence Spread-Spectrum communication in a
channel with jamming

d)Frequency hopping Spread-Spectrum communication in
a channet with jamming

Areas of current investigations:

o Coded Modulation (Trellis coded Modulation, Block
coded Modulation) for fixed as well as mobile satellite
comrmunications.

e ‘channel adaptive’ coding (variable rate coding with
punctured codes)

1. FEC For An AWGNC

The required signal-to-noise ratios Ey/N, to achieve a
bit-error-rate Py, =10" for several coding schemes with binary
PSK or QPSK are listed in Table 1. Table 2. shows some results
for noncoherently detected M-ary FSK.

For coded 8-PSK with Ungerboeck convolution coding constraint
tength 3, R =2/3, soft decision Viterbi decoding, E,/N,~7.1 dBis
required for Py = 10'5. Compared with uncoded QPSK this
corresponds to a coding gain of 2.5 dB, whereas the bandwidth
of both systems is the same,

E, :energy perinformation bit
N, :one-sided noise power density
R :coding rate in inf-bit per coded bit

2. Coding for a Rayleighfading channel

In some applications (mobile SATCOM) signal fading can
severely degrade the error rate performance of a system
Considering a frequency-nonselective slowly Rayleighfading
channel the bit-error-rates for uncoded binary PSK is

1 Ep /Ny

2 1+ ED 7 Ny

or for uncoded binary FSK
1

2+ Ep /Ny
with
E,,: average received energy-per-bit
2.1 Diversity, Coding
The performance of a system in a fading channei can be greatly
improved by providing some type of diversity, that is, by
providing m independent transmissions for each transmitted

symbol. The diversity technique may be regarded as a simple
repetition code of ra*e 1/m.
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Using interleaving/deinterleaving the received channel symbols
can be treated as independent random variables.

In Table 3 the required signal-to-noise ratios achieve Py, = 105 are

summarized for

m-diversity binary PSK (maximal-ratio

combining) and m-diversity noncoberently detected M-ary FSK
{square-law combing).

Applying

more sophisticated FEC techniques,

interleaving /deinterleaving is also assumed.

If information about the channel-state is available at the receiver,
this information can be utilized for decoding.

The

results for several coded schemes with PSK and

noncoherently detected FSK or a Rayleigh fading channei are
given in Table 4.

3. Coding for Frequency-hopped Systems

3.1 Parameters

S
Ro

Ep

: received signhal power
. information bit rate
: energy per information bit
E,=S/R,
. code rate, in information bits/coded (transmitted} bit

: overall coding rate in information bit/M-ary channel
r=Ry/R¢

: M-ary symbol rate {M=2%)
Ry =Ry/(KR)

: frequency hop rate

s chip rate, R =max(R,;.R)

. system bandwidth
W, =N, R, {orthogonality)

" total number of frequencies

- Processing gain:

PG =We/Ry

Slow tfrequency-hopping (SFH):

R 2 Ry

including symbol-interleaving (a symbol is distributed over m
hops) the chip rate is

R, =m.R 2R,

if Rg=1R,,. then the energy in one hop is £, =E, 1 KR

Fast frequency-hopping (FFH):

R, >R,

with m hops per symbol

R, =m.Ry

and the energy per hop
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Ep=Ep KR/mM=E,

¢ The performance achieved with interleaved SFH is the same
as with FFH.

« Since coherent modulation like Mary-PSK, MSK, ... as well as
differentially coherent modulation DPSK, DMSK require
‘trackable’ phase or even almost constant phase over at least
two symbols, these types of modulation might be only
suitable for SFH-systems. In the following noncoherent M-ary
FSK is considered.

3.2 Jammers for FH-Systems
3.2.1 Repeat-back jammer:

D17 Dy
T D——\R

The time duration T, in which the jammer must react is
1
T, (_c [01 + oz-o] + Ty

3.2.2 Broadband noise jammer (BBNJ):

The jammer transmits broadband noise over the total
Spread-Spectrum band with a constant power J. This is
equivalent to an AWGNC, with an effective noise power spectral
density

Nj=J/Wg
Therefore the signal-to-jammer noise ratio is

Eb
—— (S J) e (W, iRy} = (S/J) e Pg
NJ

3.2.3 Partial-band noise jammer (PBNJ):

The jammer restricts its total power J to a fraction (0« p:1) of
the spread-spectrum band W,. The free parameter 5 is optimized
maximizing the bit-error-rate P,(BER] ot the FH system The
jammed band 1s assumed to be hopped randomly with a rate

R, but fast enough to avoid anti-jam reaction by
spread-spectrum system

3.2.4 Band muititone jammer (BMTJ):

The jammer devides its total power J into Q distinct random
phase CW tones of equal power These are distributed over W,
Analysis show, that the best multitone strategy is. to leave at
least M-1 unjammed FH-slots between each of its Q available
tones. 0 that no M-ary subband can contain more than n -1
amming tors AS [or the partisi-band noise jammer it is
assumed. that the tones are varied randomly. so that the
spread-spectrum system cannot avoid the jammed subbands
The jammer is free to optimize 7 (S/J)) Q within 0- - 1 for
maximizing the BER of the jammed system

From analysis 1t turns out. that the bandmultitone, n. 1 jammer
can be regarded as the overall worst.case jammed for
FH-systems

3.2.5 iIndependent multitone jammer (IMTJ):

The Q tones are distributed over the avallable N, frequencies
The analysis show | that this strategy is almost as efficient as the
worst-case bandmultitone n - 1 jammer

3.3 Performance of uncoded FH/MFSK with jamming

For the analysis thermal noise 1s neglected

3.3.1 FH/MFSK, no diversity

it is assumed that at least one M-ary-symbol is transmitted per
hop(SFH) without symbol interleaving. The bit eiror rates fcr the
different jammers are:

BBNJ:

Pps
PBNJ:
For the worst-case jammer (optimized p)

K
; £, /N
TM_ e 2P J:Eb/NJs7(ﬂ=1)

_B VEBp/Ny 2oy (p :..;)
Ep/Ny Ep/Ny

Py =

with B(K} = 0.36. v(K) < 3dB
BMTJ(n=1):

For worst case jammer (optimized o 1)

1/2 CEp/Ngs MK fa = —5 BN
Py = y
e LER/Nj 2 MK (oo )
FKEG/N, prRy s MR
IMTJ :
M/ (2K)
P
b 7
Eo /N,

3.3.2 FH/MFSK with time-diversity

One of the simplest (coding) techniques to improve the
performance of system is to subdivide each information symbol
into equal energy subsymbols which are transmitted over
independent channel states In the context of FH MFSK. an
M-ary symbol is partitioned into m subsymbols ‘chips and each
chip transmitted on a different hop using (FFH) or SFH with
interleaving.

PBNJ:

For the worst-case jammer (optimized ,) and for an opt Mized
m. the bit error rate

; E 1
pb . M RRE Eb NJ ___tl o
4 J -
Mopt ~ Ep Ny - - K4
BMTJ:

For the worst-case jammet {optimized o) and for m optinized.
the bit error rate

Ppr Mo BN B
2 Ny 5
Mopt 4 Ep/Ny 5 (K1 047

In Tatle 5 resuits for FH/MFPSK with and without diversity are
summarized




3.4 PERFORMANCE OF CODED FH/MFSK
3.4.1 Coding with and without diversity
Coding schemes, considered:

a) binary convolutional code, constrained length 7, rate 1/2, s_,
decision energy detection/decoding with perfect channel
state information.

b) M-ary conv. code, constr.length 7, rate 1/2; 1/3; soft decision
energy detection/decoding with perfect channel state
information.

¢)dual-K conv. codes, rate 1/2. 1/3; soft decision energy
detection/decoding with perfect channel state information.

d) Reed-Solomon (n k) codes over GF(20), hard decision on the
received symbols assumed.

e) concatenated coding with RS (n k) outer code and dual-K
inner code, soft decision energy detection/decoding with
perfect channel state information for the inner code assumed.

f) concatenated coding RS(n k) outer code and

binary conv.code, constr. length 7, rate 1/2 (M=2)
4-ary conv. code, constr. length 7, rate 1/2 (M=4)
8-ary conv. code, constr. length 7, rate 1/3 (M=8)

(inner code soft decision inner decoding with perfect channel
state information).

Using additional diversity, the number m of diversity channels is
optimized.

The results are summarized in Table 6.
4. CODING FOR DS SPREAD-SPECTRUM SYSTEM
Parameters

R, :'nformation bit rate
€, " energy per information bit
R coding rate
R. . chiprate
energy per chip
w system bandwidth
P . processing gain
s

Pg=—

Ry

4.1 Jammers for DS-Systems
Broad-band noise jammer (BBNJ):
The jammer transmits a signal Jft} with constant power J. The
spread-spectrum systerm can be characterized by its
signal-to-jamming noise ratio

Ep S W, S

(__*)(_. ) - (— ) P
G

N, J R J
Pulse jammer (PJ):
The jammer transmits a signal, but for only a fraction p - Ry tof

time, with the peak power Istemn J/p.J denotes the time
averaged jammer power
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4.2 Performance of DS-Spread Spectrum with jamming

In the following it is assumed. that the thermal noise can be
ignored.

4.2.1 Performance of uncoded DS/PSK
BBNJ:

For broadband noise jamming and binary PSK or QPSK the bit
errof rate

Py e (573 )

For large Py the above bit error rate also applies to most
constant power jammer waveforms (for performance, see
AWGNC).

PJ:
Since the jammer is free to optimize p, maximizing the bit error

rate of the spread spectrum system, for a DS System with binary
PSK or QPSK:

_12_ erfc( \JEb/NJ );Eb/NJs 071

pb =
__083 L Ep/Ny > 0.71
Ep/Ny
AR Ep/Ny > 0.71
. /N
Pwe = o
1 Eb/NJ < 0.71

The required E /N, to achieve Py =10
Ep/N,=39.2dB
4.2.2 Performance of coded DS/PSK

BBNJ:
For constant power jammers the results for the AWGNC can
be applied

PJ:

Using a conv. code canstr. length 7, rate 1/2 with soft
decision Viterbi decoding with no channel state information
or with perfect channel state information. the E, /N, required
for P, =10 s

ED/NJ: 10dB (no channel state)
Eb/NJ: 6.5 dB (with channe| state)

5.0 SUMMARY

Summary of the results presented in Sections 1-4 above i3
given in Table 7




Table 1

Different coding schemes with binary PSK or QPSK in an AWGNC

Type of code required Ep / Ng | coding gain *)
) (dB]
to achieve
Pp= 10 -5 [dB]
uncoded 96 -~ -
conv. code constr. length 7,
soft decision, Viterbi decoding
R=1/2 42 5.4
R =2/3 46 5.0
R=3/4 5.0 46
punctured:
R=2/3 50 46
R=3/4 56 40
conv. code, constr. length 3
soft decision Viterbi decoding
R=1/2 58 38
R=2/3 6.5 30
R=3/4 6.7 29
extend. Golay (24,12}, hard decision 7.5 (5.6) 2.1 (4.0)
(soft decision)
BCH - code, hard decision decoded
(127,64), R= 1/2 6.2 3.4
(511,259), R= 1/2 55 4.1
RS - code, hard decision decoded
(31,17), R~ 0.55 6.7 29
(31,25), R~ 0.8 7.2 2.4
(255,192), R=3/4 6.0 36
concaten. code
RS (255,223) outer code 26 7.0

conv. code constr. length 7, Rate1/2
(inner code) R = 0.44

* ) the given values are approximations




Table 2

Different coding schemes with noncoherent M-ary FSK in an AWGN
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Type of code required Ep,/Ng for P, = 10" Coding
indB gain
in dB
M=2 M=4 M=8 M=16 M=32
uncoded 13.4 10.6 9.1 8.1 7.4 -—=
binary conv. code 9.7 --- g - -—- 37
constr. length 7,
rate 1/2
M -arry conv. code --- 75 --- -— -—- 3.1
constr. length 7,
rate 1/2
8- arry conv. code --- --- 7.1 - --- 20
constr. length 7,
rate 1/3
RS (31, 15) --- --- --- --- 5.9 15
RS (31,23 --- --- --- --- 55 19
Table 3
Delivery performance in a frequency — nonselective, slowly Rayleighfading channel
required 51;7"0 for Py, = 1073 in dB for m- Diversity
Modulation m=1 m=2 m=4 m=8
BPSK 44 24.4 16.4 14,

2-FSK*) 50. 31. 22. 19.

4-FSK*) < 48. 30. 22

B-FSK*) < 48. 28. 19.

16-FSK *) < 48. 27. 18. -

32-FSK*) < 48. 27. 17.

* ) noncoherent demodulation




Table 4

FEC performance in a frequency — nonselective, slowly Rayleighfading channel

Type of Code

conv. Code R=1/2
constr. length 3,
soft decision Viterbi
decoding

Modulation
technique

2-FSK *)

Eb/No in dB
required for
Pp= 10-5
17.5

Coding gain
in dB

325

conv. Code R=1/2
constr. length 5,
soft decision Viterbi
decoding

same code
combined with
m-= 4 dive/sity
R=1/8

155

13.0

345

37.0

dual - k conv. code
.hn = j//2

8-FSK™)

16.5

31.5

conv. code

constr. 7R = 1/2

soft decision Viterbi
decoding no

channel state

(one bit channel state)

conv. code

constr. length 3

R = 1/2, soft decision
Viterbi decoding

no channel state

{one bit channel state)

RS (15.7) hard decision
decoded

BPSK

14.0 (11.0)

19.0 (14.0)

16.0

30.0 (33.0)

25.0 (30.0)

28.0

* ) noncoherent demodulation
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Table 5
E,/N, in dB required to achieve P, = 10~ for FH/MFSK with and without diversity and for different types of jammer
Type of M-ary FSK
Jammer
=2 M=4 M=28 M= 16 M = 32

Ep/Nyimopt (Eb/Nyimopt {Eb/Ny|mopt (Eb/Njjmopt [Eb/Nyimopt

BBNJ 134 - -- 106 |--- g.1 .- 8.1 --- 7.4 .-

PBNJ 457 |--- 437 |--- 429 {--- 426 - - 425 §---
164 M 136 |11 i2.1 12 111 13 104 (14

BMTJ 500 |--- 500 |--- 512 |--- 530 |[--- 55.1 -

150 {12 142 |12 146 |13 155 [14 16.8 (14

IMTJ 500 |--- 500 --- |512 |--- 530 |--- 55.1 |- --
150 |9 136 |16 135 |16 141 |22 151 |26




—m e —
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Table 6

Required E,/N, to achieve P, = 107° for different coding schemes with FH/MFSK signals in worst-case partial band noise
and band multitone jamming

M-ary FSK
Type of Typeof | M=2 M=4 M=8 M=16 M=232
code jammer
Ep/Ny, | Mopt | En/Ny, | Mopt [ Eb/Ny, | Mopt | En/Ny, | Mopt | Eb/Ny, | mopt
dB dB dB dB dB
binary conv. code PBNJ 1.1 - -
7, rate 1/2 10.7 2
BMTJ 9.7 .-
9.3 2
M -ary conv. code PBNJ 101 | -- 9.0 --
7, rate 1/3, rate 1/2 8.9 2 8.3 2
BMTJ 10.8 - - 11.6 - -
9.4 2 10.7 2
dual -K conv. code PBNU 16.7 | - 144 0 - - 134 | - - 12.0 12.€ -
rate 1/2 13.5 3 10.7 3 92 3 8.2 3 7.4 4
BMTJ 15.8 - - 15.5 - - 16.3 - - 17.8 - - 19.6 - -
12.0 3 11.3 3 11.6 3 125 3 13.8 3
dual - K conv. code, PBNJ 144 | -- 119 | -- 106 | -- 9.9 .- 9.4 - -
rate 1/3 13.4 2 10.6 2 9.2 2 8.1 2 7.4 2
BMTJ 13.2 - - 12.7 - - 13.3 - - 14.5 - - 16.0 - -
12.0 2 11.2 2 11.6 2 12,5 2 13.8 2
RS (255. 191) PBNJ 177 | -- | 145 ] -- 145 | --
code 13.4 4 10.8 5 8.6 5
BMTJ 22.0 - - 20.8 - - 20.5 - -
12.4 5 11.8 5 13.3 6
concatenated PBNJ 1.7 -- 94 - - 80 - -
RS (255 , 191) 1.7 | 1 9.0 2 70 | 2
binary conv. code,
7. rate 1/2
BMTJ 10.6 - - 10.2 -~ 12.5 - -
10.3 2 9.6 2 11.3 2
concatenated PBNJ 121 -- 9.6 - 7.8 - -
RS (1023 , 959) 1141 2 | 87 | 2 5.9 2
dual - K conv. code
rate 1/2
BMTJ 11.0 - - 10.5 - - 144 - -
10.1 2 94 2 122 2
concatenated PBNJ 102 | --
RS (255 . 191) 102 | 1
binary conv. code,
7. rate 1/2
BMTJ 87 -
87 1
concatenated PBNJ 79 | -- 6.7 .-
RS (255, 197) 79 1 6.7 1
M -ary conv. code,
rate 1/2, 1/3
BMTJ 86 -- 9.4 .-
8.6 1 94 1




|
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Table 7
Summary table of performance
erformance Ey,/N, required for BER of 10-5
Section No:| Best uncoded /without diversity best coded/ with diversity
and/or worst jamming
(dB) (dB) code
1 9.6 26 concaten. code
m =4 diversity
2 44 13 and
conv. code R=1/8
3 40 10 conv. constraint by 7
R=1/2, soft decision
6.5 " !
with channel state info
4 42 5.9 concaten. dual - K
conv. code R=1/8




[
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CHAPTER 7
ENVIRONMENT

7.1 PROPAGATION FACTORS
7.1.1 Introduction

Propagation for the earth-space path has been dealt with at great
length and depth. Only a few broad outline generalities will be
dealt with here. A brief overview is found in Spitker's book {7.1].
An in-depth Handbook (7.2] has been prepared for NASA on
propagation for frequencies below 10 GHz. A number of the
papers in the AGARD Conference Preceedings (7.3] are of direct
relevance to milsatcom. A NATO handbook [7.4] on millimeter
wave propagation in general includes consideration of the
earth-space path. An AGARD lecture series document [7.5]
includes a detailed section on SATCOM propagation but with the
emphasis on the lower frequency bands. A good overview is
found as part of an AGARD course [7.6]. Despite its title
containing "UHF/SHF"| it also covers EHF propagation. it also is
one of the very few unciassified writings on the effects of nuclear
scintillation.

One way of viewing propagation factors is to consider three
aspects: 1) the propagation phenomenon, 2) its effect on the
electro-magnetic wave, and 3) the cunsequence to the
communications link. Phenomena affecting propagation include
ionization. precipitation. particulate matter, hydrometeors, and
retlections. The primary effects on electro-magnetic propagation
are absorption, scattering. multipath, scintillation, and
depolarization. The major consequences on the received signal
are attenuation and fading. Attenuation results in a decreased
SNR and a corresponding decrease in performance. Fading
results in a time varying SNR wherein the SNR can occasionally
go a few dB above the non-faded value and will more often have
decreases in SNR. well below the non-faded value.

All of the propagation effects degrading miisatcom performance
tend to be highly frequency dependent. Generally speaking, the
frequencies in the SATCOM allocations at 20 GHz and above
suffer the most from rain attenuation but are much less
susceptibie t0 the other effects. Becauese of the current and
future interest in EHF, it was decided to consider the effects of
precipitation at frequencies >20 GHz separately in section 7.2.
and all the other effects in this section Only the major effects
and consequences will be considered

7.1.2 lonospheric Scintillation

lonocpheric erintiltaticn anises from the night-time irregularities in
the F layer of the ionosphere. These irregularities are in the form
of varying electron density that causes a spatially and temporally
varying refractive index. This varying refractive index result in
scintiliation of the wave propagating through the ionosphere
This scintillation transiates inte a fluctuating received signal ie. a
signal with fading

The regions most atfected by ionospheric scintiltation are the
subouroral-to-potar latitudes, and a belt surrounding the
geomagnetic equator. The scintillation varies diurnally and
seasonally Considerable effort has gone into making predictions
of such scintillation based upon statictical data bases.

The scintillation, and the resulting fading is worst at the UHF
bands and falls with increasing frequency. As some indication of
the frequency dependence, the following table is taken from
[7.1]. it shows the measured fade depth for which the signal
remains above 95 % of the time. These measurements were
taken during a period of large scintiliation As can be seen, the
fading at UHF is severe, whereas at 7.3 GHz, and above. the

fading is almost negligible.

frequency 250 MHz 23 GHz 7.3GHz

Attenuation,dB | 22 dB 248 <0.5d8

Because ionospheric scintillation is limited spatially and
temporally, and because triere are methods to reduce the effect
such as spatial diversity, it has not inhibited the popularity of
UHF milsatcom. Availabilities even in the worst regions still far
exceed the availabilities of other long distance communications
such as HF radio.

7.1.3 Muitipath Fading

Multipath fading arises from the direct wave being received
along with another version or versions of the same wave that has
been reflect from some object(s). There is some tendency tor the
higher frequencies to be less pione to degradation than lower
frequencies Nonetheless all frequencies can suffer especially at
low elevation angles.

A related etfect is especially important for tand mobile terminals
Here. objects such as trees etc. periodically block part of the
wave and cause a time varying fading that is dependent upon
the velocity of the vehicle and the size of the blocking object.

7.1.4 Atmospheric Attenuation

Above 10 GHz. attenuation caused by water vapor and oxygen
absorption can be significant. As shown in Fig. 7.1 the
attenuation is a complex function of frequency with a small peak
at 22.2 GHz that is a function of relative humidity. and a very
large peak at 60GHz These cuives give the total attenuation in
traversing the entire atmosphere at the zenith angle. In all the
EHF bands of primary interest for earth-space links (20,30. and
44GHz), this atmospheric attenuation is small compared to rain
attenuation. The large absorption at 60GHz is one reason why it
is a candidate for intersatellite links

7.1.5 Rain Attenuation

There is a brief discussion of this topic in [7.1]. In general there is
relatively little rain attenuation for frequencies - 10GHz. For
trequencies above 20GHz, see Sec [7 2]

7.1.6 Depolarization

Depolarization is discussed in [7 2] and [7.5] It can be caused by
rainfali and by ice particles. The depolarization effect is
proportional to both the attenuation and to the differential phase
shift Therefore. the depolarizaiton caused by rainfall tends to tall
with decreasing frequency in the same way that attenuation
does, but the phise shift tends to increase. The overall result is
that depolarization tends to fall with decreasing frequency but
not very rapidly. It 1s concluded in [7.2] that there can be
depolarization etfects even at frequencies below 4 GHz

The result of depolanzation is an attenuation of the received
signal that fluctuates with rain rate. The use of circular
polarication at SHF and above helps offset the effects of
depolarization

7.1.7 Nuclear Scintiliation

The scintillation caused by high altitude nuclear biast is of




concern to SATCOM systems since such a blast can be used
specifically to incapacitate radio communications of all types.
There is obviously a lack of measurements from which to predict
the scintillation and its effect on SATCOM. One of the few
unclassified articles can be found in Sec.5 of [7.6] and a limited
aount of information can be found in {7.7] along with some
error correction methods tailored to handle the fading induced
by the nuclear scintillation.

In summary from (7.7). EHF is much more robust o nuclear
scintillation with the tading being limited to a region of a few
hundred kilometers under the blast and the worst fading being
over in a few tens of minutes. At the opposite end, UHF fading
would be “continent” wide and last for many hours, if not days.

7.2 PRECIPITATION EFFECTS
7.2.1 introduction

In the previous section, it was seen that precipitation in the form
of rain or snow has little effect on SATCOM links except at EHF.
Theretfore, this section considers the effect of precipitation at 20
GHz and above in the permitted EHF band<. The EHF bands
most often considered for milsatcom are 30 and 44 GHz for the
uplink and 20 GHz for the downlink. One of the reasons for going
to the EHF bands is that there is negligible propagation effects
caused by the ionosphere and there is much mo:: tolerance o
the effects of nuclear scintillation than at lower frequencies.
Unfortunately. the rain attenuation is more severe at these
frequencies and is the subject of this section. The issues to be
addressed are rain-rate distribution and link availability maps

it has been found that failing snow affects the propagation at
EHF very little. Therefore, only the effects of rain are considered
tn this section.

7.2.2 Rain-rate Climate Regions

The global model used by the CCIR for rain rate divides the
world into 5 zones. A more recent mode! uses 8 zones and is
otten identified with Crane [7.8])-{7.9}. This map is show in Fig
72 with an expanded view of continental U.S and southern
Canada show in Fig 7.3. The rain-rate distribution for each of the
8 regions 1s shown in Fig 7 4 Notice that in the far north (tundra)
and the nearer north {taiga). the rain precipitation is iow and s in
fact lower than the areas designated "arid . Therefore. these
regions should be ideal tor EHF operation

Where long-term rain data are available, more refined maps are
possible Crane (7.9] gives one such map for CONUS baseu
upon records from many stations. Similarly, the expected
fraction of a year that a given rain-rate will be exceeded is given
in (7 10] for 47 locations in Canada

7.2.3 Availability

Workers from Lincoin Laboratories have combined the world
rain-rate distributions with computations of attenuation arising
from a given rain-rate for an earth.satellite path. The technique s
descnbed in [7 11] and numerous world availability maps are
provided in {7 12] for frequencies ot 20.30 and 45 GHz.

By way of explanation, consider a typical example taken from
[7.12) as shown in Fig 75 It is for a geostationary satellite
located at 40°W. The operating frequency is 45 GHz and the link
margin 1s set at 12 dB. Based upon the rain-rate map. elevation
angle. detailed attenuation calculations. etc, the fraction of the
year that the 12 dB margin is exceeded i1s calculated as a
tunction of geographical location The estimated availability over
an average year is one minus this value. Contours of constant
avarlabihty are calculated and plotted as shown. As expected. the
avallability tends to be worst at the lower elevation angles and
where the rain-rate probability is highest
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The initial experience of over one year of operation of the
Fleetsat EHF Package (FEP) (20/44 GHz) showed that in .ain
region D, the availability seemed to be actually better than the
predicted. The conclusion seems to be that the earlier
predictions are pessimistic.

7.3 FREQUENCY BANDS

The available choices are UHF, SHF and EHF. The higher bands
that have been allocated for the military but not utilized should
also be evaiuated for future systems, but are not comr.ented on
here. The UHF band is likely to be fully occupied by national
systems, in the time frame of interest. It is assumed that any
NATO requirements could be met by sharing those systems. The
remaining two bands, SHF and EHF, should both have a role.
The basic trade-off will be the enhanced AJ protection of EHF
versus the value of installed SHF assets. Since the added AJ
protection is of most value to small mobile terminals, it seems
natural to fet EHF serve the bulk of those needs in the next
generation system. The large terminals, are nct so
disadvantaged in EIRP relative to the jammers as are the small
mobile terminals. Their natural role would seem ta be continuing
to provide the high rate trunk line services fci the remainder of
their natural lives.

Eventually these high rate services too would transition to the
£.3F Dang 127 12asons of wicieased Ad and spectrum crowaing
The question that will face the planners in the time frame of
interest is whether the time is right for that transition. In other
words, should one continue to put SHF assets into orbit. which
will prolong the trans.;.on, or should one begin replacing SHF
with high rate EHF in orbit. That decision will probably be
economic ariu the resuits cannet be anticipated at this time For
the foreseeable future it would seem to be SHF for high rate and
EHF for : ~ 44 mebile.

Frequency allocations for military SATCOM and some other
military systems uir to 40 GHz are given in Table 7.1. These
allocations have been agreed among the NATO nations through
the Allied Radio Frequency Agency (ARFA)}. In fact. ARFA has
also allocated frequency band for military SATCOM at higher
frequencies up to 50 GHz: Table 7.2 summarises the EHF military
SATCOM allocations and indicates the status of each. 1e
whether shared or exclusive

At frequencies above 50 GHz a number of frequency bands have
been allocated to SATCOM by the ITU As yet. however., ARFA
has not decided which of these will be “earmarked” for military
use The frequency bands which have been allocated by the {TU
to SATCOM at higher frequencies in the range 54-300 GHz are
indicated in table 7.3. It should be noted that all these
higher-frequency bands are shared between SATCOM and other
services.

Use of the EHF SATCOM allocations in the range 50-300 GHz
may be feasible in the timescale of interest. Reasons for
exploiting these frequencies could include the avoidance of
congestion, improved A, J due to the large bandwidths available
and reduced probability of intercept due to even higher levels of
atmosphenc attenuation than that at 44 GHz While increased
attenuation can be beneficial for LPI. it must not be so great as to
require impractical EIRPs from mobile terminals Thus it will be
necessary to exploit "'windows" in the absorption charactenstic
such as those at 94 and 240 GHz (see Fig 7.6). It can be seen
from Table 7 3 that SATCOM trequency allocations exist close to
these absorption minima

Frequency bands allocated to inter-sateilite links tead to
correspond to absorption peaks. making such links less
vulnerable to jamming from the ground. However therr use will
have to be considered carefully vis-a-vis optical links because of
the threat from spaceborne jammers
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7.4 INTERFERENCE AND NOISE
7.4.1 General Consideraticns

A major factor that needs to be considered at an early stage in
the pilanning of any future SATCOM system is that mutual
interference between the proposed system and other systems,
both SATCOM and non-SATCOM, must be kept to an acceptaile
level. This factor is particularly important if use of the
Geostationary Earth Orbit (GEQ)is proposed, since the number
of satellites (existing and proposed) in some portions of the
geostationary arc-in particular that portion which has good
visibility from western Europe- is already reaching saturation
point in many of the frequency bands of interest. This is clearly
illustrated in Fig 7.10 (a) to (d). ltis to the noted that a majority of
stot allocation refer to satellites not in orbit but being planned.

For the past 20 years internationally-recognised regulations have
been in force to ensure that when a new satellite system is
brought into use the danger of unacceptable interference to or
from other systems will already have been eliminated. This is
achieved by restricting signal levels in accordance with certain
rules and, where necessary, negotiation with the administrations
responsible for potentially interfering systems. The regulations
have been drawn up with a view to making efficient use of the
available spectrum while having regard to the practicatities of
satellite and earth statton design. These princ.ples are set out in
detail in a report of the International Radioc Consultative
Committee (CCIR) [7 13)

A very large propotion of the spectrum available SATCOM has
been allocated on a shared basis with other services, in particular
the terrestrial fixed and mobile services. Thus the avoidance ot
interference to or from terrestrial links-for example point to poinit
radio relay-1s just as important as the avoidance of mutual
interference with other SATCOM systems

The definttion of what constitutes an acceptable level of
interterence will depend on the types of modulation used on both
the wanted and the interfering links. Performance criteria for a
variety of communication links, both satellite and terrestrial have
been laid down by the CCIR.From these, interference criteria for
the different ink types have been derived These are contaned in
a number of CCIR recommendations.both for interference
between SATCOM system (7.14] and interference to terrestrial
hnks {7 15-7.17}. In general.interference fromy all sources
incluaing internal sources) should be considered.but in many
cases 't :s adeguate to cangider only "single-entry” inerterence
from a single, predominant source

7.4.2 Interference Between Satellite Systems

Possible nterference paths between satellite systems are
illustrated in Fig 7.7 . There are two distinct cases to take account
of ‘That shown in Fig 7 7 (a) wher2 the twe systems have uplink
and ‘or dowlink frequencies in common.and that shown in Fig 7.7
(b} where the unlink frequency band of one system coincides
with the downhnk flequency band of the other The situation
shown in Fig 7.7 (a) 1s perhaps the most common and has been
retevarn ior NATG in planning the NATQO Il and NATO WV
SATCOM systems However the situation shown in Fig 77 (b)
can also occur. For example in the band 8 025 -8 4 GHz which is
used for SATCOM uplinks by NATO but which 15 also available as
a downlink band for earth resources and meteorclogical
satellites

The procedure to be follewed for ensuring compatibiity with
other systems in the cases shown in Fig 7 7 is laid down by the
International Telecommunication Union (ITU) in Arhicles 11 and
13 of their Radio Regutations [7.18). The process 15 illust:ated in
Fig 79 It consists of thren phases advance publication
coordination and notification At least two years before the
planned in-service date of the new system advance information
is sent to the Internationl Frequency Registation Board (IFRB)

and published in their Weekly Circutar. Other administrations
who believe the new system may cause mutual interference have
four months to respond. In consideration of these responses the
IFRB then publishes a Coordination Request. naming those
adminrstrations with whom coordination is deemed necessary
and including the additiona!l data required for coordination
Bipartite meetings take place between administrations at which
pr.ssible interference levels are evaluated in deiail and
agreements reached as to how these can be made acceptable.
When these negotiations have been saticfactorily compieted the
IFRB is notified. All the evidence from the parties involved is
examined, and if the IFRB is satisfiedwith the result details of the
proposed new system are entered in the IFRB's Master Register.

A simple method of determining whether or not coordination is
necessary is laid down in Appendix 29 of the Radio Regulations
This establishes a 4 % increase in the noise spectral density of
the affected system as the citerion. In the case shown in Fig 7.7
(a), the increase is the sum of two components. one from the
downlink of the interfering system as received through the
sidelobes of the receiving satellite ground terminal (SGT). and
one from the uplink of the interfering system. receved at the
satellite but referred to the receiving SGT taking account of the
transponder gain and the downlink path loss. In the case shown
in Fig 7.7 (b). only the interference path between sateliites need
normally be considered. but again the increasz in system noise
15 referred to the receiving SGT taking accout of the transponder
gain and downlink path loss. in calculating the interfering pcwer
density levels a reduction factor ot up to 4 may be inctuded to
take account of differences in polarization between the tv.0
systems

Itis not necessary to know the detailed sidelobe structures of the
earth station antennas in establishing the need for coordination
A “reference antenna pattern” has been agreed for this purpose
[7 19). The pattern has the form G(&) 32- 25 jog & dBi for
angles between 1" and 48 ' from boresight. and G --10 dBi for &
greater then 48

The IFRB's advance publication of a proposed system will
contain enough information so that. using the reference antenna
pattern. another adminstration can determine whether the 4 %
threshoid is exceeded and hence if coordination will be
necessary

7.4.3 Interference Between Satellite Systems and Terrestrial
Systems

Whereas mutual interference between satellite systems s
normaily calculated on a “single entry’ basis. 1e where each
interference source is assessed in isolation. this is not practicable
in the case of interference between satellites and terrestnal radio
systems, because of the very large number of transnutiers and
receivers that may simuitaneously fall within the satellite s teld of
view Aiso. an individual terrestrial transmitter will normaity be
within line-of sight of many satelites on the geostahonary arc
The approach to minimusing interference in these cases has
therefore been to restrnict the EIRP of both satellites and terrestrial
stations in certain critical directions.

Interference paths between a satellite system and a terrestrial
systerm are illustrated in Fig 7.8

In the case of potental interference to geostationary satellites
from terrestrial transmitters. Article 27 of the Radio Retulations
apphes. This indicates that ./here practical terrestnal stations in
shared bands below 10 GHz that have a maximum EIRP greater
than 35dBW should ensure that their peak signal directions
maintain a separation of at least 2 from any point on the
geostationary aic In shared bands between 10 and 15 GHz the
restriction applies to stations with a maximum EIRP greater than
45 dBW, and the minimum separation is raduced to 15 No
restriction applies in shared bands atove 15 GHz




Terrestrial stations in shared bands below 10 GHz that cannot
satisty the above recommendation can transmit towards the
geostationary arc provided their EIRP within 0.5 of the arc does
not exceed 47 dBW and that their EIRP at an angle a to the arc
does not exceed 47 + 8(a - 0.5} dBW, where a is in the range
05 to15”

Moreover, Article 27 limits the maximum EIRP of terrestrial
stations in the shared bands to 55 dBW. and also limits the input
power to the antenna to 13 dBwW below 10 GHz and 13 dBwW
above.

Article 27 was modified at the 1979 World Administrative Radio
Conterence (WARC '79) to inc'ude frequencies above 15 GHz.

The reverse situation. where satellites potentiafly interfere with
terrestrial receiving stations, is considered in Article 28 of the
Radio Regulations. This specifies the maximum power flux
density. measured at the surface of the earth, that is allowable
from a satellite seen at a given elevation. Different limits apply in
diffe.ent frequency bands. The limits are summarised in Table
7.4 The primary mtention of the regulation is to minimise
interference to iine-of-sight terrestrial links. However, in the
25-2 69 GHz band interference to tropospheric scatter Iinks is
also a potential problem. Here each case must be assessed
nidividually, with a view to limiting the intertering signal to a
raximum of - 16dBW in any 4 kHz at the recever input

Although the frequencies considered in Article 28 do not extend
beyond '3 7 GHz. WARC 79 agreed to adopt the values for 17 7
- 19.7 GHz for specific bands between 31 and 405 GHz. as an
interim measure. Frequecny bands above 40 GHz are considered
in a new CCIR Draft Report [7 20} which recommends limits
some ‘0 to 20 dB higher than those which apply telow 40 GHz

Restnctions also appiy to the EIRP of satellite earth stations in the
direction ¢f the hornzon. with a e to mimmising interference to
terrestnal hrks These restrictiorns are also set out in Article 28 of
the Mac 3 Regulatons The maxwmum permitted BERP depends
~ctonly on the trequency used but alsc ¢n the eieviticn of the
Ronzen as measufed from the SGT site Where the elevation is
zero or negathve e macmum £'77 5 40 dBW 0 any 4 kHz
shared bands peiow 15 GHz and 64 dBW in any 1 MHz in shared
vands above 15 GHz. For elevations = of the horizon betwaer [
ard 8 7 the maomum permitted EIRP s 40 4+ 33 dBW ooy 4
iz peiow 15 Gliz and B4« 3 IBW n any 1 MMz abose 15
G-z Moorestrchons apply when tre elevation of the honzan
a«ceeds 5

There s flex.u ty in tha regulations 1o the extent that EIRPs up 12
‘0 oT mgrer than those stated ™may be alowed However if the
SGT 1. ssible across A natoral boundary the neighbou'ing
natons agreemer !t will he reqipicesd in this case

Caspir2 the abnve precautiuns coc d.raton wili stii be requred
on acase by case basis wher terresti al stations have less than a
teftain g geograp' cai sevaratan from $0GTs WARC 7t
adepted o metrad of drawing a conrdinatior contour  around
ar .7 such that erretsrial staton, w thin the contour would
eguire coordination whereas those outsde would not The
metrad was sub.equently refined 1ot frequenties below 40 Griz
ard s pubhshed as [721) kxtensior. of the methed to
freq encies above 40 Gz s discussed (7 20] 1t shou'd he
ot th ot at these trequencies the coordination contour S kely
2 nhe much sMianer beciuse nf ncreased  atrogsphend
‘oases-less than o wrn radis outside the maw beat and
hetween S0 and 150 km winine the bean dependiig an the
elesaton angle

7.4.4 Summary
Mutua' intesrerence between SATIOM systerns and icte lerence

beiwsen SATCOM and ‘errestral systems places lundarmentay
hrmtatons on the radiation ~haractensts 2 af sate!ltes and

SGTs, and on the locations of satellites around the
geoststationary arc However internationally-agreed
mechanisms are in force to ensure that all new systems are
properly coordinated with those already in existence or planned
Standards also exist for the maximum tolerable interference
levels for a variety of modulation and access techniques The
regulations are currently being extended to shared fiequency
bands above 40 GHz

Observance of the regulations should provide NATO SATCOM
with adequate protection from mutual interference probiems. at
least in peacetime. However. the protracted nature of the
coordination process and the increasing demand for a very
limited resource make early declaration of a future SATCOM
system essential, particularly if NATO proposes to continue using
the geostationary orbit

7.5 COUNTERING PROPAGATION EFFECTS
(Adaptive Control of Satellite Resources)

An area which requires detailed study concerns control of the
satellite communications network. The tendency of moving to
higher frequencies to meet expanding demands esther for
capacity or antijamming capability. accentuates the importarce
of the network control This is considered bellow

The planned use of the frequencies in the EHF band raises the
problem of how to cope with random deep fades {as distirct
from those that are predictable such as those occurning at so.ar
conjunctions) in the order of 15-25 dB that tygical hnks w
experience due to weather etfects In SATCOM systems
operating at frequencies below SHF, this problem s soived b,
having a fixed link margin nrot exceeding 6 dB which s
considered affordable This same method cannot obviously be
used for systems which experience very deep fades Site
diversity is being proposen ior (,.al Systems which. however
entails in addition to extra inveciment in the ground segment
and ‘n satellite resources, the requiremient for charactensaton ¢f
the local chimate

Another technigue to overcome the etfects of deep fades would
invoive adaptive on-board distnbution cf satellite resources in
response to channing hink poweis This would require suitabie
fading sensors. on-board processcrs and or a duplex control
link to network controf facilities on the ground. and certain
adaptive elements exercising the allocation of satellite resources
Within the last area considerable progress has been made in
recent years. resuiting in useful muitibeam antennas (MBA's) and
muttmode TWTA s allowing apportionment of the sateilite s
perme power among ditferent groups of downlinks

Several different strategres of control can be de.ised

Allocation of sateilite resources to ate e ks
proportion to their fading depths rather than equal
division of avaitable resources among such hirks

Levying of satelite resources trom unattecten  nwn .o
proportion to thew excess margins rather thar apply, =g
identical margin reductions o all unaftected n-es
Comprnation vith 3 demand assignment protoro o
ensure enuitable protection of most active Hinks
Comtrnation with other types of on board edu ng
eg «jnal demodulation-rermodulation 10 optmiie up
and do ~n hnk ansmissinn parameters separately

itis recormmended thal satelhte processed resource adaption be
mveshgated as A possibie remedy  aganst the  serous
environmenta effects 1n the EMF band In addimnon 10 sutatie
satethte technoiugy ‘eg MBA and wide dyramil rasge
muttimode TWTA i this approach to network contiol requires
caretil atsescment of the impact on overall cystem gupects hke
multiple access metnods ot shaneg and network topology
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Fig.710(a) UHF satellites in geostationary orbit
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Fig 710(h) SHF satellites in geostationary ortit




Al

SKYNET (UK) 1 W {44 GHz)

TOR(USSR) 3 W

MILSTAR (US) 9 W /7 MILSTAR (US) 14 W

UFO (US) 186 W

GOMS (USSR) 18 W (20 GHz)

TOR(USSR) 17.5 W

GOMS (USSR) 18 W (20 GHz)

TOR(USSR) 19.5 W

FLT-B{FEP}FLT-C(UFO) (US) 22.5 W
(USSR) 28 W

TOR(USSR) 1E ————

MILSTAR 4 E
SKYNET (UK) 8 E (44 GHz) \
SICRAL (ITALY) 18 E——— TOR(USSR) B E
MILSTAR (US) 19 E TOR(USSR) 12
SICRAL (ITALY) 22 E JOR(USSR) 18 €

TOR (USSR) 23 E
TOR (USSR) 27 E
FLT-C(UFO) (US) 28 E

= TOR (US
MILSTAR (US) 30 E TOR (USSR) 26.5 W
T et ~— EAST | wesT—» g e
TOR (USSR) 40 E DSCS IV (US) 39 W
TOR (USSR 45 E / TOR (USSR) 49 E ATORS (US) 41 W (20 GH2)
SR s ey oL o
pscs| s ATDRS (US) 48 W (20 GHz)
TOR (USSR) 88 E EUROPE ATDRS (US) 82 W (20 rthz)
o e o2t MID EAST ATLANTIC MILSTAR (US) 68 W
ToR ;ruoss;g ¢9 73555—/ 1.0. “~—— FLT-B(FEP) (US) 70 W
£LT-BEP), UFO (US) 72 E ATDRS (US) 79 W (20 GHz)
UFO(US) 78 € ‘
GOMS (USSR} 78 € (20 GHz) ]
TOR (USSR) 85 E CONUS MILSTAR (US) 90 W
MILSTAR (US) SOE |
in AN
i SEA \_
\ "— FL¥-B(FEP), UFO (US) 100 W
TOR (USSR) 128 E———\ AUSTRALIA HAWAII
N N — UFO (US) 105 W
TOR (USSR) 130 E 3 \
MILSTAR (US) 133 € - - DSCS IV (L3) 109 W
\ — MILSTAR (US) 120 W
N\ PACIFIC
. FLT-CIUFO) (US) 145 w
“eq MILSTAR (US) 148 W

MILSTAR (US) 150 € -—7/
MILSTAR (US) 182 ~—
0SCS IV (US) 185 ——_ _

GOMS (USSR) 188 E (20 GHz) ~—

TOR (USSR) 170 W

~——— ATORS (US) 171 W (20 GHz)
~— ATDRS (US) 174 W (20 GHz)
FLT-B(FEP), UFO (US) 172 E

—_ us) 177
MILSTAR(US) 177 5 E UFO {us) w
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Table 71

Airborne radio and navigation systems and their frequency bands

CONVENTIONAL JAMMING RESISTANT
40 GHz 40 ] UPLINK EHF SATCOM
(FUTURE MOBILE)
UPLINK EHF SATCOM
(FUTURE, STATIC)
20{] DOWN LINK EHF SATCOM
(FUTURE)
10 GHz _]
] UPLINK SHF SATCOM 8 {] UPLINK SHF SATCOM
] DOWNLINK SHF SATCOM 7 |] DOWNLINK SHF SATCOM
1GHz _| JTIDS/ERCS/MIDS
DATA/VOICE
TI-—
T
400 MHz—4— UHF MIL G/A A/A SATCOM HAVE QUICK G/A, A/A
VOICE /DATA (2.4 kbps) VOICE
225 MHz_r_ 4
——
176 VHF MIL/G/A
44136 VOICE
118
100 MHz
76 -4.—‘
COMBAT NET RADIO COMBAT NET RADIO
(VOICE) G/G + A/G (CAS) (SINGCARS JAGUAR)
G/G + A/G (CAS)
30 MHz -ﬁ
HF RADIO FOR
STRATEGIC COMMUNICATIONS G/G | LINK Il C (FUTURE)
aND G/A
MARITIME TACTICAL
COMMUNICATIONS S/S S/A
10 MHz _|
VOICE DATA (2.4 kbps)
FAX
2 MHz _4_]

NAVIGATION

| 13 GHz Doppler Navigator

Radar Aiimeter

—

NAVSTAR 1227/1575 MHz

TACAN/DME
JTIDS (REL/NAV) IFF MkX Xil.XV

] 328-336 MHz (VOR)

] 108-118 MHz (GLIDE)

14 kHz OMEGA
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Table 7.2
ARFA allocations for military SATCOM at EHF

Freq. (GHz)| LinkType Terminal Type Status
20.2-21.0 downlink Fixed & Mobile Exclusive military band
30.0-31.0 uplink Fixed & Mobile Exclusive military band
39.5-40.5 downlink Fixed & Mobile SATCOM allocation shared
with civil
43.5-455 uplink Mobile SATCOM aliocation is
exclusive military
50.4 - 51.4 uplink Mobile SATCOM allocation shared
with civil
Table 7.3

SATCOM frequency allocations 54— 300 GHz

Freq. (GHz) Link Type Terminal Type
54.25 - 58.2 ISL -
59 - 64 ISL ~
66 - 71 up or down (?) Fixed & Mobile
74 - 755 uplink Fixed
81 - 84 downlink Fixed & Mobile
92-95 downlink Fixed
102 - 105 downlink Fixed
126 134 ISL ~
134 - 142 up or down (7?) Mobile
149 - 164 downlink Fixed
170 - 182 ISL -
185 - 180 ISL -
180 - 200 up or down (?) Mobile
202 - 217 downlink Fixed
231 - 241 downlink Fixed
252 - 265 up or down (?) Mobile
265 - 275 uplink Fixed




Table 7.4
Maximum satellite power flux density levels in shared bands

Freq. Band (GHz) Max. Power Fiux Density at Earth’s Surface 1
2.50-7.75 -152 dB (W/m2) in any 4 kHz
8.025-11.7 -150 dB (W/m2) in any 4 kHz
12.2-12.75 -148 dB (W/m2) in any 4 kHz
17.7 - 19.7 -115dB (W/m2) in any 1 kHz

(i) Satellite elevations below 5°

rFreq. Band (GHz) Max. Power Flux Density at Earth’s Surface _‘\
2.50 - 2.69 -152 + 0.75 (6 - 5) dB (W/m2) in any 4 kHz
34-775 -152 + 0.50 (6§ - 5) dB (W/m2) in any 4 kHz

. 9.025-11.7 ~150 + 0.50 (§ - 5) dB (W/m2) in any 4 kHz |
122.12.75 148 + 0.50 (§ - 5) dB (W/m2) in any 4 kHz |
17.7 - 19.7 -115 + 0.50 (§ - 5) dB (W/m2) in any 1 MHz

(i) Satellite elevation where 5 6§ < 25 |

r T T o T e

Freq. Band (GHz) Max. Power Flux Density at Earth’s Surface '
o
| 250-269 | 137 dB (W/m2) in any 4 kHz ‘

34-775 - 142 dB (W/m2) ir any 4 kHz f
8.025 - 11.7 ~-140 dB (W/m2) in eny 4 kHz ‘
12.2-12.75 - 138 dB (W/m2) in any 4 kHz
17.7 - 19.7 - 105 dB (W/mZ2) in any 1 MHz

|

(i) Satellite elevations above 25 .




CHAPTER 8
TECHNOLOGY REVIEW
8.1 DEVICE TECHNOLOGIES FOR SIGNAL PROCESSING

8.1.1 Need for New Technologies

Military trends suggest a growing need for complex and
comprehensive space borne communication link. To provide
such a tacility in what is an increasingly hostile operational
environment demands a significantly different type of satellite
communications system from those currently in service, and
changes in the way the space and ground segments of the
system are utilised.

The vay in which military satellite communications systems will
evolve in response to these demands can be viewed at the top
level in terms of the type of operational features future systems
will need to incorporate to fulltit! the role demanded of them. The
principal t,pe of developments envisaged are listed below.

a) Higher frequencies of operation with utilisation of the
larger available bandwidth for higher rates of data
transfer

bj A considerable increase in the use of special waveforms

and transmission and coding techniques to minimise the

detection interception and disruption of cormnmunications
by hostile torces.

Considerably greawer reliabiily. pius intelligent failure
management designed to minimise the operational
impact of onboard maffunction ar~ ‘ar damage

o

d) A move towards simpler and more mobile ground
segments requiring significant increases in the levei of
satellite autonomy with regard to activities such as orbital
maintenance, onboard houskeeping, user location an
interfacing. signal regeneration and switching and
routing

More highly structured systems of satellite with the need
tor inter-satellite communications for both  network
management and data routing purposes

e

in general these changes will only be made possible by the
introduction of new technology. The purpose of the present study
is to determine what changes of the sort described above are
feasible 1n terms of available technology and projected
technological development. within a time frame extending up to
the year 2030

This particular contribution centers on those technologies which
are considered relevant to the fields of analog and digital signal
processing

8.1.2 System Changes

The chanqes in system utilisation and operational capability that
are reeded to satisty changing operational requirements, to
improve reliability faults tolerance. to resist active exploitatation
and disruption can be expressed as a set of features that a future
system would bte expected to incorporate. These are
summarised below

- Higher freqencies of operation making use >t larger
available bandwidths for higher data transfer rates

- New data 'voice coding and data compression techniques
to make optim al use of available bandwidth

- Increased use of special waveforms and transmission and
coding techniques to minimise the detection, interception
and disruption of communications by hcstile forces.

- Increased use of active antennas to minimise the etfects of
jamming by employing nuliing techniques

- Data tusion capabilities to reduce pilot workload

- Low level functional redundancy designed into the system
which can be utilised during operation to reconfigure the
system in the event of failure.

~ intelligent system and failure managemeant capability

- Modular construction to enable oimple maintenence
concept to be applied

a) Associattd System Functions

In an attempt to translate these operational fea.ures into
technological terms it is usetull to first consider a possible set of
functions for the system being considered. These functions used
in conjunction with the predicted trends physical constraints
which apply may be used to identify candidate devices and
techniques

Listed below are a set of system functions consistent with the
operational features described in the introductory section

Initial filtering /preweighting
Low noise amplitication
Antenna switching

. Hopping/dehopping
Frequency conversion
Multiplexing /demuitiplexing

. PN spread spectrum processing
Digitisation
Bit interleaving / deinterleaving
Error interleaving coding /decoding
Data compression
Switching and routing

TxXT TGO o a0 o

b) Partitioning of Functions in Terms of Signal and
Processing Parameters

Two primary sets of factors which determine the type of
technology which is necessary at the various points in the
caommunications  signal  path  are  frequency/bandwidth
considerations and the degree of speed, complexity and
flexibility of the required prc-essing facilities

The envisaged system would have operational frequencies in the
EHF-Band and may wish to utilise the full bandwidth a.zilable at
these frequencies. In addition advanced antijam and coding
techniques, complex routing and highly autonomous operation
would demand particularly powerful and in some cases
confficting signal processing needs

High frequency operation presents considerable difficuities at
both the device and circuit fevel because of the problems
associated with noise, parasitic effects and the varous losses
which become significant at these freqencies. Thus early down
conversion to an intermediate or baseband frequency s




necessary for efficient performance

The conventional method of down conversion using mixers and
frequency synthesisers is still the method generally empioyed.
but work 1s being carried out in the area of tranverse filters using
SAW and CCD aevice in an effort to develop 2 means of direct
baseband extraction by filtering rather than mixing. The current
status of these activities with regard to a possibie SATCOM
application is not known

The other priority because of the possibihties 1t offers for high
speed. flexible and controllable signal processing. is to carry out
as many of the signal processes as possible in the digital
domain. Although it 1S not certain at which point in the signat
path digitisation would in fact occur. It is considered that as listed
the processing functions up to q) would be realised usirg
analog techniques However category (g) itself represents
something of a grey area. It would appear that although
microcircuit  technology is capable of processing spread
spectrum signais digitally the upper limit in terms of band spread
is relatively low because of the limits which currently apply in
terms of speed and resolution to analog - to - digital conversion
techmiques Devices in current development offer an upper it
ot 12 it cesolution which equates to a band spread of aroung
200 MHz Th.> may be inadequate for the sort of bandwidth
which will probably be utlisew for antijam and LPI purposes by
tuture Systems

Athough progress s being made i mproving the performance
of A1o D devices any potental benefits for front end processing
has been offset by a contiruing movement towards higher
frequencies and larger bandwidths, thus the limnting factor in this
cegard tends to reman This would indicate that a fuliy digrtal
communications system 1s not feasible with technology currently
-~ geveloprment and that these systems will certainly require an
utal frent end and some form of intermediate frequency and
araiag processing stages for semstime to come

However recent developimeant indicates that a perforimance
mprovertent 0 A 1o O otechniques up to '6-Dit resolution 5
‘aas.D'e coelgpment of current techmiques  and
r2asonable  circut bounds 5o it s
reasonab'e to assume that the digital boundry will graaually
adyance and embrace more of tre front end functicns

techngla

The er nsaged systery may therefore be regarded as o
three stages a high frequency fromt end. an interm
fregercy and  preprocessing stage  and a digital sig
processiry and routng stage

el
ate

8.1.3 Analog processing devices

inatunzaton technologies for analog devices cutiently
dered are e g

o Microwave  monohthis  wtegrated  crcuits  (MMIC:
tabricated n ‘he surface of semi-insulating GaAs waters
utiising  hinear MESFETs  alse HEMTs  and the
heterojunction bipolar transistors (HBT) Lasing on the use
of ALGaAs ‘GaAs heterostructures

e Thin film hybnd microwave integrated circuts (MIC)
fabricated on the surface of insulating subsrates such as
alumina. quarts duraid etc . utilising thin tim resistors and
capacitors. linear monolithic integrated circuit chips, and
passive microwave components interconnected with thin
fitm metal conductor patterns

e Advanced analog device technologies such as charge
coupled devices (CCD) surface acoustic wave devices
(SAW) and possibly magneto acoustic devices

The greatest promise for the type of analog microwave
developments listed above being brought to fruiten iz to

tabricate semi-insulating subsrate lil-V matena! using GaAs Early
attempts to construct monolithic microwa.e mtegrated circuts o
MMICS employed semi-insulating silicon resulting :n a very lossy
substrates due to the high ternperature diffusion processes The
excellent low loss properties of semi-insulating GaAs coupled
with t3 good performance at frequencies above 5 Griz holds
significant promise tfor a true monaohthic realisaton of Ciil system
front end

It is expected. that future systems will combyre very-high-speed
d.gital logic and analog microwave front-end circuitry on the
same Gaas chip to achieve high-speed signal processing
functions

It may be menticned that materials such as indium phcephide
indium gallium arsenide and to some extent superconductive
materials are considered to play a role in the development f
high efficiency and low noise components for the use at
milimeter wave frequencies

The area of applications for MMICs includes system functions
such as mixers. switches, multiplexers. A D-military converters
power splitters, attenuators. low noise ampltiers. oscillators et
in front-end of many military electronics systems Sing
advantages can be achieved by incoipcrating passive mice
components such as couplers SAW filters combiners o B
tranzmit recewe switches etc along with actve miciGez.e
: nenets such as low noise amphfiers oscillators 1F strips
AT cwcuits etc on a common monohthic chip Ing
performance i3 achieved throigh the minimisatic
‘oterconnect  mismatch  foses Interconnection be
snale-device chips and passive ctrouity and adjainirg suzsrate
not o'y mit performance by reduring bandwidth ac a result cf
assocated parasitics. but are labour inten and less rehiable
The monolithic approach integrates nferccrnrect
chip area and allows only the 'ess critizar ircuit performa
functions to be wred bonded at the perphery of the 10 om0
interconnect MiniMisation redures Jost because wire hodiig
one of the more time consuming and ta.dure prane oo
the fabrication process Integration of muitfunction circu t, o7 a
common Gads chip will resuit in hugh density mizrewave
microcircuits which will help to halance the effect of eve:
increasing system complexity in terms of the resyiting size
weight, power and costs

al Current MMIT Frogram

Most of the current developmrent in the area of MMIT = reg
carned out in reiation to a US DoD technology piogra™ This was
natituted in 1987 when it was discovered that there was little
existing development of this type of mucrewave and military

systems operaung at these frequencies

The MMIC program consiaty of four phase: Three
phases run consecutively over a planned perod of ab
(ena 1993) Prume contractors of the program ire at ieust 1€
companies The program aim is to revelop a range ©f standard
monolithic mithmeter and microwave dev.aes S0 tar devces
already commercially avallable. the costs per un.! are inie~ded to
minimize by establishing more efficient techmques and faciities
for large scale production Other circurts and subsystems which
at a more embrionic stage of developimerit wiii sinvlarly bereft
from assistance available from the MMIC prograrm to bung tham
to maturity In all cases the emphasis has been placed on the
aevelopment of those products which are regarded a: being
most vital to military systems both for upgrading current
systems and those planned for future development

Galtum arsenide 1s the primary material emplioyed in the MMIC
development program. because it is the most commonly
avadatle material that possesses the properties essential for hugl
performance and high efficiency operation at frequencies abave
6 GHz




b) Future Expectation

In the time period 2000-203C a wider range covering 20-50 GHz
can be expected to be available and appiications to the
transmitter /receiver elements of distributed phased arrays can
be assumed. This will lead to reduced size, mass, and power
consumption of SATCOM sateliites, leading to lower launch
costs. The life time of such satellites will atso be extended as a
result of the greater inheront reliabslity of the MMIC elements

8.1.4 Digital Processing Devices

Different digital system functions demand different processing
charactenstics for their realisation.Function occuping relatively
early in the signal path and as such demand high data
throughputs for the necessry real time operation.Qther functions
operating further down stream or not directly on the signal flow
may require features that for example enable large quantities of
data to be manipulated concurrently but without the same critical
speed requirement.

It is normally the case that functions which demancd high data
throughput rates raquire structured processing architectures with
simple and fixed data paths. In contrast functions which require
that complex arithmetic or logic operations be applied to large
and possibly varying fields of data need a complex and flexible
processing structure in which a measure of speed may be
sacriticed to archieve complexity and flexibility

n the genaral field of processing technology development is
being direcied to satisfy the particular needs associated with
both very high speed processing and caces where processing
complexity and nexibility is of more significance. Most of these
activities follows from. or are dependent upon current efforts to
scate down the teature size of the primary devices. Reducing the
overall scale of these primary devices proportionally increases
their speed of operation and similary permits more of the devices
to be fabricated on a single chip.Thus the benefits of this
reguction in feature size is a potential improvement in speed and
complexity #* 1 circuit level However this scaling up of the chip
introduces latency due to the effective increase in length of some
device interconnects so circuit planning becomes more critical

This reduction in feature size is the principal factor behind the
develepment of very large scale integrated circuits (VLSI) and
simiar activihes aimed at producing very high speed integrated
{VHSIC) circuits In the latter case the increase in device speed
offered by mintaturisation is further enhanced by reducing the
potential packing density which (s available, so that the devices
can be driven harder without breat down occuring and
overheating becoming a problem. Higher speed at device level is
also offered by the use of new materials the principal one of
which is gallium arsenide (GaAs), but these are stili
comparatively new area of development and the long established
materials, in particular silicon, have yet to be matched tor all
round pertormance and the clear indicatation is that there is still
turther improvements in circuit performance to be gained by
turther development using these materials

The other areas of activity in the field of digital signal processing
are either part of the fundamental process or are only made
feasie Dy virtue of the availabiity of VLSI and VHSIC
microelectronics activities which fafl into these categories are
listed below

o Microminiaturisation of digital microelectronic integrated
circuit technology.

« New design philosophies. methods and computed aided
design aids to deal with the vast increases in complexity
New circuit archtectures.

« New software to take advantage of changing architectures
and increasing use of parallel structures to increase
£ .2 ~essing speed

« New algorithms which simplify and reduce the number of
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operations required for various common processes

Some of the progress being made in the field of digiai
microminiaturisation technology is summansed below

a) Microminiaturisation Technologies

- High speed digital monolithic intergrated circuits
fabricated in the surface of bulk silicon waters utilising
NMOS.CMOS and bipolar transistor technology

- Very high speed digital monolithic circuits fabricated n
the surface of GaAs waters utilising schottky metal gate
field effect transistors MESFETS and Schottky diodes

- Very high speed digital thin film hybrid micro circuits
fabricated on insulating substrates utilising the same thin
film photolithograph technology as used in the fabrication
of MICS. But instead of analog microwave components
high speed digital microcircuits which operate in the
Gigahertz range are used

b) Design Trends

There is an increasing use of standard cells techniques in the
development of integrated circuit which allows the designer a
considerable amount of freedom in optimising circuit placements
for a particular application customised chips. Libraries of
standart cells are being built up which should give the desig.er
increasing scope to apply this technique. However for military
applhcations where performance is paramount and overheads
more of a secondary consideration it is considered that there will
continue to be a strong bias towards customised devices

There is an increasing use being made of CAD;CAE facilities in
conjunction with structured design techniques which allows a
single engineer to carry out all the tasks required to design a chip
and to verify performance using simulation techniques

c) Processor Architectures

Architecture can be coasidered in terms of hardware. functional
and software structures The trend would seem to be to align all
three aspects more closely so that the fundamental building
blocks in all three cases are closely refated.

The basic tunctional architecture uses a single instiuction single
data stream (SISD) arrangement. This can be enhancec by
pipelining which permits the simultaneous execution of certain
instructions. Further improvement in processing speed can be
gained by using what 1s refered to as the Harvard architecture
which uses dual buses, one for data and one for instructions
This provides a 100 % improvement over tha hasic SISD
configuration. Reduced instruction set (RISK) machines which
provide more on chip registers and eliminate little used
instructions as a means of boosting processing speed are a
recent development. They can be pipelined to further boost their
processing speed. So significant improvements are possible
using what is basically a SISD architecture but problems still
arise because of the inherent bottleneck which exists.

To overcome the inherent problems associated with SISD
topology attention has been turned to varnuus categories of
interconnected multiprocessor architectures some of these are
listed below.

- Muitiprocessor systems with loosely coupled network
topologies
Tightly coupled systolic array topologies

- Multiple process muitiple data stream topologies

The introduction of paraliel processing structures requires that
changes be macie to the way in which the system is controlled and
also the type of imeniry i cides w cemtraficad dietdhotad oo 0




d} Algonthms

In the general fieid of digital signal processing the fast fourier
transform (FFT) butterfly is still 20 years after conception the
computational kernel of current real time signal processing
design

Alternative computational algorithms have been developed and
promise improvement in speed and simplicity of implementation
by reducing the multiplication burden of standard processing
functions (eg convolution) and discrete founer transforms

Alternative techniques include the use of:

- The Winograde discrete fourier transtorm algorithm
- Prime facter algorithms

- Residue number system transforms

- Muttiolierless filter algorithms

e) Mititary VLSt and VHSIC Programs

The DeD 's VLS! and VHSIC programs will include a range of
advarced microelectronic circuits for use n future military
systems for signal and data processing applications

ATVILT LAt guans

The programs principle obiectivee and
276 ws@Q veiow.

- Feature size: phase {1) 1.25 micron
phase (2} 0.5 micron

Functional throughput
phase (1) 5*10'!
clock)
phase (2) 1710'3gate Hz/cm2(100 MHz
clock)

ate Hz/em? (25 MHz

- Radiation hard, noise hard. uitra reliability

- minmimal size weight, power consumption and life cycle
costs

- Test and fault tolarence features
- Minimum non standard VHSIC VLS! parts requirement

At the chip and system architectural level the need for diverse
processing types has been identified varying from structured
vector and matrix processing to less structured scalar
processing. A number of categories of machine organisation
have been considered as part of the program tor application to
etructured  signal processing and also various pipelining
techniques, these inciude:

* Parallel machines

- Reconfigurable arrays

- Single instruction multiple data flow (SIMD) architectures

- Multiple instruction multiple data flow (MIMD)
architectures

* Pipelined machines

- Pipelined vector processors

- Pipelined arithmetic units
Software pipelining

- Systolic arrays

8.1.5 Development Trends and Limits

Since the the advent of the integrated circuit in 1959, the number
of devices that can be squeezed onto a chip has increased from
one to several million and as a restlt the madnrmeame: 7
.. 1eyialed circuits has improved by a factor of around 16 000

Increasing the raw performance of the basic digital signa
processors DSPs 1s not however the only objective simzlar efforts
are being expended to develop complementary technologes
such as memory chips. to investigate new architectures and
software SO as 10 optimise th2 processors tor the type of real time
operation that is now essential and at the same time provide a
maore flexible device for the user

In view of the above technologicai progress the question anses
as to how this will continue in the future. To evaluate this «t 1s
rnecessary to determine what factors constrain performance
improvement. To do this it is useful to think n terms of a
hierachy of limits. Five levels have been identitied they are

- fundamental limits.
- matenal limits,

- device mits,

- circuit limits,

- system limits

Additionally 1t 1s possible to view each ievel of the hierachy in
terms of both theory and practice. Theoretical limits are based on
accepted principles of science. whereas nractical iimits are
determined by such things as fabrication processes and
equipment.

a) Fundamental Limits

in theoretical terms the fundimentz! linuts are the estabhshed
laws of physics which by definition are independant of tie
material employed to construct a device. the design of the
device, the circuit in which it 1s employed and the system in
which the circuit is incorporated

Fundamental limits form the first and most general level nf the
above hieraohy Fundamental limits come from several areas of
physical science. For example. thermodydnamics shows that for
any semiconductor device the processed signal has to be
significantly stronger than the random statictical fluctuations in
the energy which oncur at a sub atemic level. These fluct ztiiac
impose a minimum switching energy which is temperature
dependent. Other fundamental limits stem from gquantum
m.chanics. and from electromagnetic principles or the velocity
of light.

b) Material Limits

Material limits depend on the chemical composition and
structure of a substance but not on the configuration of the
device itself. Several materials are now used to construct
semiconductor devices, but silicon is still by far the most
common of these. Several properties make it eminently suited for
this application, one such property being bandgap which at 1.12
eV is sufficiently large to maintain excellent semiconductor
properties over a wide range of temperatures around 300°K In
addition silicon is an abundant elemental semiconductor which
can be formed into almost perfect crystals, and its native oxide
(Si0,) is an exellent insulator suitable for integrated circuit
tabrication.

The dominance of silicon is now under challange because of a
need for higher device switching speed. As a consequence
attention is being centered in particular on gallium arsenide
(GaAs). In terms of current devices parameters GaAs is about 2.5
times faster than silicon. However as transistors are made
smaller this advantage may be offset by other material tactors
such as thermal conductivity. Silicon having 3 times the thermal
conductivity of gallium arsenide can be made into
correspondingly smaller devices which would tend to neutralise
the inherent speed advantage of GaAs.

c) Device Limits

The predominant device technology in digital electronics is




metal-oxide-silicon. This device is therefore the subject of efforts
at miniturisation as a means to boost performance. It can be
shown for example that by applying a scaling factor of s, the
packing density can be increased by a factor of s*s and the
energy consumed in each switching operation can be reduced
by a factor of s*s*s.

Given the tanefits which follow the scaling down process at
device level the question arises as to how far this process can be
taken. The limit is directly related to the minimum permissable
length of the MOFSET channel, this must be at least as the long
as the electron and hole free charge region. which in turn is
determined by supply voltage and dopiny concentration. On the
basis of the vatues which currentiv apply the minimum
theoretical channe! length possible is between 0.1 and 0.2
micrometer. Present MOFSET devices have channe! lengths
between 1 and 2 micrometers.

d) Circuit Limits

At a circuit level the above scaling down process carries possible
performance penaities. This is because reduction in device size
has been accompanied by an effective increase in the size of
chips which in turn increases the length of the chips long
distance interconnects. Aiso although device seperation
decreases at a local level there is an attendant increase in current
density which can lead to possible interconnect failure due to a
phenomenon termea electrormigration.

Also of significance at a circuit level is the determination of the
minimum supply voitage which supports logic circuit operation.
In this respect complementary MOSFET devices require a
remarkably low operating voltage of about 0.1 volt at room
temperature. A complementary MOFSET configuration also
results in the shontest possible channe! length of between 0.1
and 0.15 micrometer. These are two of the reasons for the
predominance ot complementary MOFSET technology

e) Sysiem Limits

The top level of the hierachy of limits is the system level. At this
level it is necessary to link all the lower ievel parameters to the
overall system architecture and packaging to determine what the
overall limiting factors are at a theoretical level.

From a practical perspective however the limits at this leve: can
be expressed in terms of three parameters. rrumimum feature
size. die area, and packaging efficiency. Minimum feature size is
the lateral dimensions of the smallest identifiable feature of a
MOFSET or a metal intarconnection. A prime example is the gate
legth of a MOFSET which is somewhat greater than the length of
the channel. There has been a drop in feature size from 2510 2.5
micrometers over the last 25 years. Hf this rate of reduction were
to continue feature size would be down to 0.25 by the year 2000,
which is only slightly greater than the theoretical limits which
were said to apply at a device and circuit level. it appears unlikely
that this historic rate of decrease will in fact continue it for no
other reason than the optical lithographic equipment used to
make integrated circuits has begun to reach the limit of
resolution which is determined by the shortest wavelength of
visible radiation.

Accompanying this reduction in feature size has been a similar
increase in die area This is normaily expressed as die edge.
Between 1960 and 1980 this has increased from 1.4 mm to 8 mm
at this rate by the year 2000 a die edge of 50mm woulld be
expected. However practical considerations should modify this
rate of increase and a realictic prediction would probably be
between 20 and 40 mm.

Packing efficiency as the term suggests describes the number of
devices which can be packed on a chip. In the early days of
device develnomeant orogres: in this area »ac ;apid. This has
3WDLGuu.tty SliCwed down and recent improvements have only
been gained as a result of such things as ingenious design,

augmenting the number of steps in the photolthographic process
and even building tliree dimensional devices

The combined effect of changes in minimum feature size die area
and packing efficiency has been a rapid growth in the number of
devices on a single chip. Despite the limits which have been
described and will ultimately determine the maximum number of
devices which can be fabricated, it would seeem reasonable to
predict that 1 billion devices will be faabricated onto a single chip by
the turn of the century.

In view oif the above technological progress the question arises as to
how this will continue in the future. Referring to the technology
forecast [8.1.16] it is expected that at the turn of the century processor
chips (DSP and CPU merged onto one chip) based on BICMOS
technology will be available with feature size smatler than 0.5 micron.
about 10 million transistors, performing between 100 and 200 MIPS
and 300 Mega FLOPs. This will allow the introduction of massive
parallel processing systems. Moreover, memory chips are forcacicd
containing 256 Mbits with access times between 10 and 20 nsec
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8.2 DIGITAL AND SAW TECHNIQUES FOR ON-BOARD PROCESSING

8.2.1 Processing Principles

Technology progress has made more elaborate on-board signal
processing possible. For civilian satellites, on-board processing
can be used 10 enhance the capacity of the satellite by improving
link budgets, by adjusting the antenna patterns and by making
satellite resources available on a demand basis in {generalized)
“switch-board in the sky" concept [8.2.1]. Military satellites has
an additional requirement for jamming protection. High-level
jammers have two adverse effects on the user signal, (1) the
jammer will interfere with the user signal and degrade the total
signal-to-noise ratio and (2} the jammer may load the satellites
downlink transmitter so that the remainig user’s downlink power
is insufficient to overcome downliink thermal noise, particular at
small SGTs with low antenna gain.

To counter interference (1) above, the users signal is "spread’
that is modulated by a code known only to the authorized
receivers which spreads the signal over a wide bandwidth
compared to the information rate of the signal. The jammer, not
knowing the spread code must jam a large number of
time-frequency cells thereby giving the user's transrnitter a
power advantage. The interference etfect may be combatted
on-ground or on-board the satellite. On-board processing is
required. however. to counter effect (2) above. The jammer is
rejected in front of the critical non-iinear downlink high power
amplifier thereby retaining more down-link power for the
authorized users. Aiso on-board processing is based on spread
modulation of the uplink signals. Two spread inethods are
common, (a) direct cequence wheie the signal is modulated with
a pseudo noise sequence kncwvn to the receiver and (b)
frequency hopping where the carrier frequency is changed
usually at a fixed rate but in an irnegufar pattern known to the
receiver. The discussion in the sequel will assume frequency
hopping because of its better performance in disturbed and time
variant propagation conditions (see Chapter 7) and its better
suitability to smal SGTs

Several combinations of the two methods may be possible. One
of the major interest of the Group has been to discuss the
evolution of the technological basis for AJ-processing on-board
the spacecraft. and how thic may make flexible AJ payloads
available to NATO in future. NATO has a particular interest in
flexible AJ processing because if several national AJ modems
could access the on-board processor, NATO SATCOM could
develop into a means of AJ communications interoperability
between the nations.

The critical components of an AJ system are the AJ receive
processor and the means used to obtain and maintain
synchronism between the transmitter and the receiver. The
spread of the signal over a number of time-frequency cells
require synchronism to put the authorized transmitter in a
favourable position compared to the jammer. The precision
required in synchronism depends on the duration of each cell.
For a wicct 3gryad system each element of the AJ code (a chip)
must be made short to give Ay ,.iC2%~n. Freauency hopping
aliows use of cells with longer duration (the frequency aweii
time) and hence less precise synchronization may be used. The
implementation of these two functions and methods to enhance
flexibility have been considered by the Group as the key topics of
on-board processing.

8.2.2 Processor Principles
To receive a frequency hopped signal a bandpass filter with a

corroct center frequency for each hop is required. The bandwidth
of the filter must be suitaole to the information bandwidth of the

user's signal. The narrower bandwidth, the better AJ (high
processing gain} because the nurmber of tme-frequency cells 1s
increa<ed due to a finer partioniny in frequency

The sidelobe level of the filter must be compatible with the
maximum Ad protection required.

The ftilter function may be obtained by using one filter with a
synthesizer/mixer in front. The spnthesizer is used to translate
the received signal into the passband of the filter. It 1s obvious
that this \mplementation requires one synthesizer/mixer/fiiter
combination for each access. This has no drawbacks for
single-users equipment, but it must be e:.pected that a large
nuinber of accesses are desireable for a future NATQO payload so
tne amount of on-board equipment may be a Iimitation to the
capacity.

For high capacity it may be more efficient to use a fiiter bank
across the receive bandwidth of the processing payload In this
case alarge number of bandpass filters. i1dentical except for their
center frequencies are equi-spaced in frequency To receve a
frequency hopped signal the output of the filters must be
sampled at points in time in accordance with the hopping
pattern. A full filter bank implementation gives a throughput
limited by the total receive bandwidth available Each access has
a sequence of filter output sampling unique to that access
however, this function can be implemented mainty in software
with a good possibility for reprogramming in orbit and with minor
overhead per access. The attractiveness of the filter bank method
depends on that a filter bank with N bandpass fiiters can be
implemented much more efficient than N separate filters. This ts
true both for analog (Sec. 8.24) and digital (Sec 825
implementation of filter banks. Combinations of de-happers and
filter banks are of course possible and leads to reduced on-board
complexity but also reduction in the maximum number of
accesses that can be supported simuitaneously. The tradeott
between dehoppers and filter banks will depend on the
technology available at the time implementation and NATQOs
cost/capacity /AJ protection /fiexibility tradeoffs

Fig. 8.2.1 shows a processor according to the filter bank method.

Because the input bandwidth is wide (e.g. 2 GHz) and the final
frequency selectivity on the order of kHz, it seems obvious that at
least two but most likely three (as shown in 8.2.1) different filter
technologies are required. e.g. electromagnetic for coarse
filtering, electro mechanic or acoustica! for intermediate filtering
and digital for fine (high selectivity) filtening.

The resoluticn of the filter bank may be altered by telecommands
during operatiun to adapt the payload to the jamming level
experienced. it is fur instance possible to use the high selectivity
filter bank only during severe jamming attack and exploit the
higher throughput per access possible with the lower selectivity
of the intermediate fittering.

The on-board demodulation shown in [8.2.1] has the advantage
of completely preventing the power robbing effect (see. Chapter
6). The link buuyget wii aisc be i—proved because it gives less
degradation to add up-and downlink bit error rates (BER) than to
add up-and downlink noise contributions. As an alternative. the
uplink filter band outputs may be radiated nn the A~wnlink after
T tekis Eedvency T20VEISIGH wlndie iMay OF may not includs
downlink frequency hopping. This method gives less restrictions
on the modulation of the uplink signals and may therefore be
preferable from an interoperability point of view. Also without
on-board demodulation a substantial reduction of the power
robbing effect may be realized because at each point in time




only a fraction of the receive filter bank outputs will be connected
to the downlink transmitter(s).

The Group believes that the flexibility and tha AJ capabitities of
future NATO spacecraft will to a large degree be determined by
the filter bank technology available and that it is important to
NATO to follow, and possibly stimulate, the developmeri: ot
suitable filter bank technologies during the planning and early
procuremeni giases for future generations of NATO space
segments.

8.2.3 Coarse fiiter banks.

The coarse filter bank operates at microwave frequencies to
cover a total bandwidth of 2 GHz. Filter banks at microwave
frequencies are implemented today essentially as separate filters
connected by non-reciprocal(circulators) or  reciprocal
{T-junctions) circuits. The performance ot the filters is mainly
determined by the losses of the cavity resonators used. More
than one resonances mode per physical cavity is used to save
volume and mass. Higher order resonances are used to reduce
losses by increasing the size of the resonator and thus reduce
the surface current density. Improvement compared to current
technology will be limited urless superconducting materials can
be applied, which may lead to dramatic changes in technology
level. Superconductivity is addressed in Sec. 8.8.

8.2.4 Intermediate filter bank.

Several technologies may be applied in the future to implement
the intermediate filter bark with a selectivity of say 50-200 kHz
per individual filter. These include digital, electro-optical,
electro-mechanical and surface acoustic waves (SAW),

Based on the current status of these technologies SAW Chirp
Fourier Transtormers (CFT) processing is considered the most
interesting candidate. Digital signal processing (DSP) and the
semiconductor technology required is in rapid development and
may be a serious contender in the future. At present the modest
bandwidth capability of DSP makes it better suited for the fire
filter bank

The Group visited MIT Lincotn Labs in the US and was briefed on
the FLEETSATCOM Experimental Package (FEP) and
Communication Research Center (CRC) in Casada which also is
persuing similar methods for military sateilite communication.
The Group was also briefed on work sponsored by European
Space Agency (ESA) at ELAB-RUNIT and FROBE RADIO A/S
both Trondheim, Norway to apply SAW CFT processing to
processing payloads for civilian mobile sateilite communications.
An overview of the results obtained by one of these groups is
given in Appendix 8.2.A. The group considers the developments
made by these bodies relevent to NATO and the CFT technology
a means to implement flexible and robust processing payloads.

Several versions of the CF is possible, [8.2.2) gives an overview
of these. A somewhat simpler version [8.2.3] bandpass fiiters the
signal to be processed. multiplies it with a chirp waveform and
convolves the product signal with a chirp in a SAW chirp line as
shown in Fig 8.2.2. The mathematical description is given in App
8.2.A where it is shown that the output signatl is given by

v, =exp(#(t)) [s(v)wm-ﬂevpatv)m (8.1)

where .., 18 a tixed phase function without principal
importance
SN the receiver ' Wnl siyiia,
w () one or severa! filter function(s) designed
into the CFT hardware.

In eq. 8.1 the center frequencies are suppressed. The physical
CFT operates at an IF in the VHF /UHF range. h the output v;(O) is
considered it is seen to correspond to s(7) filtered by a filter with
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ur pulse response w,(). For other values of t, the input signal is
multiplied by the term exp (jutr) which acts as an
oscillator/mixer with oscillator frequency ut. The SAW CFT
therefore corresponds to a bank of frequency off-set
superhetero-dyne receivers, where all receivers have the same
filter response as indicated in Fig £.2.2

The weight functions w () may be a part of the SAW chirp line
response. If only one weight function is required for the
application this is preferable because the bandpass functions
formed by the impedance matching of the SAW transducer will
contribute to reasonable weighting functions and reduce the
SAW chirp line insertion loss at the center frequency.

If two or more weighting functions are desiiéd suitable filters may
be used external to the SAW chirp line. In this case a more or less
constant response over the SAW chirp line itself over the CFT
integration frame is a natural choice.

The output signals v;(t) may be processed by analog means, but
for AJ porposes it seems preferable to sample and digitize v;() at
intervals ét. The frequency spacing of tix CFT slots is uét where
5§t may be seiectad for a suitable overlap of the CFT slot
frequency responses W(f) = F(w(t}) (F(} - Fourier Transform).

An intermediate filter bank based on the SAW CFT depends on
the component technologies:

aj high precision SAW chirp lines

b} nigh precision IF amplifiers to recover losses in the SAW
devices

¢} bi-linear mixers to mix the input signal with two or more
chirp signals simultaneously

d) high-speed A/D and D/A converters. typically 8-bits.

Components are available today to build SAW CFT with
acceptable performance and bandwidths of 10-30 MHz for
on-board AJ processing [8.2.3] and for on-board demodutation
of civilian mobile type satellite communication. A CFT based
demodulator for this purpose with narrower bandwidth has
already been demonstrated (8.2.4].

Future NATCO space segmant will take advantage of a continued
progress in analog and digital electronics and it is expected that
components (b), (c) and (d) above will be available to build CFTs
with bandwidths on the order of 100 MHz or more.

The SAW chirp line will probably remain the critical component
with respect to precission ant bandwidth also in the future.

The processed bandwidth will be in the range 30-45 % of the
SAW filter bandwidth and the CFT slot selectivity determined by
the impulse response duration of the SAW chirp line. These
relations lead to a number of orthogonal slot across the
processed band equal to approximately 10 % of the time
bandwidth product (TBP) of the SAW chirp line.

SAW chirp lines reported so far have the folfowing limitations

()T, < 1204 [8.25]
(2) BW < 1.1GHz (8.26)
(3) TBP < 10000 ([8.26}

which gives the following limitations for AJ processing

(1) Slot BW min. 33 kHz
ter P Lisoed Laid inax 458 MIZ

(3} Number of slots max 1000

The expected capabilities of future DSP make very narrow CFT
slots less interesting, for instance coult 200 kHz slots across 200
MHz processed band be a suitable choice. From extrapolation of
experiments. the 10 CFTs required to cover the 2 GHz uplink
military SATCOM band would have a total power consumption

n SN AN on



below 50 W [8.2.4]. The higher TBPs deinonstrated depend on
use of lithiumniobate (LiNbDOj) as substrate material. The
inherent temperature dependence of this material makes some
form of temperature compensation necessary. Suitable
measures have been demonstrated (8.2.3). Quartz [8.2.5] (SiO,)
has much less temperature dependence, but the lower
piezoelectric coupling means that a lower TBP must be
accepted.

SAW devices will penefit from the high resolution lithography
deveioped for semi-conductor manufacture and some modest
improvements on SAW chirp line BW and possibly TBP may be
expected.

The best SAW c*irp line structure for large TBPs is the refiector
array compressor {(RAC) shown in Fig 823 The higher
frequencies are reflected close to the traasducer. while the
change in the reflector array spacing causes the lower
frequencies to be retlected from the far end of the reflector array.
The RAC can be phase corrected by an adjustable phase plate
between the arrays [8.2.7]. Amplitude may be corrected by a
CERMET film with adjustable conductivity between the arrays
{8.2.7] or by 5 adjusting the groove depth [8.2.5]. The response
may be corrected to give a slot isolation on the order of 40 dB
{8.2.5]

8.2.5 Digital signal processing.

Each CFT siot may be subdivided by means of DSP. DSP
algorithms exsst to allow filter banks to be implemented much
more efficiently that separate filters.

The polyphase aigorithms (8.2.8] allow one digital filter ta
generate all slots. The algorithm 1s in principle similar to the SAW
CFT. The digital filter processing load is proportional to the input
sample rate which again is proportional to the number »of
channels of a given bandwidth. The digital filter is itself therefore
has a fixed processing burden per channel independent on the
number of channels contained within each CFT slot. (The
prccessing burden depends on the selectivity requirement and
the digital resolution).

In the algorithm which is shown in [8.2.4], the digital filter is
distributed in a "poly-phase” manner over the inputs to a Discrete
Fourier Transform (DFT). The DFT processing burden comes in
additicn io the poly-phase filter itselves and causes the total DSP
processing burden per channel to increase slowly with the
number of channels. An oversampling factor of two way be a
good choice for DSP filter banks of this type which make half of
the DFT outputs useless.

An interesting special case arises when the input consists of only
two channels. For oversampling ratio=2 the four-point DFT
required can be implemented without multiplications which
results in better efficiency for this case. it is furthermore possible
to use a socalled half-band finite impulse response filter to
obtain the channel selectivity. For half-band filters every second
tap weight (except the center 1ap) is zero which reduces the
processing burden by a factor approaching two for
high-selectivity filters. The two-channel version of the poly-phase
structure is also referred to as a quadrature mirror filter {8.2.9].
To fiiter out more than two channels from one CFT siot a tree
structure as shown in Fig 8.2.5 may be used. Due to the 4-paint
DFT and the possibility to use half-band filters, the tree structures
are more efficient in terms of the required number of
muitiplications.

The major processing burden stems from tfixed pomnt
multiplications of rather short fixed point digital words {eg 8 12
bits]. To achieve high efficiency both in terms of energy
consumed per muitiplication and chip area required are the
research goals of a major industry. Progress both in Si and GaAs
(HEMT) can be expected. The application can carry the cost of
the more sofisticated technologies available at any point in time
Currently available 1.25 um C-MOS technology requires
approximately 1 25 nJ per 8x8 bit multiplication

The selectivity given by the DSP will only be required durnng
jamming attacks. it rmay be acceptabte to equip only part of the
total uplink bandwidth with DSP. The DSP filters must then be
‘hopped’ over the band to receive the hopping carriers. This
procedure will reduce the on-board DSP bpurden without
consequences to the AJ resistance. However, partial DSP will. at
leas! in principle reduce the number of accesses which may be
processed during jamming.
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APPENDIX 82 A
SAW - BASED CHIRP FC JRIER TRANSFORM AND ITS
APPLICATION TO ANALOGUE ON-BOARD SIGNAL PROCESSING(")

INTROOUCTION

The improvements in optical fibre technology have made it
particularly important to develop a technology which enhances
the unique properties of satellite communications such as
point-to multipoint, communication to mobile users and usage in
‘thin' networks where small users are scattered over a large
geographica! area. The market potential of such applications is
strongly dependent on cnsts, particularly the user equipment
cost.

Sateliite antennas which generate multiple spot beams provide
high reception sensitivity, high effective radiated power and the
reuse of the allocated transmit and receive power and the reuse
of the allocated transmit and receive frequency band. These are
ali important contributions to make small, low-cost user stations
possible. For an operational system with spdot beams the
bandwidth and transmit power between the beams must be
reallocated during the operational fifetime of the satelite
because

(i) the geographical distribution of the users cannot be
predicted accurately before launching the satellite.

{i) it may be required to move the satellite to other arbital
locations.

{ni) it may ve desirable 10 inliZ2 :ce new services, or phase
out existing services during the satellite’s lifetime.

it should be possible to reallocate bandwidt* and power with a
minimum of bandwidth loss due to the guardbands of the
on-board filters.

On-boaid demodulation offers an attractive, perhaps ideal.
solution in terms of guarband losses and reallocation flexibility.
However, on-board demodulation may be diffucult to introduce
in existing systems, which often have to support a multitude of
services and types of carrieis including carriers with analogue
modulation. To use a number of spot beams to support mobiles
requires an on-board flexible frequency selective device which
demuitiplexes the received up-link signals into one or more
sub-bands for each down-link beam. The device must be
Hlexible, i.e. the sub-bands can be altered by telecommands. The
importance of narrow guarbands makes it necessary to
implement the demultiplexing function at an intermediate
frequency and the device is referred to as an IF processor.

it will be demonstrated in this paper that analogue SAW signal
processing by Chirp Fourier transforms (CFT) can be used both
in on-board multicarrier demodutators (MCD) and in processors
for flexible filtering, routeing and beam steering (FROBE). CFTs
depend on multiplying and convolving the signal with an
adequate precision for digital satellite communications. The
most critical components are SAW chirp filters where the impulse
response is an amplitude weighted chirp (linear time/frequency
relationship) These components have been implemented in our
laboratories with an accuracy better than 0.1 dB in amplitude and
better i~.an 1 degree in phase (RMS values).

CFT AND ICFT PRINCIPLES
CFT principles

The SAW chirp Fourier transform (CFT) is a Fourier transform

(*YPaper published by Pefter M Dakken and Arne ROnneklelv In
Intemational Journal of Satellite Coms. Vol., 7.1989.

valid for a ce-tamn bandwidth and over a fimite tim. interval The
realization is basec on processing by multiplying and convolving
the signa! with chirp wavefo:ms.

In the str.cture shown in Figure 1 e input signal sitj s
multiplied by a chirp

c,{t =Refc(tiexp(jut)} (1)

The centre ¢ equencyw is suppressed in the following description
The chirp signal is therefore described by a complex enveiope
notation as

cit) = caltiexpjut®/2) 2

where u is the chirp rate in raa 2 and Colt) is the chip
amplitude. For practical reasons ¢, (1) is of t'nite duration

The product is then filte:ca in a chirp filter The impulse response
of the chirp filter is

hit) = w(t) exp(-jut?/2) (3)

where w(t) is a weight function which may be 1ailored to the
application. w(t) is of finite duration because the duration is
directly relate.! ‘o the physical length of the SAW crystal

The output of the SAW chirp filter in Figure 11s
uft) = expl-jut?.2; ' CoiTtwit-T)
exp(utr) s(riyd- {4)

The term exp(jut7} in the integral (4) acts as a frequency shift for
the input signal s(7) At a time t. the output u(t) describes s(7)
otfset in frequency by an amount ut and filtered by a filter with
impulse resoonse (w(.} provided c, () is constant over a sufficient
interval. The exponential in front of the integral represents a
quatratic phase shift. Since the phase shift depends on t. it is in
principle known. For the applications to be discussed it is without
consequences. The transform may be described as a complete
Fourier transform of the CMC type without the first cor.voiution’
or the sliding chirp Fourier transform.

It u(t) is sampled at t = t, equation (4) becomes
uft) =exp(i(t) Jcemw(t,—v)s(v)
exp(juT)dr (S)

which shows that for this sample equation (4) acts as the
anti-aliasing filtering structure shown in Figure 2. The equivalent
diagram is the familiar frequency conversion-anti-aliasing filter
structure. The imporiant difference is that the equivalent
oscillator frequency w;is determined by the sampling instant t,
The CFT therelore defines a large number of anti-aliasing filters,
centred at different frequencies, using only one physical filter
and needing only or.e A/D converter.

It should be emphasized that the L.O. signal in Figure 2 is not a
coniinuously running L.O. signal, but is started an.w for each
processed frame, that is for each T.. This obsersation implies
that the CFT is a sampled system even in abcence of an A/D
converter
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In typical applications, w{} will be shaped ‘o represent a
bandpass filter with a narruw passhand compared to the
par iwidth of s{~}. The CFT therefore acts as a filter bank and a
means of mapping .he \nput frequency to output time (Fourier
trar sform) at the same time

The subsaquent discussion will assume a CFT transtorm
according to Figure 1.

if two carriers are ce.isidereu, one a1 each edge of in input band
of ..idth B

s(1) = exp(jB7/2) + exp(-jL7/2) (6)
two output pulses are produced, centered at times

ty =8/2u and th = R2u (7)
and the total time duration is

Ty = Biu (8)

T4 is the active output frame duration and is the time interval on
which the inp.* band B is mapped at the ¢ utput of the CFT. T,

should not be confused with the duration of w( )

To obtain a finite T,. the input signal is spectrally limited by a
cover bandpass fiter wh'ch has a finite response in three
frequency regions. the lower transition band, the passband and
the upper transition bard The two transition bands contain
useless signals At the cutput these signals are not aliowed to
interfere with those of the passband, but may overlap in output
time with each other as shown ir. Figure 3. The mmmum T, after
which a new frame may be started is theretore

Tgmin = lBpass * Byrans) » (3)

T, 1s theretore divided in two parts

iaj the active frame B . u
(b) the guard time By, c/u

The active frame relative to the total frame is referred to as the
k-factor and is an important design factor. As is evident from
rigure 3, the highest k-factor which may be used is

Kmax = 2/(1 +s} (10)

where is the shape factor. (Bpalss + 28,,an5)/ Brass: Of the cove;
titer For pratical purposes, s nust be defined on the basis of the
passband ripple and stopband attenuation which are acceptable
for the specific application.

Tne frame rate 1/T_ is ais~ ‘he sampling rate for the output of
each filter w(.) of the SAW-CFT- 'mplemented filter bank. If the
application requires that all the information contained in s(7) is to
Le represented. the frame rate must meet the requirements of
the sampling theorem. To achieve this, the duration of w(.}) must
be substantially longer than T_. The consequence is that several
chirps must be applied simultaneously to the muitiplier of the
CFT. The exact number wil' depend on the apptication. The use
of severa! parallel chirps is the kay to accepting arbitrary symbol
timing of the incoming signals. We consider this to be important
to the cost of the ground segment.

The duration of w(.) 1s denoted Tw, and is the integration time for
the integral {4). The minimum acceptable chirp signal duration
T.. must allow a full integration time, ie overlap between the
interval where c,(7) is constant and w(t-u) in equation (4), at all
points in the active frame or

T Ty + ch (11)

The nominal chirp band is

B, = ulT,, + KTy (2)
The number of parallel chirps 15
N=T T = Ty~ KTOT AL

The adjacent chirps have envelope functions C‘,r-nT,\; These
will overlap only pan.ally with w(t-*) and cause truncation of wi j
ihe truncated w() has a lower selectivity which may lead to
response errors  The countermeasure 1s to apply a smooth
roli-oft function for ¢ (.} outside the interval T

The signal frequency/time formats at points (1)-'2) are shown in
Figure 4. The input to the mixer (1) 1s bandlimited by the input
cover filter. Each chirp wil process a hirmited tme winaow by
multiplicatior ‘nto the signal (2) The bandlimiting in the chirp
filte. reduccs the processing time from T . the duration of the
chirp signal, to T, the duration of wi} (see Figure 4(2)) The
convolution In the chup filter delays high frequencies le=s thar
low frequencies. resulting in {3} An interor cell of the processed
frequency/time area is also shown This part of the diagram
shows that an FOM-to-TOM trarstorm has occutred and that
there is a particular phase shift associated with each channel

Summary of important CFT properties design choices

1T The frame rate which i1s the sample rate of u(ti for
each separate fitter in t3e filter bank. genera.ed by the
CFT

Ta Tne duration of the integration interval for the CFT T

15 proportionai to the phyccal length of the SAWY
crystal and is an important measure cof the complexity

of the CFT
Bl ass The bandwidth of the signal to be processed
Byrans The transition hand ot the input cover flter

The fcilowing major com onent-related parameters are denved
iiom the design choices

k-factor  The relative part of a frame T, which contains useful

signals k- Bpass "Bpass *Byrans)

i The chirp rate. positive for the chirp generator and
negatwe for the chirp filter u = B;»ass '(kTS\

8. The chirp bandwidth B, (T, +kT) The chirp

bandwidth is an important measure of complexity

Baw The bandwidth of the TFT output signal which is
equal to the bandwidth of the SAW chirp nnc

Bsaw = (Bpags w/KTsh -Note that for a well-behaved
w(t) the amplitude response of the chirp filter will be
close to w(-w/i:;, and hence heavily attenuated at the
band edges. Bg,y 18 an important measure of the
complexity.

BTgaw  The time-bandwidth product of the SAW chirp line

BTgaw = Bpasstw/(kTs)

BTgaw 'S @ Major measure of the complexity for SAW
chirp lines

The inverse CFT (ICFT)

The .CFT may be implemented using the same principles and
components as the CFT In particular, it is important to apply a
down-chirp SAW line, because of timitations in SAW technology.
If a SAW chirp filter with impulse response w(tiexp(-jut/2) is




considered and an input signal a, & (1) used, the complex
conj.gated (spectrally inverted) output signal can be written as

<) = a wit- texpiun t2/2) explut22)
exp(-jutt) (14)

The signai v"{t){.) has the desired wave orm centred at t, (if we
consider w(*) to be centred round t =0) and three phase terms

exp(jm%/?_) which is dependent on t, and may it necessary be
corrected for by adjusting the phase of a;

exp(ij/Q) which is dependent on time and must be removec
by multiplying v(*) by an up-chirp signal,

expl-jutt) wrich is the desired frequency term, transiating
the output waveform wit-t) to the frequency w, =
— utl

By applying equation (14). the ICFT is impiemented as shown in
Figure 5 Applications or these processing blocks are explained
in the "Applications 'section beiow

Aliasing in CFT and ICFT structures

As 1s mentioned above for the CFT case, the mere application of
a periodic multiplying chirp every Tg implies that the CFT is
sampled system. Hence. aliasirg may occur between signals
which are 2n7/T. (n an integer) ~part in trequency. Whether
ahasing giving rnse to harmful outputs does occur in the CFT
depends on the length and shape of w,{t} in relation to Ts, and
on any CFT post-filtering. which may remove aliasing signals
Post-filtering must operate on signals in 1 given location in the
CFT output tme-frame in subsequent frames and, hence. the
post-tiltering will be periodi - in frequency with period 27T, The
data fitering in the MCD, and the ICFT filtering in the FROBE
structure are examples of post-filtering

Let us assume that after the CFT signal is subject 1o a filtering
F(.! centred on the CFT equivaient filter centre frequency. It a
rejection of aliasing signal components of R is required
[compared to the desired sign~l at w=0), the following
requirements exists on the CFT-filtering W, (ju):

W (jw) s RIF () | forw 2 n/T (15)

where W, yw) and F(jw) are scaled to 1 atw = 0.

A possibie F{jw) and corresponding masking curve for | W, {jw) |
is shown in Figure 6. One important fact to notice is that a
narrowband F(jw) gives more relaxed constraiits on W, (jw) from
an ahasing point of view. For this reason the required T, /T is
smaller for an MCD structure (=2 to 2.5) than for a FROBE
systemn (>4 to 5) for reasonable suppressions

it should be msiwi~ne’ that to remove aliasing signals cost
efficiently. a frequen-. ;-dependent rejection level R(w) should be
used. because it is casier to reduce the far-off sidelobes of
W, (ju).

1

Aliasing in the ICFT r *sults when signals to be recontructed at w
leaks out on frequencies wt 2nm/T¢ (n an integer). Avoiding this
restricts the choice of w,(t) for the ICFT in a similar way to the
choice of w, (1) given above. Any prefiltering of the signals at the
ICFT input that may occur may reduce th aliasing problem. and
shouid be taken into account. Since the ICFT input signal 1s
sampled with period 22/T.. With a decired aliasing suppression
of R. and lettin7 F(jw) represent the input spectrum to the ICFT,
we find that equation (15} and Figure 6 ais> apply for W, (jw)

it is possible to calculate the ar 1our t of aliasing which occurs in a
CFT, ICFT or combined stiucture "-ce the filtering functions
W, (jw) and W,(jw) are known

/

TECHNOLOGY

The chirp fiters for the CFT JCFT must have a response talicred
to the apphcaton and better accuracy than that commc 'y
obtained today This section w.ll give a Jetaled discussion of the
chup filters

Other important components are commercially available with
specifications in the range which 1s needed for the SAW FROBE
These are briefly discussed at the end of the section

SAW chirp line manufacture and correction

Chirps lines can be made in different ways using surface
acoustic waves | on a piezoelectric subsrate.? For cnirp lines with
iarge time-bandwidth products and high accuracy a stiucture
known as the reflecting array compressor (RAC) seems 1o be the
mest popular, and is preferred here. A down chirp line ~ shown
In principle in Figure 7. where the input signal is wianstormed to a
surface acoustic wave in the input interdigital transducer and
propagates into an array of tiited reflectors 1n most ca.es
grooves in the subsrate. The distance between the retiectors
increases along the array. and when this distance matches the
acoustic wavelength of the SAW, reflected waves from several
grooves are added in phase. and a strong wave 1s created
propagating towards the other reflecting array. This array in turn
reflects the wave towards the output interdigital transducer
where it is converted back to an electc signal In this way
signals with different frequencies cross between the arrays at
different time delays. A fine adjustment of the time delav ur
phase with high frequency sele~tivity. may therefore be ot.iained
by spatially changing the SAW velocity in the region between the
arrays. where signals at different frequencies are separeted
geometrically The velncity change may be obtained in high
coupling piezoelectrics (LINbO ) by shorting the electnic fields at
the surface by a metal fiim or by mechanically loading the
surface by a film of a matenal which is different from the crystal
The latter is the only possibility when the piezoelectric coupling is
low or absent (ST-cut quartz)

For iugh-precision correction of chirp lines it 1s important that the
correction can be done without changing the device response in
uncontrolled ways. such as through wet processing of the crystal
surface, which may give contamination. or through changes of
strain in the crystal. which may result from demounting and
remounting the crystal. This has been achieved on LiNbOa‘
which has high piezoelectric coupling. by a laser direct-wnte
process® for both amplitude and phase correction. or as we
describe here for quartz. by sputter etching through a nioving
slit

The sputter etching methad has ben develnped at ELAB'NTH
and is described in detail in Reference 4 The amplitude
correction part of it only works for lines on quartz. However, since
quartz is v2:, .emperature stable it 1s attractive when sufficient
bandwidth may be obtained With this method the ridges
between the grooves a2-e covered by a thin chromium film (see
Figure 8). The film allows etching of the reflecting grooves and
later adjusment of the groove depth to correct the ampliiude
response  The uncovered quartz is etched by rez “tive sputter
etching. using CF, as the etching agent. This does not attack the
chromium appreciably. Phase compensation without wet
processing is obtained by sputter etching gold trom a
predeposited goid film between the arrays The geometric
definittion of the etched portion of *.e surface is obtained in both
cases by doing the diode 1.} sputter etching through a moving
shit in a grounded metal shield. as shown in Figure 9 When the
gold film 1s etched the arrays are covered by thin aluminium
strips. anc’ vice versa When using the slit shown. the actual
resoluuon in the etching. d, is about 5 mm. This resolution is
sufficient for almost ary correction of the chirp fiiters with low
chirp rates, about 0.06 MHz/us. which has been made so tar. For
ines with higher chirp rates u, etching with better spatial
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resotution would be desired. with d -1, /i It is believed that the
spatial resolutior could be improvea conknderably

Chirp line acc.iracy

Both amg'tude a d phase errors in the chirp lines may degrade
the performace of the CFT/ICFT sysiem. The total desired chirp
line impulse response is wy(t) times a phase ..., which is an
ideal linear FM chirp. If w{t) is the actual chirp hne impulse
response envelope obtiined, this is related to the ideal response,
by

wit) = wy(t) + sw(t}(16)

Then a relevant measure of chirp hine accuracy is
©

EE ,/—uo

SE /Hn ]Wo(t) ’ ? a
@©

2 2
= Kpn(""“’w ms)” 7 Kagl7Ay ems! T (17)

|5 wm] dt

where

Kon = 3.05x 10 02
Kgg = 134 102/(dB)?

and 0oy ms and JA, g are weighted amplitude (dB) anAd
phase errors with the desired respunse amplituce w, (' as
weighting

of

The ratic FE SE may be v~derstood as the energy in the signal
aue 1o the chirp hine errors divided by the energy 1n the desired
signa.. when a constant amplitude chirp. match.d to the i1deal
chirp line. s pulse com ‘ressed in the .ne For satellite
communtications where carner power leveis are well balanced
typicai systems would require EE/SE «-32 4B, or chirp line rm s
amplitude and phase erors of 0.15 dB and 1 degree.
respertively. Spectral components in Sw(t) close 1o an integer
times 1. T, are especially harmfu,

Processing examp'e at ELAB

Two chirp filt>rs are made and corrected an ST-cut quartz, with a
chirp rate - 0 0576 MHz/us. about 40 MHz centre frequency. and
an impulse response duration of - 120 us. Only one of the lines
with a Kaiser-Bessel type >f weighting with w7 = 7, (s reported in
detail here The centre frequency insertion loss of the line is 36
dB Figure 10 shows the impulse response amplitude. and Figure
11 the deviation from the ideal impulse respons : amplitude and
phase of the filter, both after subtraction of up to quadratic terms
in time. For the amplitude, quadratic and lir.ear ierms of 0 005 dB
and 032 dB are subtracted. respectiveiy, over 120 us. Once
these terms are subtracted, the ratio EE/SE is found to be -38.0
aB, or well below the system requirements. The second line was
matched to the MCD requirements, and its response is shown in
Figure 14. For this line an EE/SE of -39.5 dB was obtained (just
after correction: it degraded later due to change of external
tuning)

Figure 12 shows the simulated compressed pulse output. with a
constant amplitude chirp, matched to the chirp rate of the line cs
inp it. A direct electromagnetic feedthrough signal. present in the
line response is excluded, otherwise no changes are made in the
'ine response The feedthrough signal may be removed
shielding

Other critical technologies
A highly bilinear four-quadrant mixer is needed to multiply the

incoming signal by a number of overlapping chirps ir ane mixer
Such mixers are commercially availabie with bandwidths up to

500 MHz which s sufticient for the envisaged on-board
processors

Digital chirp generators require fast D;A converters with jow
glitch energy. Eight-bit converters in GaAs with speeds up to 600
MHz are now commercially avaitable The required conversic
rate is typically 200-400 MHz

Eight-bit A/D flash type converters are now avanable in TTL
technologies with speeds of about 100 MSPS for sampling of the
CFT output signal In ECL technoolgy. the speeds are up to 200
MSPS. Our requirement is about three times the processed
bandwidth

APPLICATIONS
Multicarrier demodulation of FDMA carriers

On-board demodulation of FDMA carriers 1s attractive from a
system point of view. The up-link FOMA format allows the
greund-stetion peak eir.p. to be sized to the station bi rate
whi 1 1s important to reduce cost. The demodulated baseband
signal in the satellite may be more easily rerouted on- board
{'switchboard in tlie sky’) than IF signals. and may also be
multiplexed into TDM formats for the down-link which wil: make
it unnecessary to back-off the down-link transmitters

lo implement an efficient on-board multicarrier demodular
(MCD). the CFT may be used as a demultipiexer The CFT is best
suited for processing which is independent of the parameters of
the incom'ng carrie:s. The detailed demoduiation can be done
by digital signal processing by existing algerithms for symbo.
timing. phase recovery etc

Equation (3) shows that for a fixed t. the CFT acts as an
auti-aliasing filter (AAF) provided that a suitable w( ) 1s applied

The centre trequenc: of the filter is -ut,. and by selecting a set t,
acruss thg active frame. a large numbe, (300- 1500) of low rate
carrie rs can be demultiplexed. All carriers v.ill share the same
CFT, using only one physical receiver, and the same A/D
converter. The result is a multicarrier receiver with a complexity
similar to a single-carrier receiver

The sampling rate for each separate carrier at the AAF output
port is determined by the chip repetition pattern no T, We
consider it important to apply a sufficiently high sampling rate to
demodulate the signals regaraiess of symbol timing. The
solution to this is to use overiapping chirps in the CFT muitipl'er
as explained in the Section on "CFT and iCFT" principles
Because the multiplier chirp is common to a large number of
carriers, no synchronism will exist between the sampling pattern
and the symbol! timing. The digitally imp'~mented demodulator
must therefore contain an interpolating filter to produce a data
filter output sample at the maximum eye opening

The maxuwnum selectivity which can be obtaired for the CFT
depends on the duration of w(.) which again depends on the
physical lencth of the SAW chirp filter of the CFT. The CFT
selectivity i~ an important design parameter which must b2
traded off against the complexity (number of taps. power
consumption, etc). of the digitally implemented data filter in the
subsequent demodulator. ELABRUNIT has built > a
demunstratic 1 model (DM) of an MCO for mobile type traffic with
8 kHz charnel spacing and 9.6 kb/s data rate. The DM has (1/Tg)
= 19.2 ktiz or four samples per symbol. The duration of w(} is
114 us and the SAW crystal 210 mm. The resuit is a frequency
response with a main lobe of ~32 kHz.

We consider this crystal length to be the maximum practicable
and it has been selected tn demonstrate to ESA the capabilities
of the SAW technoiogy for their comparison of SAW and digital
methods for a demultiplexer suited for MCDs. To shorten the
crystal. each CFT slot may aiso be funiier demultiplexed by




digital processing. For very narrowband carriers (below 9.6 kb,'s)
additional digital demultiptexing may be the onvious choice. For
9.6 kb/s and higher, combined CFT and digital multiplexing may
be preterred after trade-offs between the two technologies

The MCD DM is built according to the principles shown in Figure
13. The MCD has the properties shown in Table 1.

Table I. Main data for MCD DM CFT

Number of carriers 300

Carrier spacing 8 kHiz

w (1) duration i14us
Chirp rate S7.6 wHz/us
Chirp repetition frequency(1/T 19.2 kHz
CFT k-factor {active frame/Ts) 08

The CFT response W{.) (Fourier transform of w(t) ..as been
designed taking into account the digitally implemented recerver
fiter The response is shown n Figure 14 By design the
response Wi.} s minimized in the narrow frequency bands
where the digital filters have therr repeated passbands. The
narrow passband of the data titer makes it possible to use a
sample rate which 1s (ower than the width of the main lobe of
Wi In this way the overall anti-aliasing noise is minimized for
the given duration of wit)

The function wit) of the chirp hne has been realized with an
accuracy of 008 dB in amplitude and 09 degrees in phase
(weighted RMS values. see Equation (17)) by using the
correction methods described 1n the preceding section

The chirp generator has been implemented by a mermc v of 2048
eight-bit words and O A conversion Owing to the periodicity of
the chirp pattern only a period corresponding to T, < 52 us of the
multiple chirps needs to be stored

For this type of demuitiplexer. the major imperfection 1s adjacent
channel leakage caused by the finite duration of w() and
inaccurate implementation of w(). The degration due to two
adjacent carriers with £, ‘N, = 20 dB has been measured to -~
03 dB With tull loading. ie 300 carriers at 17 dB E, /N the
degradation due to interference is -0 4 dB

The symbol timing has 32 discrete steps per symbol interval
which corresponds to a degradation less than 0.03 dB for QPSK
filtered with 40 per cent cosine roll-off

The overlapping chirps may in principle cause degradation due
to non-hinear ntermodulation howeve’, expenence has shown
that by caretu! design no noticeable degradation occurs

The overall pertormance of the MCD 1s identical to high-quality
signle singie-carrier demodulators The power consumption will
be in the range 10- 15 MW per 9 6 kb;s carrer 26

SAW-FROBE

The SAW-FROBE structure 1s basically a CFT and an ICFT put
Hack to back With some simple processing between the two. it
can provide the following tunctions

(a) flexible bandpass filtering

(b) flexible sub-band input-output frequency shift
{c) flexible sub-band routing

(d) flexible beam-forming and steering

The functions all rely on the tiltering ability of the CFT+ICFT
structure. and hence we first discuss this The coupling between
the CFT and ICFT may be by digitized or analogue samples or by
an analogue, gated signal Wa trst treat the sampled coupling.
and then obtain the analogue gated couphng as the limit with
infinite sampling rate.
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Filtering Let the output of the CFT be sampled at ime in<tants
4, = KT+ 5 (18

where T s the repettion penod ot CFT frames ary ;15 the
subinstant within one frame. /5= T,

Using that the multiplying chirp signals of the CFT s periodic
with period T the samples are found to be

ult ) = expli , (B2 + 2kT43)
Jsﬁ)w] (tkl-‘r)exp Uuﬁl'r,\cr (19
Here s(t) is the input signal and w, (t) the window of the CFT

Except for a phase term we recognize u(t, } as the sampled
output of a filter w, (t) centred at the frequency

W, = -uf, 20i

with the input signal s{.) applied. Note that for a fiter at the
frequency w,. an output sample is available every T . hence 1/T
1s the per-channel sampling rate.

As long as these samples are fed directly into a synchronous
ICFT with a window w,(t) we find the output signal given by

s(t) = Z Z js(7)w,(tk‘ -7
k i

exp(iuf T} aTwy(t - t )
exp( ~ Juft 21)

From this equation we see that for i fixed the wgm window ac's
ag a reconstruction filter at w, =-uf tor the elements of the set
{ui, 1t without the phase factor outside the integral in
equation (19). That the phase factor disappears shows that
signals represented by samples taken at different §, at the CFT
output. are reconstiucted with the same time delay and constant
phase shift at the ICFT output. According to equation (21} the
CFT + ICFT structure may be represented by two filter banks,
each with one filter centred at w, for every §,, and reconstruction
filtering for the per channel sampling rate 1/T,, then we see that
each switch in Figure 15 controls a frequency-shiffed versirn of
W(jw}. as shown in Figure 16, which may be used to form
passbands and stopbands with intermediate guardbands in a
fiexible way

For a s>.nplet interconnection between CFT and ICFT it is natural
to let the sampling intervals 8, , - B, = T, correspond to the
transition bandwidth. which then becomes uT, To obtain a flat
passband we must then require W(jw) to be symmetric with
antisymmetric flanks. or

Wijw) = W(-jw for fw] <uT,
WTp/2) +jw) + W(uT,/2 - ju) (22)
=tfor |w]| <uT,/2

where we assume W(jw) = Ofor |w]| > uT,
Figure 17 shows passband ripple and stopband for a
combination of four element filters in a simulated case with uTy
=40 kHz and T,y =T, = 50 us The window functions used are
both Kaiser-Bessel windows with w1 =7.
To avoid power consuming sampling between the CFT and ICFT,
simpe gating may be used. It should be emphasized that the

system is still basically a sampled system, as shown in Figure 15
The main change is that the number of element filters now is
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infinite. Hence w,y(t) and wy(t) must stil provide proper
anti-aliasing and reconstruction filtering for the sampling rate
1/T4. With this provision, and it £(8) is a periodic gating function
between the CFT and ICFT with nari~d T the total filtering
function through the structure is now

w
Wiiie) = W) * (- T) (23)
We hence find that for on/off switching in p(.) the transition
bandwidth is now equal to the width of W(jw). and that transition
bands can be tailored with great freedom by changing p(.}. Since
there is now no requirement of antisymmetnic flanks is now no
requirement of antisymmeuic flanks in W(jw), it may be chosen
more freely, and it seems that the connection between window
function lengths and minimum transition bandwidth for on/off
type of p{) functions is approximately the same as for the
sampled case

Digital guardband reduction. For the sampled and digitized
version of the CFT/ICFT coupling, digital filtering may be
introduced to reduce the width of the guardbands. Only {u(t, )}
sequences which contributes to the signal in the guarband. that
15 one oOr two sequences must be delayed to compensate for the
digital fiter delays. which will depend on band sharpness and
requirements to phase linearity

Frequency shift. Frequency reuse in a satellite may necessitate
frequency translation of narrow or broader frequency bands by
different frequency amounts in the IF processor The SAW-
FROBE system allows flexible frequency transiation. as the time
instant ¢, for reconstruction of a signal in the ICFT determines the
frequency at which it is reconstructed. nence. swiiching the data
to the appropriate position in the ICFT input time frame, which
normally will require some storage. effects the frequency
translation in the aigital case For the analogue case it is more
cumbersome, as it requires a signal delay to be introduced in the
gating function p(.)

Care should be taken to ensure that the phase term in front of
the inteqral in equation (19) is efficiently cancelled in the
reconstruction. It is easily found that this holds for frequency
translations Aw which satisfy the relation

Aw Ts = 2n71.n an integer (24)

if no phase correction is used. This is a restriction which would
exist also in used. This is restriction which would exist aiso in the
equivalent filter bank shown in Figure 15, 1f it was realized by
“Oonventionai techniques

Flexible sub-band routeing. In many applications "the satellite
operates with several antenna beams of different sizes and
orientations. A flexible and efficient use of frequency and power
resources can then be obtained by making dynamic reallocation
of bandwidth between the various beams

With one CFT connected to each signal source and on ICFT
connected to each cutput beam. an interconnection between
CFTs and ICFTs through a switch matrix is all which is needed to
provide full flexibility in sub-band routeing between signal
sources and output beams, only subject to guardband and total
bandwidth constraints in the CFTs. Figure 18 shows how this
may be implemented in the digital case for the mobile
communication forward direction. Selectsd complex signal
samples from the source CFTs are aaded and fed to the ICFTs
for each beam.The sampile selection is periodic with period 1/T,
and hence the routeing information could be stored in rotational
shitt registers, which are only updated when the routeing is
changed. In principle rerouteing of a set oef eiement filter
channels may be done without interrupting the signal flow in any
other channels.

One bit is required to define to routeing of each element filter

channel lf gain adjusitments are desired. this could be obtaired
by using more bits per element fiiter command

Phased array control. in the case where phased arrays are
employed as antennas. beam forming may be obtained by
feeding the antenna elements. or groups of antenna elements bv
indivdually phased and sometimes amplitude scaled signals
Fur fairly regular beam patterns. the required number of antenna
element groups is of the same order as the number of beams
Hence. one ICFT may be used for each group cf antenna
elements. with dynmically changing ampiitude and phase control
in front of each {CFT. The principle 1s shown in Figure 19 In this
way not only the filtering. but also the antenna beam steerng is
done in the CFT-ICFT structure There will be one vector {7 ]
amplitudes. and {¢,} phase for each group of antenna elements
1 to J. Each of the vectors will have one element per CFT
element filter Together these vectors control both filtering and
antenna beam steering.

This structure is more demanding when it comes to phase
stability in the CFT/ICFT structures than the others. as it requires
some control of the phase relationship between the outputs from
several ICFTs. However. since the phase shifts must be
programmable, this may also be used to compensate for phase
drifts in efe~~rycs or antennas over the satelite ifetime

CONCLUSION

This paper has discussed on-board signal processing by the
analogue chirp Fourier transform (CFT) and its inverse
impiemented by SAW filters with chirp responses The CFT,ICFT
depends heavily on recent improvements of the precision of SAW
chirp hnes obtained at ELAB-RUNIT and the progress in
semiconductor electronic circuits

Two applications are discussed in some detail: (1) on-board
multicarner demodulation (MCD) and (2) flexible filtering.
routeing and beam cteering (FRORE) for transparent payloads
The MCD will have a power consumption of 10-15 mW per 9.6
kb/s QPSK carrier. The FROBE will have a better flexibility to
adjust transparent communication transponders after launch to
the wuser requirements than other implementations Both
applications are based on technology which exists today.
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CFT operates at an IF in the VHF/UHF range. h the output vi{O) is MHz processed band be a suitable choice. From extrapolation of
considered it is seen to correspond to s(7) filtered by a filter with experiments. the 10 CFTs required to cover the 2 GHz uplink
military SATCOM band would have a total power consumption
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8.3 SPACECRAFT PHASED-ARRAY AND MBA ANTENNAS

8.3.1 introduction

System requirements for airborne, satellite and missile antennas
continue to place increasingly severe demands upon antenna
technology. In general these requirements push toward the
increased capability to control and modify antenna patterns, and
away from the use of small antennas with broad radiation
patterns. Increased controf can imply several ieveis of added
sophistication. At the lowest level it implies mechanical or
elactronic -canning of an antenna directive pattern, at the next
level there are needs to produce precise low sidelobe radiation
patterns, and at the highest level of compfexity there is the need
to actively suppress jammer interference through the use of
adaptive control of a full array or an antenna with sidelobe
cancellers. In addition to increased control, there is also a treird
toward EHF frequencies. At present it appears that the
technology at millimeter wave frequencies will be radically
different than the current state-of-the-art. System needs at these
frequenries are thus seen as a major stimulus to technology
(Appendix 8.3 .A)

Airborne SATCOM antennas at UHF frequencies were required to
have near hemispherical coverage. At L-band there is a need tor
some limited directivity and possible null steering for anti-jam
purposes. At EHF fre~.encies of 20 and 44 GHz there new
requirements for mechanically steered apertures as well as flush
mounted arrays. The development of arrays at these frequencies
s seen as a major challange to antenna technology. Sidelobe
control is not presently an important factor at these frequencies.

Satellite communication antennas have primarily have been lens
and reflector systems covering the frequency range mentioned
for airborne terminals. At alt frequencies the trends are toward
electrically larger apertures for increased directivity Sidelobe
control and polarization purnty have both been emphasized
pushes technology development. Adaptive pattern control has
also become a majour issue for space segment SATCOM
antennas (8.3.2]

8.3.2 Spacecraft Phased-Array and MBA Antennas

Angular or spatial nulling by onboard antennas complements the
spread spectrum for AJ protection. There are two basic antenna
types for performing this nuiling., namely the multiple-beam
anterna (MBA), and the phased array (PA). There is sometimes
confusion between the two types probably because both contain
an array of receive elements. such as horns, that are weighted in
some manner to form the desired spatial antenna pattern. The
difterence is in the plane in which the array elements are located
as is illustrated in Fig 8.3.1 and Fig 8.3.2 and discussed below.

For both MBA's and PA's, the output of the N receive elements
are weighted in amplit.de and phase so as to create, as well as
possible. nulls in the direction of jammers while maintaining
good gain in the direction of users. In order to chose these
complex weights, samples of the received signals from all
elements are needed and are processed according to some
adaptive nulling algorithm. This topic is the subject of
considerable research and is not considered here.

Nulling can be as simple as using a spot beam and relying on
low side lobes to supress jammers located there. Here "null”
depths are just the sidelobe levels. For full up adaptive nullers,
null depths of up to 30dB have been acheived on certain current
operational sat=liite antennas. However, 15 t0 20 dB are probably
more realistic numbers for all but the most advanced nulling
antenras.

There are numerous overviews of MBA's, PA's, and nulling such
as in [8.3.1] The debate of the merits of MBA's vs PA's is given in

[8.3.2]
8.3.3 Phased Arrays

For the PA, the elements are located in the aperture plane which
may be the main aperture itself, as illustrated in Fig 8.3.1. or in
the image plane of the main aperture as shown in Fig 8 3.2 (b)
This imaging is sometimes used to demagnify the aperture field
distribution so that the array elements can be more closely
packed. in either case, the received EM field is sampled by the
receive elements in one or two dimensions. The individual
elements have an antenna pattern that cover the entire tieid of
view (FOV) to be covered by the overall antenna. The samples
are of the far fieid pattern of the transmitted uplink signa! If the
samples are spaced sufficiently close to nbey the sampling
theorem in terms of spatial coordinates. then the Fourier
transtorm, in one or two dimensions. as necessary. would yield a
two dimensional pattern that would appear to be the image of
the ground terminals and jammers as seen from the sateliite
With such an image it is obvious that nuiling 15 easily performed
by ignonng the signals coming from the jammer locations In
practice, a two dimensional spatial Fourier transform over the
bandwidths required would be diffucult to implement onboard
digitally in real time Instead. what s usually done 1s complex
{amplitude and phase) weights are applied to the outputs of the
receiving elements 1n such a manner tha! the effective receive
antenna pattern has nulls in the direction of jammers and as
large a gan as passible in the direction of user terminals

The maximum number of nulls possibie with a PA 1s sometimes
given as N-1 where N is the number of elements in the aperture
There is some debate as to whether this imt can actually be
acheived in practice.

The number of elements. N. in a PA tends to be large n the
hundreds. to give complete and uniform coverage over the tield
of view Such a large array 1s obviously costly in terms of wesght
and power because of the large number of waveguides muxers
amplifiers, vaights. etc. What i1s often overlooked 1s the extra
complication of implernenting the nuling algonthm which
usually requires that N2 cross correlations te formed. often in
hardware These N2 correlatior values are to be processed
according to whatever algorithm is to used such as matrix
inversion, gradient methods. etc Thus, the complexty of
determining the weights can be a considerable burden if N s
large

In order to reduce the cost of large values of N. a compromise s
usually necessary. The array is “thinned” by removing elements
and spacing them further apart than required by the sampling
theorem. If the overail aperture diameter 1s marntained . then the
nufling resolution (smallest angular separation between a user
and jammer for which the nuller can provide protection) can be
mainted. There are several penalties in thinning a PA One
penalty of such thinning is to create what is sometimes called
grating lobes within the FOV which actually mean: that the
uniform pattern over the FOV becomes highiy irregular. Peaks
that now fall in the direction of jammers can be easily nulted by
adapting the weights appropriately. However, valleys in the
direction of users would be very undesira’le because such a user
may never be able to communicate. Therefore. designing the
pattern for a thinned array becomes very difficult. Another
penalty is that with N somewhat smaller, the potential number of
nulls, N-1, that can be acheived also becomes smaller In
applications that have a larg> FOV, such as earth coverage, this
is a severe limitation since a large number of smaller jammers
can be spread in this area.




8.3.4 Multiple Beam Antennas

Fo: the MBA. the array elements are located at the focal plane of
a focussing element such as a lens or, as shown in Fig 8.2 a
reflector. The field distribution at the [ocal plane is the Fourier
transform of the field at the main aperture. Therefore. the fieid at
the elements is an image of the waves emanating from the earth
both user terminals and jammers. Thus, the focuss'ng retiector or
lens does beam forming geometrically and is therefore inherently
wideband. Much of the phasing required on the PA is done
naturally on the MBA.

Each element at the focal plane receives energy from a spot on
the earth in a one-to-one ma~ping from the spot on te earth to
the array element, i.e. each spot beam can be associated with a
particufar array feed element. The beam shape is defined by the
diameter of the aperture of the antenna and the pattern of the
element itseir. Jammers located in beamns far removed from a
particuiar feed will be in a far out sidelobe of that feed and. if the
sidelobes are sufficiently low, will be etfectively nulled

Jammers lccated in or near a beam must be dealt with by
adaptive nuiling Generally only nearby beams need be used
Typically. groups of 3.7.9 or 18 are used. Three-beam and
7-beam clusters are shown in Fig 8.3 2 where it is as¢ ymed that
the beams are overlapped at the 3-dB level although this 1s not
necessary for the nulling function A jammer located in one bea™
of the cluster will also be received by the other N-1 elements of
the cluster through their sidelobes With these N outputs
adaptive nulling can then be performed to nul! up to N-1
jammers Care must be taken to maintain good gain in the
direction of the user signais

Small ciusters such as shown in Fig 8 3 3 are the basic units and
can be utilized 1n several ways In the simples form. a cluster can
be Jsed to form a fixed pattern such that the gan in certain
areas. such as the Warsaw Pact area. i~ low Skynet 4 uses such
a format at SHF In another form. the cluster can be at the center
of a mechanically scanned dish so that a composite beam can
be mechanically steered to theatre of operation and use the
cluster for close in nulling of a few strong ,ammers In a more
complex arrangement the ciuster can be one section of a much
larger MBA array-switching is used to select the particular cluster
and. theretore. compos.ie beamn to be used Other beams in the
MBA can be used simultaneously and independently

8.3.5 The MBA vs the PA Debate

There 1s consigerable debate over the relative mernits of the MBA
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vs PA appsoaches with both sides vigorously defending ther
viewpoints. A signifigant problem in resolving the debate 1s that
even slightly differences in applcation tend to dramatical tip the
balance in one direction so great care must be taken in
comparing the two approaches

In [8.3.2]. Mayhan of Lincoln Laboratories discusses the issue at
length. An MBA is compared to a thinned PA for the application
of providing full earth (18 x18") coverage with potential jainmers
located anywhere in this FOV. The MBA and the PA were
compared on the basis of three performance criteria-

1) susceptibility to large numbers of interference sources
distributed over the visible earth based o, a fixed number
of adaptive degrees of freedom.

2) trade off between link margin. relative to recer.er noise
and nulling resolution

3) nulling bandwidth cons*raints imposed by the use of
spread spectrum

The conclusion in [832] was that for these condiions and
performance criteria.the MBA signifigantly out performs the PA
Furthermore.reference [83.2] aid not consider the extra
comple.ity requried In implementing the adaptive nulling
atgonthm discussed in Sec. [8.3.3] above which would make the
PA appear even worse

Indefence of PA's they may be attractive for applications that
have a somewhat narrower field of view than full earth coverage it
may also have advantage where clever algorithms make the
computations for the adaptive ~ulling more tractable In summary
it looks as though the debate wili continue for some time
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APPENDIX 8.3 A
PHASED ARRAY ARCHITECTURE
FOR MILLIMETER WAVE ACTIVE ARRAYS'"

This paper discusses general considerations pertaining io the
design of active arrays for millimeter wave fabrication. As
fundamentatl examples, microstrip and siot arrays are discussed,
and each is shown to impose fimitations on pattern coverage for
certain choices of substrate or geometry.

1. Active Arrays
1.1 introduction

There is increasing interest in developing the technology of array
antennas of millimeter wavelengths. However, because of the
circuit losses at these frequencies, it may be necessary to
develop advanced "active” array technology using amplifiers and
phase shifters at each element or each subarray instead of
maerely extending the conventional "passive” (phase shifter) array
technology. This is particularly true in the case of large arrays
where printed circuit array techniques are required to achieve
adequate tolerance and reasonable costs.

in this case the circuits with radiating elements are expected to
be collected into groups, or subarrays, on common
semiconductor substrate, with microwave power dividers to
excite each subarray. Figure 1 illustrates one possible
organization of a printed circuit array, and leads to the
conclusion that the fabricated array is likely to have a number of
printed circuit boards, one for RF power division, one for the
control electronics and logic for phase steering. and another for
the active elements and subarrays. The design of such
multi-layer arrays has to deal with a number of physical
problems, like board alignment, thermal expansion and heat
removal and especially the maintenance of good electrical
connections between boards. The interconnect problem poses
fundamental electromagnetic problems and delineates major
choices, such as the selection of a printed circuit slot array or a
microstrip patch or dipole array, the use of proximity coupling
between feed lines and elements {or upper boards) and the
selection of what functions are done on what board surfaces.
Such basic choices involve very different architectures at the
array face, and may seriously limit the performance of the array
face as a radiator. Several different printed circuit array
configurations will be discussed in this paper.

1.2 Array Architectures

Figure 2 shows four possible configurations of millimeter wave
arrays. The upper two use microstrip patch radiators, while the
lower two sketches show siot and printed dipole radiating
elements. However, the key differences between them are not in
the selection of elements, but the choice of semiconductor layer
location. The selection of these four configurations is intended
only to illustrate a representative cross section of the microwave
problems.

Microstrip patch arrays are certainly among the strongest
candidates because they are readily fabricated by printed circuit
techniques. The upper two figures show the element directly
attached to the dielectric substrate thickness is much too thin to
support wide band radiation. For these configurations coupling
to the elements is either accomplished by plated holes or
capacitive coupling. (Fig 2B) or through proximity coupled slots
in the lower ground screen (Fig 2A). The semiconductor
substrate and active devices are either above (Fig. 2B) or below
(Fig.2A) the lower ground screen depending upon thermal
costraints and ease of integration with the microwave power
distribution network.

(*) Written by R.J Mailloux of RADC, USA

Figure 2D shows a configuration with the semiconductor layer at
the radiating array face, and attached to a lower substrate of low
loss dielectric material. At higher microwave and miliimeter wave
trequencies the semiconductor layer thickness may be adequate
to support broadband performance with the radiating elements
and a ground screen attached directly to opposite sides of the
semiconductor substrate. In this case Figure 2D pertains, but
without the separating dielectric layer

Finally, Figure 2C shows one possible slot array contfiguration
with slots proximity coupled to some microwave feed netwc...
An alternative configuration might use probe coupled slots using
a microstrip feed attached to the upper slotted ground screen.
This orientation has favorable characteristics in that slot arrays
are wider band than microstrip patch arrays, and the
configuration leaves substantial space on the top surface to
insert phase shift and amplifier devices in a planar orientation
One of the key questions concerning this structure is whether it is
necessary to create cavities to separate each slot. or whether the
circuit of 2C will have good radiating properties without cavity
separators.

2. Electromagnetic Studies of Millimeter Wave Arrays.
2.1 Research Activities Stimulated

The above discussion explains why there is an interest n
investigating a growing body of array architectures to simplify
the EHF array manufacturing processes. Certain configurations
have distinct advantages, but it is not evident that any one
geometry solves all the problems. Of primary importance are the
following practical requirements

¢ Minimize or eliminate the use of shorting pins. “plated
through” holes and via hole feeds

e Eliminate the need for forming cavities within substrate
layers.

+ Minimize multiple layer bonding.

o Integrate thin semiconductor substrate and devices into
array.

« Develop architectures with favorable excess heat removal
These issues, essentially ansing from manufacturing problems
pose questions of 2 fundamenta!l research nature that need to be
addressed for a wide variety of possibie configurations

Among these research topics are the following:

¢ The study and development of wide band proximity
coupling for microstrip and slot arrays.

o Question the need for defining cavities behind scanning
slot arrays.

o Investigate surtace wave and blindness effects for various
array architectures.

o Investigatc influence of vertical feed wires on possible
blindnesses.

- Investigate the res''ts ot using dielectric superstrate
layers on array element patterns.

o Investigate feed line radiation characteristics




Detailed studies of these recearch have not ben conducted for
any of the geometries of Figure 2. There are, however some
basic data available to describe infinite arrays of microstrip and
slot elements.

2.2 Microstrip Array and Slot Array Resuilts

Among the possible architectures for incorporating active devices
into the array face, one of the most abvious is to extend
conventional microstrip patch and dipole technology. Early
results indicate that this is feasible although one must be careful
about substrate thickness. The use of thin substrates imposes a
bandwidth limitation which may be a limiting factor depending
upon the requirements. However. Figure 3, due to Pozar and
Schaubert {1] shows that array blindness occurs in such arrays
with thick, high dielectric substrates. The reference [1] also
raints out that these can be avoided. or moved out to much
wider scan angles, by selecting a thinner substrate and
accepting decreased bandwidth. In addition to bandwidth and
blindness concerns. this type of array design remains inherently
multi-layer, partly because of the restricted available space at the
microstrip patch surface.

Figure 4 shows two types of slot arrays that are often considered
for use with achive devices. The primary question addressed in
the associated research studies 'vas whether there is always a
need for torming cavity separators behind the siots of the array
{Case B) or whether it might be possible to omit the separators
(Case A). Clearly it wouid be desirable to avoid this tedious
manufacturing process if that were possible. Untortunately it
appears that the cavities are essential to suppress internal modes
in the region below the s!~ts. Figures 5a and 5b compare power
transmission facte s for infinite arrays and show severe blindness
for the Case A array with € =g. The data for the array with cavities
(Bl and € =2.5 shows that no such problems exist for that case.
However. the power transmission factors for the cavity backed
geometry were found only weakly dependent upon the substrate
dielectric constant
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The conclusion drawn from this study is that some attempt must
be made to form cavities behind dielectric loaded slot arrays it
they are to be used for scanning. Unresotved research questions
pertain to whether one could use microwave circuit techniques
(chokes, open circuit lines, etc.) to achieve sufficient decoupling
between elements without the use of fabricated cavities

3. Conclusion

The two examples and other geometries referred to- in this
Appendix show that it is possible to make arrays with high
dielectric substrates that exhibit good scan properties. However,
the two configurations that have been studied are arrays that are
not simply fabricated. Conventional microstrip arrays require
feeds that are attached with metallic pins or "plated through”
holes, and muitiple circuit board construction. Siot arrays appear
to require separating cavities that also need precise pin-type
fabrication.

Morever, none of the available studies are directly compatible
with device integration or deal with thermal constraints. Much
work needs to be done to produce array geometries that are
inexpensive and simply fabricated. yet which satisfy the need for
wide angle, wide band scanning apertures

[1]D.M. Pozar and D. H. Schaubert, "Analysis of an Infinite
Array of Rectangular Microstrip Patches with Idealized
Probe Feeds", IEEE Trans, AP-32, No. 10 Oct 1984. pp
1101-1107

[2]JR.J. Mailloux. “Printed Slot Arrays with Dielectric
Substrates”. |EEE Symposium on Antennas and
Propagation. June 1985




106
‘«———— RADOME
A i
7 L, SEMICONDUCTOR
o~ 7 ACTIVE
T LT SUBARRAYS
T LT)ET LT LT L7/L7 L7
SUBARRAY N \\\\\\\\\\\\\ 0 D D g < : BOCA%NDT(R;)I’:-ASE
¢ A\ —
(CROSSHATCHED)——> i, SHIFTER DRIVERS
WITH VETALLE L7 /lz7 Lfez 27f /[ BIASING
GROUND SCR%EN 10 CIRCUITS)
UNDER SEMICONDU R
SUBSTRATE VA AYAAe,
t s
RF FEED L / /
FOR &= ya — o
SUBARRAY b / — T ® RF POWER
/ / DISTRIBUTION
Fig.1 Multilayer construction of printed circuit array
MONOLITHIC ARRAY MONOLITHIC SUBARRAY
CONSTRUCTION/ MICROSTRIP UNDER DIELECTRIC
ELEMENTS LAYER (s)
MICROSTRIP
MICROSTRIP
M'C;?S%LR'P RSt
DIELECTRIC DIELECTRIC SEMICONDUCTOR
SUBSTRATE SUBSTRATE /  SUBSTRATE
\ (WITH ACTIVE
f ELEMENTS AT
GROUND INTERFACE )
r SCREEN :
I GrouND
SEMICONDUCTOR SCREEN
SUBSTRATE CAPACITIVE
( ACTIVE ELEMENTS COUPLING
AT BOTTOM) (OR VIA HOLE )
MONOLITHIC ARRAY MONOLITHIC SUBARRAY
WITH SLOT RADIATORS ON DIELECTRIC LAYER
DIPOLE ACTIVE
RADIATING DEVICES
GROUND ELEMENTS
SCREEN — o
RADIATING SLOTS SEMICONDUCTOR
— — SUBSTRATE
L y i
R SEMICONDUCTOR
\ SUBSTRATE ‘;%ggg"
N
_ STRIPLINE FEED r
NETWORK

(ACTIVE ELEMENTS
AT INTERFACE )

Fig.2 integration of monolithic MIC technology in ERF arrays




== E~PLANE
=-== H-PLANE

—:=— D~PLANE

9

81

71 €255
6+ ¢° 0.06 A
5

az 051 A
bz 050 A

IRl L=028 A
ﬂ' W=03 A

v .t o

[

0 30 60 90
SCAN ANGLE

Fig.3 Reflection coefficient for infinite array of microstrip patch radiators (after Pozar and Schaubert.
IEEE Trans. AP-32, Det 1984)

CASE A: SLOT ARRAY WITHOUT
INTERNAL CAVITIES

CONDUCTING
SURTACES

REGION !1- DIELECTRIC /

CONSTANT

CASE B: SLOT ARRAY WITH
INTERNAL CAVITIES

CONDUCTING
SURFACES

REGION I1- DIELECTRIC
CONSTANT €

Fig.4 Slot array geometries

107




108

CASE A

EPR = 9 0000
T=0.0567

A=0. 42592
R(OHMS)=716.4

RELATIVE POWER

U ORY
A. SLOT ARRAY WITHOUT CAVITIES

CASE B

EPR=2.5000
T=0n"230

A= 0.354632

R OHMS) = 1547.

o.ak
o a
S
0.6 \
g F \
S osf
—
< - —— VSCAN
u ——= USCAN
@ 02+
0.0 1 1 [ 1 1 1 L A | 1
Qo 0.2 0.4 06 08 10
UOR V

B.sLor aRrrav WITH SEPARATING CAVITIES

Fig.5 Array transmission factor




109

8.4 SOLID-STATE SPACEBORNE POWER AMPLIFIERS

8.4.1 Introduction

The basic function of a spaceborne power ampiifier is to boost
the jow-level RF signals provided by the payload iow-power
section to a leve! sufficiently high that, when combined with the
transmit gain of the Spacecraft antenna, will ensure that the
proper effective isotropic radiated power (ELR.P.) is sent to
ground.

Recent advances in the bipolar and field effect transistor (FET)
technologies, particularly GaAs FETs. have had a significant
impact upon satellite communications both for earth station and
spacecraft applications. Spaceborne power ampiifiers, formerly
materialized by Travelling Wave Tube Amplifiers (TWTA)
exclusively, can now be realized by semi-conductor
technologies. Solid State Amplifiers (SSPA) are available to
replace TWTAs for low and medium power applications in
satellite (all solid state) transponders.

8.4.2 Classification of Power Amplifiers

Power amplifiers can roughly be classified by using the terms
output power capability, bandwidth, linearity and efficiency. The
requirements and final choice of technology and configuration
depends on, above all,

~ the antenna type (gain, single/multi feed, reflector or
direct radiating antenna),

~ the repeater configuration (multipiexing).

- the kind of traffic (telemetry, telephone circuits, television,
direct broadcast),

- number of signals (channels) 1o be transmitted
simultaneously,

- signal type
frequency.

(modulation), signal bandwidth and

8.4.2.1 Qutput Power

The output power requirements on a spaceborne power amplifier
can vary between a few Watts and several hundred Watts.

SSPAs are available today to replace TWTAs for low and medium
power applications. Since the late seventies, several hundred
SSPAs have been put in orbit on various spacecraft and for
various applications as shown in Table 84.1. Fig 84.1
demonstrates the status and indicates the near future trend
(early 1990s) for SSPAs for space applications. A couple of
amglfiens in space have been launched for a short term period,
only, so as to demonstrate space quality. This is practice in
Japan, sometimes.

High power levels mandatorily require high power transistors.
The state of the art of microwave transistors is shown in Fig 8.4.3.
it reflects above all the performance for commercial parts and, at
EHF, the status at R&D. It is supposed that this chart couid reflect
the technical status of space qualified transistors around the year
2000.

To increase amplifier output power beyond the capability of a
single transistor, a commonly used technique is to combine
several transistor stages through hybrids. The main drawback of
this technique is the farge amount of power wasted in the
combiners with the respective degradation of efficiency. Fig 8.4.2
show: the combined output power (P} compared to the power
generated in the individual stages as a function of the number of
stages and for vaiious insertion losses of the hybrid combiners.
Things become even worse if phase differences in the amplifiers
and in the combiners are considered. In order not to waste power
and efficiency, no more than 4 or 8 stages should be combined.

8.4.2.2 Bandwidth

The bandwidth of an SSPA can be characterized in two different
ways:

- static single carrier bandwidth
- and dynamic modulation- or multicarrier bandwidth

The static single carrier bandwidth is solely determined by the
microwave characteristic of the amplifier, e.g. transistor
parameters, microwave matching networks, power dividers and
power combiners. Normaly, it 1s no probiem to acflieve a reialis ¢
bandwidth in the order of 5 to 10 % which is sufficient for space
applications.

The dynamic bandwidth of an amplifier depends on the envelope
of the microwave signal i.e., in general, the envelope of a
multi-carrier signal. This bandwidth must be flat for all
frequencies of the envelope. For example, if two carries were
applied to an amplifier, the envelope of the composite would
ofter a trequency component equal to the diference of the carrier
frequencies. An amplifier operating in a FDM system has to
handle an envelope which contains frequencies starting from DC
up to the maximum separation of RF carriers {tens/hundreds of
MHz). The amplifier must be able to control its point independent
of the envelope spectral properties. With ampilifiers operating in a
constant DC current mode (purely Class A) there are
properties With amplifiers operating in a constant DC current
mode (purely Class A} there are no major problems to achieve
large dynamic bandwidths. As Class A amplifiers offer pure
efficiency, the high power stages of an SSPA are normally
operated Class A/B or Class B. (Class C operation is justifiable
for a single cartrier, only). The high power stages now draw
current according to the envelope of the microwave signai.
Consequently, the current in the bias circuits (refer to Figure
8.4.4} will have to follow the amplitude of the RF signal. This is
particularly important for the source impedance of the entire bias
circuits including that of the power conditioners: The bias circuits
must present a very low impedance in order to avoid any drop in
the voltage applied to the active device. Such volitage drops,
called memory effects. would generate intermodulation
distortions (IMDs).

This requirement on the bias supplies is a real technical
challenge and cannot be met easily. The use of multiple bypass
capacitors, of very large and very small values, connected in
parallel in order to bypass the wide range of envelope
frequencies, is limited by the fact that high-value capacitors at
high frequencies become inductive and form parallel resonant
circuits with the lower value capacitors. At such resonant
frequencies the intermodulation distortions become very high.
Nevertheless, a multicarrier bandwidth in the order of 30 to 100
MHz can be achieved using state of the art transistors in well
designed bias circuits.

The bandwidth of SSPAs can be increased by using active bias
networks. This technology could be mature before 2000
depending on the need and appropriate funding.

8.4.2.3 Linearity

Device nonlinearities in terms of amplitude and phase cause
signal distortions. For example, in multiple-access systems with
multi-carrier operation (FDMA) the nonlinearities result in
intermodulation distortions. The major causes of intermodulation
distortions (IMD) are:

- saturation of the amplifier

- gain reduction and phase shift at high output power levels

- gain and phase distordions at low output power levels
due to a gradua! and nonlinear change from cutoff to




10

active mode operation of the transistors.

- frequency dependent memory effects due to non-ideal
behaviour of the transistor bias circuits (refer to Section
8.4.2.2)

Reat world amplifiers are limiting the signal due to the saturation
of the amplifier devices. The IMDs, produced by fractional
chipping of the signal, must be taken as unavoidable due to the
limited peak power capability of all amplifiers. The amount of
intermodulation distortion depends on the signal peak to average
power ratio as illustrated in Figure 8.4.5 for the transfer
characterictic of an ideal limiting device. 1he curve represents
the theoretical limit.

In fact, the intermodulation distortions of a practical amplifier
depends on the magnitude of the device non-linearities (gain
and phase). They are practically worse than shown in Fig 8.4.5.
The iMDs caused by gain and phase distortions of the SSPA
transfer charcteristics at high and low power levels can be
minimized by proper linearization of the amplifier. But. special
care must be taken to avoid memory effects in the linearizer
circuit which again would tend to worsen IMDs at certain
envelope frequencies. Figure 8.4.6 shows the typical transfer
characteristics of SSPA and TWTA before and after linearization.
Figure 8.4.7 represents the corresponding 3rd-order IMDs. When
compared to TWTAs, SSPAs offer a much more linear behaviour,
ard consequently less signal distortions.

8.4.2 4 Efficiency

The DC to RF conversion efficiency of an SSPA is determined by
the

~ efficiency of the power condit oner

- efficiency of the RF amplifier at the maximum output
power

~ drop down of efficiency with output power backoft

~ and the operating conditions of the SSPA.

The efficiency of todays power conditioners is ranking between
75 and 90 %. The exact value depends on the

~ amount of secondary DC power: the higher the power, the
better the efficiency. This is due to the power
consumption of the conditioners control circuits which is
almost independent of the DC power to be delivered.

- number of secondary voltages: the lower the number, the
better the efficiency.

~ amount of additional control and monitoring circuits, like
telemetry /telecommand interfaces and redundancy
switching circuits.

- conversion rate of primary to secondary DC voltages: the
lower the voltage ratio, the better the efficiency.

The efficiency of the RF amplifier highly depends on the required
output power, gain and bandwidth, Table 84.2 shows the
approximate efficiencies (without power conditioners) at
maximum output power which can be expected for different
frequency ranges and a gain of about 50 dB. The lower values
represent the state of the art. while the higher values tentatively
show the numbers expected for the late 1990s.

Frequency Power/W | Bandwidth /MHz Max Efficiency /%
L/S-Band 40-60 = 40-55
C-Band 30-50 50-250 30-45
x-Band 30-40 = 25-40
Ku-Band 10-35 200-500 20-35
Ka-Band 2-10 = 15-30

Table 8.4.2 SSPA Performance Summary (at about 50 dB gain)

SSPAs which have to amplity signals with a constant envelope
(purely phase mudlated signals) can be operated at a fixed

power level close to or at saturation with the associated high
efficiency.

SSPAs, installed in a system with amplitude modulation, or
amplifying multi-carrier signals, have to be operated in a power
backoff mode. Due to the instantaneous envelope of those
signals, the operational efficiency becomes the average value of
the amplifiers efficiency ve-sus backott weighted by the
amplitude probability of the envelope. Amplifiers exhibit an
efficiency decreasing with power backoft. The average efficiency
under backoff conditions is therefore always l{ess than the peak
efficiency at saturation. The amiount of degradation depends on
the SSPAs efficiency versus backoft characteristic. The worst
degradation happens with amplifiers operated in Class A
(constant DC power mode).

Class B ampilifiers, where the

~ DC power consumption is proportional to the current.
~ and the RF output power is proportional to the square of
the current.

offer an improved behaviour. Nevertheless. the efficiency drops
very rapidly with the squareroute of the power backoff. The
drawback of efficiency drop with power backoft inherent in all
conventional amplifiers can only be conquered by operating the
transistors at voltage saturation even under backotf. In principle
there are two ways to do so:

The first one is to make the supply voltage proportional to the
enveiope of the RF signal. But. this principie has serious
shortcomings in terms of

- propagation delays between the modulated supply
voltage and the signal envelope

- bandwidth limitations due to detector and modulator
circuits

- and. the serious one: State of the art voltage modulators
for high power applications are limited to some hundred
kilocycles in bandwidth

The second approach is to contro! the virtual load impedance of
the amplifier by the instantaneous signal envelope over a wide
range of powe; backoff values as shown in principle in Figure
8.4.8. The RF output power and the DC power consumption
become proportional to the current and consequently the
efficiency remains high. The impedance modulation can be
performed by different techniques, like the DOHERTY. the
CHIREIX-OUTPHASING and the PAMELA principle. PAMELA has
been developed by MBB. It stands for Power Amplifier Module
for highly Efficient and highly Linea. Appiications. The DOHERTY
and the CHIREIX-OUTPHASING principle offer shortcomings in
terms of linearity. due to piecewise synthesis of the transfer
characteristic, and in terms of modulation-and multicarrier
bandwidth. due to explicite processing of the signal envelope.

PAMELA applies a technique that overcomes the problems
inherent in both other principles. In the PAMELA concept the load
variation i1s performed by three or more individual amplifier
branches operating through impedance inverters into a common
tixed load. as shown in the principle diagram of Figure 84.9 in
the case of three amplifiers. All amplifiers are driven by the
Steering Network which performes an implicite processing of the
input signal envelope. Amplifiers 1 and 3 are driven by signals,
whose phases vary in opposite direction as a function of the
instantaneous input signal. Amplifier 2 is driven with constant
phase. This results in real impedances for the amplitier 2 and in
complex impedances for amplifiers 2 and 3.

In order to reduce the average reactive loading tn the outer
amplifiers which tends to penalize efficiency, both amplifiers are
equipped with proper shunt-reactances. From the vector diagram
one can see that at phase differences being greater than 90",
negative real impedances would occur causing current flow back




into the amplifiers. Therefore the Steering Network is designed
such, that no negative real currents can arise. PAMELA theretore
operates as a conventional ampl'fier for very low output power
levels. Figure 8.4.10 compares the efficiency for the optimum
conventional linear ampiifier which is biased under Class B
conditions and a PAMELA amplifier. Conventional as well as
PAMELA amplifiers are assumed to be free of losses. For ease of
comparison, both efficiencies are normalized to 100% at peak
power. The conventional amplifier fall notoriously short of
performancs in this regard.

Design confidence in the PAMELA principle has been astablished
by the development of a breadboard amplifier at L-Band
trequencies. The SSPA offers 47 dB gain, more than 40 Watts of
output power and a maximum efficiency better than 40 % under
single carrier conditions. Loading the amplifier with a
bandlimited Gaussian noise signal which is equivalent to an
intinite number of individual carriers the following performance
has been achieved:

Qutput Power /W IMD /dBc  Efficiency /%

15 23 25
20 20 30
25 18 32
30 15 35
35 14 37

The multicarrier performance of the PAMELA breadboard
amplifier is superior to that of all other L-Band amplifiers: SSPAs
and TWTAs.

8.4.3 Comparison of SSPAs and TWTAs

When compared to TWTAs, SSPAs ofter the following
advantages:

m

- better linearity for both phase shift and gain transfer
- less complexity for the power conditioners

- significantly lower weight

- better reliability

- and improved tracking between units.

The disadvantages are:

- less output power capability
- and lower efficiency at maximum output power.

But, in many applications, the disadvantages vanish due to the
imoroved linearity of SSPAs. For exampie, in FDOM systems the
power amplifiers have to be operated in an output power backoff
mode in order to establish compliance with the intermodulation
requirements. To achieve the same level of intermodutation
distortions, SSPAs can be operated at 2 to 3 dB less backoff.
Therefore, the maximum output power rating of the SSPA can be
2 to 3 dB below that of a TWTA. As the efficiency of an amplifier
drops with the power back-off, the TWTA will lose its respective
advantage under multi-carrier operation

SSPAs are likely to replace TWTAs in low to moderate power
applications, whereas the area of concentrated high power
applications at high microwave frequencies wifl be left to TWTAs.

8.4.4 Conclusions

During the eighties, a number of SSPAs were placed in space
The quantity was an is still rapidly increasing very fast

Significant technological progress is going to be achieved with
solid state devices. Whatever technology is Leing applied.
amplitier performance can be further upgraded by employing
sophisticated amplifier control mechanisms and. last not least.
by powerful composite amplifier arrangements.
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8.5 LASER COMMUNICATIONS FOR INTERSATELLITE LINKS

8.5.1 Introduction

Optical communications in space have been discussed ever
since the invention of the LASER some 25 years ago. it was
recognized early that LASER commonication systems had a
potential to transfer data at very high rates. in addition. because
of the short wavelength, antenna and beamwidths are much
smaller than required for conventional microwave and millimeter
wave communication systems. For the next decades. LASER
communications are likely to avoid the problem of frequency
allocation and congestion, because of the inherent low relative
bandwidth and the high spatial discrimination.

Intersateilite communications encompass both Intersatellite Links
(ISL) and Interorbit Links (IOL), both illulstrated in Figure 8.5.1
and 8.5.2 respectively. ISL is defined as a link between satellites
on the same orbit, usually the geosynchronuous orbit (GEQ). IOL
refers to satellites on different orbits, usually between GEO and a
satellite vehicle on a low orbit (LEO). it not otherwise mentioned
ISL is assumed to include IOL, in this report.

The dist.nces over which the LASER links have to work is very
long. They are in the order of 72000 km for ISL and up to 44 000
km tor IOL. The signal at the receiver is therefore very weak thus
leading to very stringent requirements on the LACSER
communication system in terms of

- optical output power,

- receiver sersitivity,

- beam quality,

- spectral linewidth (as to coherent detection).
- high reliability over long life(> 10 years).

This report will very briefly review the state of the art, and will
then highlight the problem areas and promising technological
achievements which are likely to be mature for space
applications after one to two decades from now.

8.5.2 Rationates for Intersateliite Communications

ISLs can be used to provide extra capacity in satellite networks.
Instead of ptacing a huge satellite in orbit that were to cover all
communications needs forecast for the next decade, a cluster
concept would offer an economic aiternative. if an ISL is used,
add-on satellites can be launched to deal with extra traffic and
modified  connectivities.  Another  application is  the
interconnection of similar satellites operating in different regions
to provide extended coverage. Also, double-hop link
requirements could be resolved by employment of ISL.

The benefits of I0L 1s being demonstrated over a couple of years
through the relay sateilite system TDRSS using microwave links
Concepts for follow-on systems are in progress also considering
the employment of optical links.see Section 8 53.

I0L ofters a considerable benefit for the LEO satellite in terms of
coverage and accessability. The number of earthstations and the
extension of terrestrial networking can be miminized. Storage
aboard of the LEO satellite is dispensable in aimost all cases

8.5.3 System Heritage

No experimental or operational LASER experimentation systems
have yet been flown in space. However, optical technology has
evolved 10 a point where it 1s now feasible to consider such
systems for space applications

The ACTS has been designed to carry an optical payload
comprised of the main package from the DoD and an add-on
package from NASA which together support two different modes

of operation: heterocdyne and direct detection

The DoD package consists of a telescope with a beam acquistion
and tracking subsysetrn. a heterodyne LASER transmitter. and
supporting electronics. The telescope has a 20 cm aperture
correspeding tn a 4 4 rad beamwidth at 0.8 um wavelength
Beam acquisition is done by conical scannirg over the
uncertainty region. Tracking is p:rformed by a monopulse
technique. The LASER transmitter diode (GaAlAs) outputs 30 mW
of optical power near 0.86 um wavelength. The maximum optical
link data rate is 220 Mbps.

The NASA package consists of a dirert detection transceiver with
supporting electronics and will be linked to the optical
subsystem of the DoD package. Each of the three GaAlAs LASER
diodes is rated at 70 mW peak power with 50 % duty cycle. With
two dioddes combined an output of 120 mW (50% duty cycle)
has been obtained. The receiver is designed for direct detection
using an avalanche detector (APD) diode with a quantum
efficieny of 40 %. The maximum data rate is 220 Mbps The
NASA package has been designed for incorporation onto the
next generation TDRS in favour of the IOL. The baseline NASA
experiment has been structured for optical links between ACT
and two earth stations. Space-to-space links are under
discussion between NASA and ESA so as to use one of the
planned experimental GEO satellites of ESA SAT-2 (now TMS)
within the PSDE program

At present the optical ISL package on ACTS has been discarded
due to cost reasons,

After the experimental verification of the LES 8,9 microwave ISL.
a LASER Intersatellite Transmission Experiment (LITE) has been
initiated where a space optica. heterodyne system has been
designed and developed. (App. 8. 5A)

The European Space Agency {ESA) has established a program
which also includes an optical ISL payload package. SILEX. It is
related to the SAT-2 satellite of the "Payload and Satellite
Development and Experimentation” (PSDE) program. Design
and development of critical technologies has recently been
kicked-off.

Since all the mentioned developments are based on the
employment of semiconductor LASERs, the design target is
limited to about 100 Mbps.

8.5.4 LASER System Configurations

8.5.4.1 Detection Schemes and Technologies

The receiver takes the incoming optical signal and converts it to
an intermediate frequency or a baseband data stream The
performance can be quantified by its sensitivity which depends
on the detector material and structure as well as on the chosen
receiver architecture

The traditional materials used for optical detectors. are silikon
germanium. GalnAsP and CMT (cadmium mercury telluride).
Figure 8.5.3 shows the normalized spectral response of photo
diodes. Silicon can be used in the wavelength range from 06
through 1.0 um and germanium from 1.0 through 1.6 um CMT
has only been considered for CO, LASER systems operating
around 10.6 um The wavelength range tor GalnAsP can be
adjusted up to 1.7 um by altering the detailed chemical structure.
A newer compound is GaAlAsSb

CMT may also be used in the tuture around 1.3u using the spin
orbit resonance effect. Unfortunately. CMT requires intensive
cooling which 1s heavy in mass and demanding for electrical




power.

The detector device structure also affects the receiver sensitivity.
Avalanche photodiodes (APDs) often offer optimum performance
although PIN dioes are considered for some wavelengths and
receiver types. In particular, the SAM (separate-absorption and
multiplication) APD structure currently appears very attractive for
future applications.

Finally, there is the receiver arcniteciuie itselt. 1he basic LASER
communication schemes are based on direct detection Fig 8.5.4
because they are reletively simple in technology but
unfortunately, the performance is poor. The modulation is strictly
ASK. Much more performant are coherent detection schemes in
heterodyne receivers Fig 8.5.4. They outperform the direct
detection by 10 to 15 dB, given the same average LASER output
power. The modulation type can be FSK, PSK or ASK. The
intermediate frequency is usually in the microwave range.
Problems are however encountered with alignment of the carrier
and the local oscillator, the LASER linewidth and with
compensating for the Doppler shift on the incoming signal.

Downconversion to the baseband by mixing the incoming signa!
with the regenerated optical carrier is refered to as homodyne
detection and is about 3 dB superior to the heterodyne receiver
Fig 8.5.6 The impact on carrier spectral purity is still more
stringent than for heterodyne receivers. LASER diode
transmitters cannot meet these requirements, instead solid state
LASERS are more suitable.

8.5.4.2 Transmitter Subsystems and Technologies

Four possible technologies are considered for the optical
transmitters.

A CO,LASER transmitter could produce approximately one Watt
of optical power at 10.6 um wavelength. This relative long
wavelength leads to a comparatively iow antenna gain and the
need for a bulky cooled CMT detector. This, together with
problems of long term CO, molecular breakdown, has rendered
this transmitter an unattractive technology.

Much more attractive technologies are based on semiconductors
(GaAlAs and InGaAsP) and solid state m+terials (Nd: YAG).
Current R&D effort is heavily concentrating on those
technologies. The employment of diode LASERs are about to
become the short term candidate for spaceborne applications.
But physical limits relative to optical power output and spectral
purity, may render the solid state device more attractive for mid
term applications.

Table 8.5.1 gives a comparative overview on the most promising
LASER transmitter technologies and their performance features.

Technoiogy GaAlAs InGaAsP Nd . YAG
Wavelength (um) 08 1t015 1.06
{0.946.1.32)
Oplical oulput power (mW)**) 50 10 1000
Relative rellability poor medium good
(due to inherent
redundancy)
Efficiency high high medium
Spectral purity
fine width (kHz) > 1000 > 100 <100
Rel mass & volume small small large
Beam divergence large large small
External modulator requ’d? no *) no *) yes

Applicable receiver type
Possible detection
(disragarding ASK)

heterodyne heterodyne homodyne
coher FSK coher FSK coher PSK

Tabie 8.5.1 Comparison of LASER Transmitters for ISL/IOL
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LASER diodes of GaAlAs are relatively small in size and have a
low power consumption. Also, modulation can readily be
achieved by direct modulation of the bias current. Questions.
however, remain over reliability and maintaining the output in a
single spatial mode at higher powers. Single mode LASERs with
an output as given above are commercially available today.
Active development is ongoing in the area of higher power
LASERs. As much as one Watt may be available in the near
future from enhaerent _ASER arrays and, o1 broad-area devices
But diode LASER arrays are ruled out for coherent detection
because their beam quality is not adequate.

GainAsP diodes have undergone extensive development for the
fibre optica! repeater market. Initially their longer wavelength and
a generally fower power worked against these diodes in
comparison with GaAlAs sources. However there is evidence that
they can demonstrate higher reliability and can be more suitable
for heterodyne receivers.

Nd: YAG LASERs are now attracting ISL applications. A
neodymium doped YAG rod is pumped by an external optical
source (a flash lamp or a semiconductor LASER array) and can
produce one Watt of optical power. The spectral properties are
good giving linewidth suitable for coherent detection even with a
homodyne architecture. But a number of problems are still
associated with the Nd: YAG source: Direct modulation or tuning
of the source is not possible.. Some form of electro-optical or
acousto-optical external modulator must be used. Also
efficiency, especially in the diode pumped case, is relatively
poor. Recently a 5 Watt (continuous wave) optical output power
has been demonstrated at a French-German joint venture. This
has been accomplished with a solid state LASER while
maintaining the excellent spectral properties of the Nd: YAG
source. Details about the principle are not published yet

Recent studies agree that the 0.8 um LASER will be the chosen
technology of the nineties. Commercially produced GaAlAs
LASER diodes meeting the general requirements ot systems in
planning. are available today, although further work is needed to
fully characteiice some aspects of LASER's long term aging
characteristics. The CO, approach formerly looking promising. is
now considered an outdated candidate. Nd: YAG and GalnAsP
are becoming increasingly attractive especially when considered
in conjunction with heterodyne receivers. They may well become
the front runners as IST transmitters in the next century

8.5.4.3 Pointing Acquisition and Tracking

Due to the ex.;eme narrow optical beam the ISL payload requires
a pointing, acquisiton and tracking (PAT) subsystem. This
subsystem is still particularly critical for an ISL terminal. There
are two ways in which the conflicting requirements of wide
pointing angle and high accuracy can be achieved: the indirect
and direct schemes.

In the indirect stabilisation approach the wide pointing range is
covered by moving a coarse pointing mirror, and a separete fine
pointing mirror is to achieve the required accuracy. The fine
mirror is to take out any disturbances from the host satellite. The
disturbance spectrum is ranging up to 1 kHz. This is a
challenging task and is said to be marginally teasible by the fine
pointing mirror.

This problem is avoided in the direct stabilisation technique,
where the whole PAT subsystem coarsely points to the target. A
separete fine pointing assembly is not needed as the high inertia
of the PAT subsystem decouples the optics from the high
frequency vibration sources on the satellite. The much lower
tracking loop bandwidth in the direct scheme is easier to
implement and can reject a large portion of the tracking detector
induced noise.

*) dc 1o about 200 Mbps, above thal a modulator will be required to keep
beam quality

**) Al 100 % duly cycle
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Work on both types of pointing schemes is continuing. Whilst the
direct pointing approach looks increasingly promising. it seems
that an in orbit demonstration will be required to settle the
argument finally. To substantiate the predicted constraints, ESA
has embarked on a Micro-Accellerometer experiment on the
OLYMPUS satellite.

Initial acquisition is deemed the most critical process. The rms
atitude uncertainty (halt cone) may correspond to several
hundred optical beamwidths (beamwidth is ranging around 0.3
milli-degrees, antenna aperture around 20 cm). So some form of
acquisition protocol separate from normal transmission
conditions needs to be established to ensure that the two
spacecraft can acquire each other. Beam widening by
defocusing of the transmit aiid receive beam on the respective
satellites while running a search and acquisition program on the
reciving satellite would eleviate the procedure. The consequence,
however, would be that the antenna gains are reduced by a total
of around 120 dB. even with a very sensitive acquisition receiver
this Link loss would cause a link acquisition to take a prohibitively
long time.

The use of charge coupled devices (CCD) or charge injection
devices (CID) with thousands of pixels offers a partial soultion of
this problem as the receiver gain is effectively increased by a
factor of the number of pixels. Low-noise devices with as many
as 1000 x 1000 pixels have been developed. This approach is
currently limited to wavelengths below 1 um. Secondly, an
optical beacon source can be designed to give a much higher
beacon source due to its lower duty cycle and coherency
requirements. Combining the two methods is likely to result in a
feasible approach.

Tracking an optical ISL can be achieved in a manner similar to a
microwave system. A small fraction {around 10%) of the
communication signal will be used to derive an error signal
through a four-quadrant APD or a CCD.

8.5.4. 4Modulator Demodulator Architectures

Research on semiconductor LASERs is done worldwide. Such a
LASER would be ideal for coherent detection with frequency shift
keying (FSK). The frequency modulation is done by direct
modulation of the injected current as shown in Fig 85.7. It is
advantageous to demodulate the frequency at the receiver side
by a so called frequency feed-back (FMFB) loop. Fig 8.5.8 show's
the schematic of a receiver assembly using FMFB techniques.

Despite the very attractive fetures of diode LASERs such as: high
efficiency. long life. and small size and light weight, there are
large inherent disadvantages compared to the solid state LASER.
Even taking into account further development potential such as
high power distributed feedback (DFB) LASERs at 1.3 ym, the
power output will hardly be sufficient to fulfil the link budget
requirement above 100 Mbps. Diode LASER arrays are ruled out
for coherent detection because their beam quality is not
adequate

Critical comments can also be made concerning the receiver
sensitivity and data rates of coherent diode LASER
communication systems. Coherent heterodyne FSK has by
theory the same receiver sensitivity as homodyne ASK but
remains sub-optimum (by 6 dBj compared to homodyne PSK
(phase shift keying).

As heterodyne receivers require a strong local oscillator (LO)
LASER, the shot noise generated by the LO also dominates the
noise of the subsequent receiver electronics and
auantum-limited noise performance is attained. LO intensity
fluctuations intringic in semiconductor LASERs, can create
excess noise in the receiver front end. However. and LO intensity
and noise cancellation technique has been developed using the
dual-detector receiver concept shown in Figure 859

The modulation bandwidth of LASER diodes by direct
modulation of their currents is below a few hundred Mbps
Modulation beyond this limit is only possible by an externat
(electro-optical) modulator which basically leads to the systems
discussed below.

With GaAlAs LASER diodes, equalisation of the LASER's FM
transfer function is required at FSK modulation. This is because
unequalized LASER diodes exhibit a large enhancement in
low-frequency (<1 MHz} M deviation due to thermal tuning
effects, resulting in group delay distortions. These effects can be
mitigated significantly with passive equalisation of the
modulation drive current,

Phase modulation of the LASER dinde output is also possible but
requires an external modulator or comptlex injection-locking
techniques.

The ultimate objective is the realisation of a transceiver for a
LASER ISL using a coherent homodyne scheme and PSK. Such a
transceiver would have the highest possible sensitivity and the
maximum bandwidth so as to meet any transmission
requirement foreseeable for the next decades. Figure 8.5.10 and
8.5.11 show the sshemeatics of transmitter and receiver assembly.
respectively.

Aithough the hardware complexity in a PSK system is relatively
high (Nd: YAG laser, external modulator. and carrier recovery
circuitry) DPSK (differential PSK) has considerable relaxed phase
stability requirements than PSK and will not require phase
locking at high data rates. Open-loop phase stability ot diode
lasers shouid be adequate for DPSK modulation at rates beyond
1 Gbps.

The expense for the high performance is the very complex
structure of the system. That is why a hcmodyne ASK is going to
be realized in a first step. The requirements on linewidth are
relaxed by an order of magnitude. The system is not as complex
as for homodyne PSK and it can be realized by components
already under development or even avaitable. Figure 8.5.12 and
8.5.13 show the schematics of transmitter and receiver assembly.
respectively, for homodyne ASK.

A heterodyne FSK detector is deemed to be possible too, but
requires a completely new design of the electro-optical
modulator, whereas the modulator for hormodyne ASK and
homodyne PSK are essentially the same. Since homodyne ASK
receivers have the same sensitivity as heterodyne FSK. the latter
is not justified for consideration in future systems.

8.5.5 Critical Items and Conclusion

The outstanding bandwidth properties of optical (laser)
Intersatellite 'inks have raised a number of research and
development activities throughout the world. Some benefits can
be derived from the achievements of mature optical fibre
communications. Above this state of the art, optical ISL requires
a higher sensitivity and transmit power as well as a sophisticated
PAT subsystem. Current work turns out the most challenging
items for future developments. These items are associated with
PAT. modem and transmitter (in order of their priority). as
discussed above.

Another area requiring demanding optical engineering. is the
task of maintaining a low wavefront error. The optical surfaces
have to constructed to an accuracy of about one tenth of a
wavelength, if performance is not to be degraded by an
incoherent wavefront.

A similar problem is encountered in optical heterodying where
two laser sources need to be mixed under very tight spatial
constraints.

All the principles apptied to the design of a microwave ISL and its




hardware are fundamentally applicable to optical ISL. However,
the techniques which are available, now and in near future, for an
optical implementation are limited. At the current state of
maturity optical technology offers a serious alternative to
microwave but is not yet clearly superior. The first generation of
optical ISL will probably use direct detection and 0.8um laser
diodes. As the problems with more advanced technologies are
solved, higher performance systems will become possible. More
elegant and performant modulation technigues are about to
reach their mutarity for space flight in the time frame of 20 to
2015 depending on the volume of financial budget made
available.
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APPENDIX 8.5A
COHERENT OPTICAL INTERSATELLITE CROSSLINK SYSTEMS

1. INTRODUCTION

High-capacity intersatellite communication crosslinks will aliow
more efficient and more reliable operation of future sateliite
systems. Crosslinks can achieve connectivity between terminals
on opposite sides of the earth without expensive intermediate
ground relay stations. Operating between a communication relay
satellite and an observation satellite (weather satellite, earth
resource satellite, or the space shuttle) intersatellite crosslinks
also will elimanete the need for expensive worid-wide ground
tracking networks. Fig. 1 illustrates examples of possible
intersatellite links.

Both microwave, e.g., 60 GHz. and optical communication
technologies are candidates for future satellite systems.
Microwave links with capacities larger than approximately 10
Mbps require antenna apertures and transmitter powers so large
that it becomes difficult to integrate such systems on most host
spacecraft. Future intersatellite links for satellite data acquisition
networks of long-distance communication trucking systems may
require capacities as great as several Gbps. Optical crosstinks
offer the potential of operation at these high data rates because
optical frequencies allow the use of very narrow transmit beams
which can produce high recived signal levels with comparatively
small antenna (telescope) packages. Furthermore, optical
systems can provide very wideband communications channels
and possess a high degree of immunity to interference. both
intentional or otherwise.

A satellite communication package size and weight tends to be
driven by aperture size. particularly for larger apertures. Fig. 2
compares antenna size requirements for different RF and optical
technologies as a function of data rate. One of the earliest
examples of a satellite crosstink was a 38 GHz link between the
geosynchronous Lincoln Exyerimentai Sateiiites 8 and 9 (LES
8/9) which were launched in 1976 60 GHz crosslinks are now
being considered for future systems. Recently, M.LT. Lincoln
Laboratory has been involved in the design and development of
a space optical heterodyne system for the laser Intersateliite
Transmission Experiment (LITE).

Two candidate optical technologies are direct {or incoherent)
detection and heterodpne (or coherent) detection. Direct
detection technology has been pursued for a longer time and
thus is more mature. However, at the 0.8um wavelength,
heterodyne receivers can be 15 dB more sensitive than direct
detection, thereby allowing for use of smaller apertures and/or
lower transmit laser powei. The reason for the sensitivity
advantage is that heterodyne systems can provide
near-quantum-limited noise performance whereas direction
detection receivers are usually limited by photodetector excess
noise, background noise, or amplifier thermal noise. GaAlAs
lasers operating at 0.8 um are compact, relatively rugged, and
exhibit good prime-to-optical power conversion efficiency
(roughly 10). Recent advances in GaAlAs lasers, particularly in
the areas of power output and spectral purity, make them an
important technology and system option for heterodyne crossiink
systems.

Hetedrodyne optical communication receivers operate much like
a conventional radio receiver. At the receiver, the incoming signal
i3 mixed with a local oscillator (LO) laser and the beat signal at IF
can be processed in much the same way as an RF signal. The
heterodyne channel can be modeled as a classical additive white
Gaussian noise channei, allowing theoretical-maximum

(*) Written by John E. Kaufmann and Vincent W.S Chan of M.1.T Lincoln
Laboratory, USA

receiver sensitivity can be realized with sufficient selectivity to
permit operation even when the sun is directly in the receiver
field of view (FOV). The eiements of a heterodyne la<er
communication system are highlighted in Fig 3.

No experimental or operational laser communication systems
have yet been flown in space. However, optical technology has
evolved to the point where it is now feasible to consider such
systems for space applications. The remainder of this Appendix
will focus on the various system and technology issues related to
implementation of heterodyne laser communication systems
The discussion will summarize the current state of the art in
terms of key component technologies and system capabilitries
Projections of future system and technology developments will
also be made. Finally, the design and capabilities of possible
tiight packages will be presented

2. KEY SYSTEM AND TECHNOLOGY ISSUES

The designer of a heterodyne laser intersateliite link is confronted
with many system and technology issues. A complete discussion
of all possible issues is beyond the scope of this paper. However.
in this section, attention is directed to some of the most
important areas.

2.1 Telescope\Aperture

As indicated earlier. aperture size 1s one of the key drivers of
package size and weight. Fig. 4 illustrates the sharp growth in
telescope and gimballed mirror weight with aperture diameter
This data is based on a scaling of the LITE design which has a 20
cm aperture with a 4 urad diffration-limited beam at 0.8 um and
uses a fixed telescope with a gimballed coarse-pointing murror
As a rough rule of thumb, weight tends to scale as (aperture
diameter)<-4, although there is some deviation from this trend for
smaller apertures.

In addition to increased weight. larger apertures produce smaller
beamwidths and hence greater difficulty in pointing and tracking
Furthermore, the overall optical, mechanical, and thermal design
becomes more complicated. Thus there is strong incentive for
containing aperture size. Development of high-pcwer lasers will
permit realization of high-rate { > 1 Gbps) systems with modest
apertures. e.g.. 20 cm. in the future

2.2 Laser Transmitter Technology

Perhaps the most important laser transmitter parameter is laser
power, Single-mode lasers with 30 mW output are commercially
available today. Active development is onnninn in th~ area of
higher power lasers. As much as 1 v may be available ir. the
future from coherent laser arrays and/or broad-area-devices
Wavelength-muitiplexing of individual lasers is also a system
aption.

Geiseral requirements on lasers for heterodyne systems include:
single-mode operation (spatial and frequency), sufficient
tunability to track Doppler shifts which can be +/- 10 GHz in
some applications, good frequency stability. narrow linewidth
(low phase noisej, long life (as much as 10 years for satellite
missions), and stability of the laser electrical characteristics over
time. Commercially produced GaAlAs lasers meeting these
general requirements are available today. although further work
is needed to fully characterize some aspects of the lasers long
term aging characteristics. Linewidth must not exceed a small
fraction of the data rate. depending upon the modulation
scheme used. so as not to excessively degrade receiver




demodulation performance [1]. Linewidth requirements for
phase-shitt keying (PSK) modulations are more stringent than tor
frequency-shift keying (FSK) or amplitude-shift keying (ASK).
Present-day 30 mW lasers have been observed to have
linewidths ot 5 to 10 MHz which are compatible with Jata rates
on the order of 100 Mbps or mo:e if FSK is used.

with GaAlAs lasers, frequency modulation is reanzed
conveniently by direct modulation of the laser injection current.
Modulation speed is limited by the lasers intrinsic modulation
bandwidth, which is typically a few GHz or more. Equalization of
the lasers FM transfer function is required in FSK signaling. This
is because unequalized laser diodes exibit a large enhancement
in low-frequency drift of *ransmitted tones, depending upon the
spectral content on the data sequence, and a resultan:
degradation in demodulatin performance. These effects can be
mitigated sigriificantly with passive equalization of the modulatin
drive current [2]). Such techniyues are simple to implement, do
not require active electronic or optical components, and do not
limit the inherent bandwith of the laser.

Phase modulation of laser diodes is also possible but requires
1se  of external modulators or complex injection-locking
techniques [3).

Heterodyne Reciver Technology

A strong receiver local oscillator (LO} laser, when. mixed with the
incoming signal, provides gain to the signal. When the LO i»
sufficiently strong, the shot noise generated by the LO also
dominates the noise of the subsequent receiver electronics and
quantum-limited noise performance is attained. For het=rodyne
receivers in the 0.8um region, this translates to a requirement of
a few mW of LO power with photodetectors having a quantum
efficiency ot better than 50%. LO intensity fluctuations intrinsic to
semiconductor lasers, can create excess noise in the receiver
tront end. However, an LO intensity-noise-cancellation technique
has been developed using the dual--detector receiver shown in
Fig.5 {4]). The excess noise currents from the two detectors are in
phase with one antoher while the signal components are 180 out
of phase. Thus subtracting the two detector outputs cancels the
oxcess noise while completely recovering the signal. This
arrangement also has the advantage of concerving LO power
and enhancing system robustness in sateilite applications in that
the effects of increased LO intensity noise with laser aging can
be minimized. In practice, a receiver noise floor within 0.5 dB of
the quantum Jimit over a bandwidth of about 1 GHz has been
achie -ed with this technique. {5}

Designing for both low noise and for wide bandwidth tend to be
conflicting requirements. Demonstrations of heterodyne data
receivers with bandwidths of several GHz have been reported,
but in each case, noise performance has been considerably short
of the quantum shot-noise limit. Thus design goals for future
high-rate systems should stress bandwidth exter ~ in
conjuction with a near-quantum-timit noise floor.

The amplitude and phase distributions of the LO field on the
proutodetector must accurately match those of the received
signal to yield high-efficiency heterodvne mixing. Spatial
mode-matching of GaAlAs lasers with efficiencies within
approximately one dB of the theoretical limit has been
demonstrated recently {6}

Frequency locking of the receiver LO laser to the incoming signal
using injection-current and/or temperature feedback to the LO
will tract out laser center-frequency fluctuations and Doppler
shifts between moving satellite platforms [7]. Fig. 6 depicts the
configuration of a frequency tacting loop using current
teedback, while and example of the stablization of the {F signal
center-frequency at high SNR is illustrated in Fig. 7. Depending
upon the satellite orbits, Doppler shifts at 0.8 um. can be in
oxcess of 10 GHz with rates greater than 10 MHz/s, although
proper tracking System design can easily accomodate these
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shifts. Frequency 'ncking is now routinely demonstrated with
center-frequency stibility of 2-4 MHz under reahstic operating
conditions, which pe mits efficient demodulation of FTK at rates
of tens of Mbps or gre “ter.

On the other hand, phc.se-locking of the LO to the incoming
signal for PSK receivers i not yet practical because of the
magnitude of phase noise in present-day lasers and the relatively
low received signal power levels in intersatellite links [8]. Thus
PSK signalling is not feasible unless the additional complexity of
an external cavity laser is adopted. However, DPSK hus
considerably more relaxed phase stability requirements thei
PSK and will not require phase-locking at high data rates
Open-loop laser phase stability should be adequate for DPSK
signalling at rates beyond 1 Gbps.

2.3 Spatial Acquisition and Tracking

The area of spatial acquisition anu tracking presents some of the
most significant design and implementation chailenges for
nptical intersatellite systems. Because of the very narrow optical
beamwidths, 2.g., a few urad, satellite terminals must acquire
and track angle with great accuracy. I the acquisition phase. the
receiver must search over an angular uncertainty area which s
many beamwidths wide. This uncertainty arises from a number
of sources, including ephemeris error, limitations in the ascuracy
of the optical pointing mechanisms, and probably most attitude
control error. Attitude sensor errors, attitude control loop errors.
anu various mechanical alic imen. uncertainties limit attitude
sontrol accuracies to abewuc one milliradian for geosynchronous
salallites. Star trackers are capable of providing much greater
accuracy. but should not be necessary to aid intersatellite link
acquisitior.

Each terminal must provide a beacon to aid acquisition by the
other terminal. Search strategies inciude parallel search.
zooming, or serial search [9]. Paraliel search leads to the most
rapid acquisition. Here, charge-coupled devices (CCD) or
charge-injection devices (CID) are well suited to the role of
acquisition detectors. Low-noise devices with as many as 1000 x
1000 pixels have been developed and can provide an acquisiiton
FOV large enough (1 mrad x 1 mrad or more) 1o easily satisfy
acquisition system requirements. Fig. 8 depicts a typical
acquisition scenario. which begins with each terminal
broadening its transmit beamwidth to illuminate the e~*ie
uncertainty region. Aithough the received power densities over a
geosynchronous link distance will be low (on the order of 10 12
W/cm? for a 30 mW laser and a 1 mrad bear widt' |, integration
times in the CCD /CID can be chosen to build "up a
signal-to-noise ratio (SNR} large enough for signal detection.
Acquisition times of no more than e few seconds are well within
the capabilities of the present state-of-the-art.

The spatial tracker must track out local angular disturbances
onboard the host spacecraft and relative translational motion of
the other terminal, using the received beacon (which can also be
the received data-modulated s'gnai) as a reference. Tracking
error generally must not exceed 0.1 beamwidths so as not to
significantly degrade SNR and hence data demodulation
performance at the receiver. Tracking system design requires a
carefyl assessment of the dynamic environment of the
spacecraft.  Satellites can produce significant angular
disturbances, varying widely in amplitude and t.equency, from
motion of solar arrays, RF antennas, attitude control system
momentum wheels. Disturbances can be expected to be 100
urad or more around 1 to 10 Hz, decreasing to a few urad at 100
Hz and above. Closed-loop traching rejection and are achievable
with current high-bandwidth mirror technology. Also, an
open-ioop point-ahead angle correction must be implemented
and can be as much as 50 urad, depending upon the link

Either direct-detection or heterodyne tracking systems can be
empioyed. The heterodyne spatial tracker, like the heterodyne
data receiver. has the potential advantage of greater sensitivity to




signal and relative immunity to background noise. including the
sun.

2.4 Optical/Mechanical/Thermz! Design

The optical subsystem design must satisty a number of
requirements: minimize throughpu! losses, provide high
wavefront quality, maintain accurate beam pointing and
alignment, provide transmit/receive isolation, and minimize
optical feedback to the laserc. Performance must be maintained
in an environment where the system is subject to a variety of
thermal conditions and mechanical disturbance inputs from the
spacecraft. Performance of the optical subsystem is clearly
coupled to that of the mechanical and thermal subsysetms.

The mechanicai design must first ensure physica' survival of the
package through launch. Furthermore, the design must provide a
high degree of structural stiffness and stability so that critical
optical alignments can be maintained and pointing accuracy is
not degraded in the spacecraft operating environment. Where
possible, isolation from onboard satellite disturbances should be
provided ¢ mechanical design must aiso minimize weight.

The package can be subject to varying thermal scenarios,
including full illumination by the sun, darkness, or transitions
between the two cases, and varying conditions of generation of
waste heat from electronics. The thermal design of the packege
must minimize and stabilize temparature gradients to minimize
distortions or alignment changes in components such as mirrors
and lenses.

2.5 Modulation/Demoduaition and Coding

Various forms of ASK, FSK, and PSK have been considered for
heterodyre laser communication systems. The choice of
modulation depei ds upon data rate, available bandwidth, laser
linewidth, and modulator/demodulator implementation issues.
Because of iaser phase noise, only phase-incoherent schemes
such as FSK are feasible at data rates below 1 Gbps uniess an
external cavity laser is used. Measured bit-error rate (BER)
performance for a 100 Mbps FEK demonstration system is shown
in Fig. 9. laser phase noise degrades FSK demonstration by two
mechanisms: first, by reducing signal energy in the passband of
the detection filter, and second. by introducing crosstalk in
adjacent tone slots [1). The onset of a BER floor in Fig. 9 is
attributable to crosstalk. This floor can be significantly lowered
by increasing the spacing between tones at the expense of
greater overall signaling bandwidth, other techniques, including
chip-combining at the receiver and use of error-correction coding
can also be effective in mitigation linewidth effects. At data rates
above 1 Gbps, DPSK becomes feasible. as discussed earlier.

Error-correction coding allows the channel to operate at higher
error rates (typically 10 2 pefore coding) and yet provide a low
BER (typically 10 ) after decoding. Although some preliminary
coding an.lyses have been performed [10], coding has not seen
much application in demonstrations to date, primarily because of
speed limitations in available decoders. Monolithic integrated
decoding devices are highly desirable for space applications.
However, the fastest present-day monolithic Viterbi decoder
operates only up to about 15 Mbps. Further development in
high-speed decoder technology is required before
coding /decoding becomes practical at high rates.

3. FLIGHT PACKAGE DESCRIPTION

A block diagram of a laser heterodyne crosslink package is
shown in Fig. 10. Four major subsystems are indicated: optical,
electrical, transmitter, and receiver. The optical module contains
the telescope. coarse pointing mirror, and other optical
components associated with beam pointing and transmission.
The electrical module provides conditioned electrical power and
control processors. The receiver consists of a CCD acquisition
system, spatial tracking detectors and electronics, the data

receiver front end including LO laser, and demodulation
electronics. Finally, the transmittter module contains the laser
transmitter. its modulator, precision temperature and current
controllers, and an a...-~omcus diagnostics package which
monitors  laser pow?2r, wavelength, and  modufation
characteristics

Table | summaz zes the gross characteristics of several systems
using semiconductor lasers and spanning t.e data rate range of
10 Mbps to 5 Gbps ior a 1 x synchronous-orbit link distance. The
largest aperture size used in these examples is 20 cm. The 100
Mbps system is based on the LITE flight-experiment design done
at Lincoln Laboratory. The systems for data rates above 1 Gbps
are projections for the future based on development of higher
power laser sources.

Tabte |
HETERODYNE LASER CROSSLINK SYSTEM CHARACTERISTICS

10 Mbps 100 Mbps 1Gbps 5 Gbps
Source 30 mW 30mw 3x60 mW MPX,; 800 mwW
‘50 m 4"
Aperture diam. 10 cm 20cm 20 cm 20 cm
Modulation FSK FSK 3xFSK; DPSK DPSK
Weight 190 Ib 205 ib 280 1b/2301b 250 1b
Power 210 W 225 W 335W/275 W 325 W

Fig. 11 gives estimates of package weight for three transmutter
options: a single 30 mW laser transmitter, wavelength
multiplexing, and a 1 W laser transmitter. The large weight
growth above 100 Mbps for the 30 mW package resuits from the
increase in aperture size. The 1 W system exhibits a significant
weight advantage at high data rates because the higher power
allows use of small apertures (< 20 cm). With wavelength
multiplexing, extra weight for multiple receivers must be carried,
aithough some overall weight savings relative to the 30 mw
systems is realized. These estimates are based on extrapolations
of existing system designs (primarily from the LITE program).
Further technology development and application of hybrid
circuitry and/or monolithic integration of the electronics may
bring about additional weight reduction in the future.

Finally, an example of a link budget for a 100 Mbps heterodyne
laser crosslink operating at 0.8 um is shown in Table It.

Table li

100 Mbps HETERODYNE laser LINK BUDGET
Transmit laser (30 mW) -15.2 dBW
Transmit optical loss -4.0dB
Transmit aperture gain (20 cm) 117.6
Space loss (40,000 km) -295.6
Receiver aperture gain (20 cm) 117.6
Spatial tracking loss -1.0
Receiver optical loss -25
Photodector Q.E.=0.8 -1.0
Spatial mode match loss -15
Detected power -85.1 dBW
Detected photons/s 101.1 dB-Hz
Paceiver front-end noise -1.0d8
implementation loss -2.0
Receiver sensitivity (photons/bit @ 105 BER) - 120
Data rate (100 Mbps) ~-80.0
Margin 56dB

4. SUMMARY AND CONCLUSION

Laser communication becomes an attractive alteirative tc
microwaves for interasatellite links operating at data rates of
10-100 Mbps and higher. Heterodyne technology with

A




semiconductor lasers has evolved to the point where it is now
feasible to implement heterodyne systems for ~ 100 Mbps with a
single-laser transmitter of modest power (30 mW) and with smail
apertures (20 cm). Technology advances, particularly in the area
of higher power laser sources, will extend system capabilities
beyond 1 Gbps in the future.
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8.6 LASER COMMUNICATIONS TO SUBMERGED SUBMARINES

8.6.1 Requirements

NATO has a requirement for communications to submarines at
depth in high northern latitudes. Communications to submerged
submarines has historically been considered as a strategic
requirement for controliing the arsenai of submarine launched
nuclear missiles. However, in recent years surface fleets have
become increasingly vulnerable to guided missiles (eg, the
raulklands). The role of tactical submarine warfare has assumed
a much greater significance. Correspondingly, requirements for
submarine communications now extend into the tactical arena.
The efficiency of tactical submarines would be muiltiplied
manytfold if they could receive target information at depth and
while engaded in operations. This efiminates the need for them
to break off operations periodically to surface in order to receive
instructions, which reduces their effectiveness and makes them
more vuinerable.

So, interest in submarine communications is high for both
strategic and tactical reasons. This working group has, therefore,
investigated the feasibility of including a submarine
communications capability in future NATO satellite systems. The
concept is to use laser signals.

8.6.2 The Concept Of Submarine Laser Communications

Communications to submarines is based on the fact that sea
water has only two windows of transparency in the entire
electromagnetic spectrum. One is at extremely low frequencies,
ELF, and extends into the VLF range.

Sea water is a conductive medium with a certain characteristic
skin depth. This skin depth permits electromagnetic waves to
penetrate to depths of several tens of meters at frequencies
around S0 Hz decreasing to several meters in the VLF part of the
spectrum. This low frequency window is the basis for several
existing submarine communications systems such as TACAMO
and Sanguine.

These low frequency systems have some fundamental
limitations. They can support only very low data rates. They
require large antennas to be deployed and towed by the
submarine, which increases its vulnerability. Also, depending on
the exact frequency used, the submarine must ascend to within a
certain distanece of the surface to receive its messages. All of
these characterictics seriously limit the operational utitity of ELF
and VLF submarine communications systems.

The other window in the electromagnetic spectrum is the
so-called "Jerlow miniiium”, the prominent andrelatively narrow
dip in attenutation (Figure 8.6.1) that occurs around 6 x 104 Hz,
or a wavelength of 500 nanometers, which is in the center of the
visible band. In this window, attenuation drops from hundreds of
dB per meter to a few tenths of a dB per meter. The Jerlow
window is the basis for the SLCSAT concept. The prospect of
communicating to submarines through the Jerlov window using
laser beams from satellites has been under consideration since
the late nineteen sixties.

8.6.3 The Channel

The laser propagation path from satelli 2 to submarine includes
free space. clouds and sea water. The mode of propagation in
the latter two media is by scattering of the photons from
particles: moisture droplets in the case of clouds and suspended
particulates in the case of sea water. Scattering is characterized
by beam attenuation and angular spreading and by the smearing
of the signal in time.

Figure 8.6.2 iliustrates the scattering phenomena in a cloud.

Thick clouds attenuate the signal by about 10 dB, which is not
significant compared to the by many tens of dB attenuation it will
suffer once it enters the water. The predominant cloud effect is
speading in time. An infinitely narrow microseconds by multiple
scattering effects as it traverses the cloud. Propagation by
multiple scattering is essentially a process of photon diffusion
through the medium.

The other cloud effect is to spread the beam in angle. This is not
very significant in view of the relatively short distance between
clouds anu water. its only result is to increase slightly the
already-large footprint of the laser beam on the ocean's surface.

Propagation through the sea water also occurs by multiple
scattering. The predominant effects here are attenuation and
angular spreading. By the time a puise of laser light reaches a
submarine at several hundred meters depth, it has been
attenuated by absorption in the sea water, dispersed in time over
several microseconds and spread in angle over essentially the
upper hemisphere. Total losses in the sea water can be many
tens of dB.

8.6.4 The Receiver

The primary noise source in the SLCSAT channel is the sun,
which peaks in intensity at the same frequency as the signal
{Figure 8.6.3). Sunlight would completely swamp the signal if
any conventional means of optical filtering were used. The
feasibility of SLCSAT hinges entirely on the invention of a special
type of optical filter that achieves exceedingly narrow bandwidths
over very large acceptance angles.{In conventional optical filters
narrow bandwidth and wide angle are mutually e>clusive
requirements.) This special filter, known as the atomic resonance
filter (ARF), uses the cesium atoms in a vapor to capture the
signal photons over a wide angle of incidence and convert them
to longer wavelength red photons, which are picked up by
conventional photo sensors. Only photons at exactly the right
wavelength can undergo this conversion, hence the exceedingly
narrow bandwidths (fractions of an angstrom). This filter was
invented at the Lawrence Livermore Laboratory based on earlier
work a at the Lincoln Laboratory.

8.6.5 Performance

With the ARF narrow band, wide field of view filter, it is possible
to think of a SLCSAT system architecture that permits
communications with submarines at several hundred meters
depth with burst data rates of several hundred baud under worst
case conditions (daylight, cloudy, poor sea water quality). The
optimum modutation scheme is puise position modulation.
which requires a laser transmitter that is capable of a pulsed
mode of operation.

The average data rates are considerably less than the burst rate.
The laser beam footprint covers a spot several kilometers wide
on the ocean surface. The data rate within the spot is at the burst
rate, however, the spot is scanned in angle to “paint” a large
segment of ocean surface with the same message. This is so as
not to reveal the submarine’s location.

The average data rate is, therefore. the number of bits in the
message divided by the time it takes to paint the entire coverage
area.

With the satellite in synchronous orbit, the laser requirements are
for several tens of watts of optical output power with pulse
repetition rates of several tens of Hertz.




8.6.6 The Laser Transmitter

it the ARF receiver is a crucial component of the SLCSAT
concept, then an equally critical component is the faser
transmitter. t must be at exactly the right frequency with an
average power output and pulse energy that are appropriate and
which can be launched in a satellite and operate reliably in orbit
for several years unattended. Unfortunateily, there are very few
lasers which ideally meet all these conditions (in fact, the number
is approximately zero). The most promising candidate at this
time is a xenon chloride (XeCl) gas excimer laser whose
ultraviolet output is downshifted to match the cesium resonance
frequency by means of a Raman scattering cell. The output
power, pulse rate and wavelength of this laser are ideally suited
to the SLCSAT architecture. For this reason it has been carefully
researched. Versions of this laser system have been tested in
aircraft-to-submarine links with spectacular results. Effective
command and control of submarine forces has been
uemonstrated in large scale naval maneuvers and even
communications through the polar ice cap have been
demonstrated with airborne lasers of this type.

Unfortunately, however, the XeCl laser system is not very suitable
for use in satellites in its present state of development. It is
inherently a large and complex device (Figure 8.6.4) and
contains such items as mechanical pumps and circulators,
corrosive gases, high energy electrical discharge currents and
lead vapor operating at nearly 1000° C. There are a number of
associated reliability and lifetime issues. The high peak currents
in the electrical discharge cause serious electromagnetic
compatibility problems with nearby equipment. The necessary
resources for develoning a flight qualified version of this laser
have not been made available.

A search for a solid state aiternative laser is underway at present.
Frequency doubled neodymium YAG lasers operate in the green
pant of the spectrum and would penetrate the sea water well
enough.

However, there is no receiver equivalent to the cesium ARF that
match the doubled YAG frequency. An earlier search severai
years ago yielded no other potential solid st.te laser condidates
and so far none have been identified by the newer searches. This
is not to say that a breakthrough is impossible, but the situation
would seem to require just that in order for progress to resume.

8.6.7 Conclusions

This working group has concluded, after carefully reviewing
the available information, that SLCSAT must be viewed as a
possible future option pending some as yet unforesen
technical breakthrough.

The breakthrough might be of a nature that would lead to
resuming the development and flight qualification of the
XeCl laser system. If this were the case, the size of the laser
transmitter would almost certainly dictate that the SLCSAT
part of the NATO SATCOM architecture be a dedicated
satellite or at least a dedicated platform of a cluster
architecture.

On the other extreme, the breakthrough might come in the
area of solid state lasers. If this were the case one would
hope for a SLCSAT laser transmitter capable of being
integrated into a satellite with other communications
equipment. This would certainly be the desired outcome
from NATO's perspective.

At this time, however, this working group can not predict
whether a breakthrough will occur or what its nature would
be if it did occur. SLCSAT is, therefore, relegated to the
status of "maybe” in the hierarchy of future NATO
capabilities.
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8.7 ADVANCED MATERIALS FOR SPACECRAFT

8.7.1 introduction

There have been a number of breakthroughs in materials and
materials processing techniques which have led to the
development of highly sophicticated spacecraft sub-systems and
electronic equipment. The “conventional" materials. such as
aluminium alloys have the advantage of being well characterised
from the point of view of design data and their performance
under differing conditions. They have been used for many years
in both aircraft and spacecraft. The experience gained in that
time has resulted in a high degree of confidence in them and the
structures from them. Advances with these conventional alloys
has come from processing innovations such as superplastic
forming and diffusion bonding.

However, advanced materiais are finding more and more
applications in new designs. This is particularly the case with
polymer composites containing carbon or aramid fibres, clean
materials {with low outgassing) and several new types of metal
alloys [8.7.1 & 8.7.2).

Advanced projects such as the Space Station and Hotol will
continue to require advanced materials with high strength
{particularly at high temperatures), stiffness, wear resistance.
vibration damping, thermal control, resistance to atomic oxygen.
etc.

The prospects for new materials are encouraging and new
processes enabling material charcteristics to be modified are
also becoming available from industry.

8.7.2 The Environment and Material Considerations

The environment to which spacecraft may be subjected. can be
classified as follows:

- Natural space environment (LEQ/GEO)
- Deliberate physical threat.

8.7.2.1 Natural Environment

Natural space environmental effects are increasingly better
understood and their activity is dependeni on the operational
orbit (LEO or GEQ). The etfects are:

(i) U.V. radiation

(i) Charged particles
(i) 1.R. radiation

(IV) atomic oxygen

(v) vacuum

(vi) temperature cycles

In general terms, the gradual improvements seen over recent
years in the performance of materials in these einvironments will
undoubtedly continue and essentially no quantum technology
leap is required to provide extended life-times.

The advent of re-useable launcher systems and their ability to
retrieve exposed components for examination has done much to
extend our understanding of the LEO environment and its etfect
on materials. Typical of these are CTE changes in polymers
exposed to charged particles and, of course, the extremely
aggressive nature of atomic oxygen, an effect which prior to
Shuttle fiights and subsequently to LDEF had been grossly
underestimated.

The super-imposition of atoric oxygen resistance may require
some modification to the coating/blanket/second surface mirror
technoiogy of materials typically developed to control the
radiative factors above. Thus coatings based on the Si-O

combiniation seem to be particularly resistantwhether in the
glassy or rubbery form. Fluorinated polymers, especially those

based on aromatic (benzene ring) spinal molecular chains aiso
showed early promise but existing data is sometimes
contradictory.

The structure and protective coatings for communications
equipment, e.g.. antenna dishes. phased arrays will also require
onward development of atomic oxygen resistance when these
are required to operate in LEQ. Currently. the problem is solved
by making communication refiectors etc from metal or
metallising non-conductive versions. However, frequency
selective, patch array antennas requiring non-conductive
substrates, will require protection of the dielectric surface without
having any significant effect on the R.F. performance

Materials displaying improved outgassing and temperature cycle
(microcrack) resistance seem to be developing by exploting
those materials which we currently know as thermoplastics
aithough modified thermosets are mirroring those dey :iopments
Some evidence that polymers mixing the structure of both
thermosets and thermoplastics may provide an answer.

No hardwared has yet been retrieved after long term exposure in
GEQ. Current assumptions are based on data received from
instrumented GEO spacecraft and on the lergely successful
lifetime performance of communications satellites. A retrievable
experiment is perhaps long overdue

8 7.2 2 Deliberate Physical Threat

At present. it s diftucult to quantity accurately at what levels the
following threats mignt be iImposed on spacecraft

(i) Laser

(i1} Kinetic energy

(i) Particle beams

(iv}) Nuclear burst effects

As discussed in Section 55 it 1s understood that taser threats are
limited to LEO, r.e.. sufficient power generation only from earthly
station and energy dispersion of beam such that geostationery
vehicles will receive only relatively iow energy densities In LEO.
the damage mechanism to the spacecraft woula be thermal
overload. thereby causing damage or even vaporisation of
surface materials.

The protection from such laser attack must depend on an ability
to:

(i) defiect the hazard
(it} absorb the input energy

The first of these implies the use of reflective filters and/or
metallised films to p.ovide a reflective capacity preferably with
greatest efficiency in the frequency range in which the laser
operates.

The second factor requires materials with a high thermal capacity
(thermal mass), conductivity and an ability not to degrade at
elevated temperatures. It is essential to understand that despite
the ability to reflect a proportion of the input energy a large
amount will need to be absorbed. This implies the possible use
of following listed metal matrix composites (MMC), alloys and
composites.

(C, SiCin Al, Ti(MMC))
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(Al-Si-Fe-2r-Ti alloys/Ni-based alloys, rapidly solidified))
(C-C, SiC-SiC ceramics composites)
(Polyimides + ~thers polymer composites)

The major problem here is trying to reduce mass by using low
density products but mass is part of practical measure of thermal
capacity, therefore all solutions will be heavy.

Kinetic energy devices use particles of greater mass than
micrometeoroids and at typical impact velocities the release of
energy is tremendous.

The problem here is fairly obviously to reduce the kinetic energy
of the particle. In essence, there are two factors which may be
used to reduce the energy level, i.e., to reduce the mass by
smashing the particle into smaller pieces/vaporisatan or to
reduce the velocity factor. The former technique was ¢xploited
on GIOTTO where the first shield, a metal sheet, rediced the
mass by converting sufficient energy into hzat to
vaporise/pulverise the particle into smaller pieces to be
absorbed, some distance behind the initial shield, on a thick
Kevlar composite panel.

Deliberate threats are likely to involve larger masses and,
therefore, a primary shield is likely to be ineffective and all
energy must be absorbed for the single particle. This, therefors.
demands that such a shield, even made from the most
energy-absorptive material must have considerable bulk and
consequent mass

A particle beam weapon would suffer similar restrictions to a
lasser weapon in terms of it size, and energy requirements ard.
therefore may be less effective for high altitude satellites. The
beam would have to consist of neatural particles such as
neutrons because the earth’s magnetic field will deflect charged
particles excessively

A recent American study has concluded (Ref. Sec. 5.5) that the
technical problems accociated with aparticle beam weapon
system are even more severe than those associated with laser
weapons, therefore this type of weapon will be unlikely to be a
dominant threat in the frame of interest but if a requirement
arises, one can deploy shields made from neutron absorbirg
materials like C, B. Be.

The primary damage producing phenomena due o nuclear burst
are: x rays, Gamma rays. neutrons, radioactive debris, thermal
pulse and EMP. X rays in sufficient quantities produce surface
damage. Gamma rays and ne.trons penetraie the spacecraft
and can cause damage to solid state devices. All of these nuclear
ettects are relatively well known and understood There are
design techniques and material processes known as ‘hardening’
which reduce these effects and can be appiied to a greater or
lesser degree depending on the level of hardening reuired
Implementing these techniques will have a significant effect on
satellite mass.

8.7.3 New Material Concepts

The property goals for basic research of aerospace materials are
frequently listed, and while their order may reflect the importance
attached to them in a particular context, it is unlikely that the list
would contain any surprises. What would be surprising is it the
"low cost" parameter was not at the bottom of each fist and yet it
is probably the cost efement more than others which dictates the
eventual pace of material development. Low cost is perhaps also
the most difficult of the listed parameters to achieve. Recent
study indicates that improvements in other properties such as
stittness are won only against an exponential cost penalty.

Earliest material development was based on the combination of
various elements and the subsequent management of the
resulting system i.e.. alfoying and haat treatment,

This type of development, still pertinent today. has resulted in a
range of materials:

i) Metals

ity FRP composites
iii) Ceramics
iv) Polymers

which have themselves become the building blocks of a new
family of products: enginereed composites.

8.7.3.1 Metal-Based Systems

Advantages:

i} isotopic properties

ii) good thermal conductivity

it} low outgassing

iv) good resistance to radiation /atomic 0
v} good electrical conductivity

vi) high strength/ductility

Disadvantages:

i) generally high density, except Al, Mg, Be
i) limited but not poor maximum service temperatures
iii) low-stitfness (specific)

So far, Metal Matrix Composites have found no structural
applications on ESA spacecraft but have done so on other
vehicles such as the Space Shuttie. Metal matrix composites are
clearly an important future development area. Aluminium and
magnesium reinforced with carbon fibres are obvious candidates
materials for such a development effort. Me' .. matrix composites
have a number of desirable properties including zero moisture
absorption. stable in the presence of atomic oxygen and
electron, proton and UV radiation and high through-thickness
thermal conductivity The main disadvantages of these types of
matenals and their high cost and the difficulty of processing
them, both of which should be prime candidates for researct: in
order to relieve such problems

Another difficulty with carbon fibre/aluminium composites for
high precisiun structural applications has been thermal strain
hysterecis and residual dimensiona! changes resulting from
matrix yielding during thermal cycling.

Most composite development has so far relied on bringing the
already formed components together for subsequent
combination Such a process has to overcnme imcompatibilities
of structure, mechanical properties. thermal expansion and even
excessive chemical affinity of one component for the other

For future development. another approach might attempt to
grow the reinforceme:! within the matrix with the hope of
achieving greator ~ompatiuility Sull techniques have already
been exploited in self-reinfoicing polymers but extension to
metal-ceramic combinations may require the development of
high temperature/high pressure techniques coupled with
reinforcement growth control via say. magnetic or electncal
fields

8.7.3.2 Fibre Reinforced Plastic Composites

Spacecraft have continued to make us ~ of thermosetting and. so
far to a much lesser extent, thermoplastic resin-based
composites. Such materials as uni-directional and woven carbon
fibre, aramid and glass fibre composites are procured in both
sheet ond rolt form. Cutting is carried out by hand or by machine
and, in the case of the latter, the cutting requirements can come
direct from the geometry of parts developed on a CAD system.
Guidelines on such composite applications are now welt
established. although important aspecis such as design
allowables. the significance of defects, damage tolerance and
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failure criteria need further evaluation. Up to now this has not
been a major problem, but will become important for Ariane-5
and Hermes manned missions.

Some carbon fibre/thermoplastic matrix composite have very
good mechanical property profiles and glass transition
temperatures above 200°C and are, therefore, favcured for high
temperature applications. These so-called 'aromatic polymer
composites’ include fibre reinforced PEEK
(Polyetheretherketone) developed by ICI. However, it should
be remembered that the ‘'Achilles heel’ of PEEK is the
hysteresis effects of thermal cycling and the limitation this
puts on its use

8.7.3.3 Ceramic-Based Systems

Leading contender for onward development is porbably
SiC.-SiC composite.

- has excellent thermal properties;

- process improvements-reducing defects and thus
statictics of catastrophic failure;

- superb oxidation resistance;

- oxidation resistant-including atomic O:

- electrically non-conductive

8.7.3.4 Polymer-Based Systems

For space applications polymer development might embrace
areas such as:

i} improved maximum service temperatures for both

reinforced and unreinforced roles e.g., polyimides and

beyond.
ii) reduced tendency for microcracking.
iti) improved mechanicatl performance e.g.

self-reinforcing polymers.

iv) extend range of materials with radiation resistance.
atomic oxygen resistance etc

v) improve conductivity (electrical/thermal,;.

vi) creep resistance thermoplastic.

8.7.4 Discussion and Conclusions

Much work remains ‘> be done, particularly to counter the
effects of atomic oxygen in low earth orbit. and already
s3veral matedials and protective coatings have been
evaluated. Oxidation of material was not a significant
problem with the relatively short Space-Shuttle missions, but
it could have an unacceptable effect on CRFP. Kapton and
silver should these common materials be selected for
expostd elements of the Space Statior Several new
processing techniques have already been discussed, but
possibly one deserving further evaluation is the method
developed for the unique tailoring of afloys and protective
finishes using atom-by-atom deposition from metal vapours.
“functionally gradient materials".

The effects of radiation on materiais, particularly
non-metallic composites also need further study. However,
there are problems with radiation testing in that it is not easy
to reproduce the conditions found in orbit and it is very
expensive

Work onr investigating the effects of atomic oxygen on
materials is under way and so far indicates the need to
protect some non-metallics with metal coatings where long
service life is required.

Manutacturing techniques also require attention as do design
methods and design data acquisition. particularly retating to
composite materials.
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8.8 SUPERCONDUCTIVITY

8.8.1 Materials

The subject of superconductivity as it impacts electronics in
general is treated in Appendix 8.8A.

During the active period of the working group there has been a
remarkable progress in superconductors with high critical
temperature.

Commercial supreconductors in use today operate at 4.2° Kelvin,
the temperature of liquid helium at atmospheric pressure. The
materials and the technology required are well understooa. The
main obstacle to take these superconductors into use in
communication satellites is the bulky equipment required to
refrigerate to liquid helium temperatures. The metal niobium
(Nb) can be used in form of superconducting films and wires. At
microwave frequencies the RF surface resistance determines the
performance of the superconductor. The surface resistance
increases with frequency for a niobium film at 4.2° Keivin. But
even at 57 GHz it is at least one order of magnitude lower than
copper conductors cooled t0 4.2° K.

The new materials with high critical temperatures can be
operated at liquid nitrogen temperature, 77° K, which will mean a
large reduction 1n the compiexity of the cooling equipment
Materials with T as high as 125° K has been demonstrated.
Beyord 2000 even higher T~ may be practical and the cooling
required may be achieved simply by radiation shielding and
exposure of the equipment towards the free space temperature.
Such possibilities would have a major impact on several
on-board subsystems, the iinpacts perhaps most fundamental in
making more AJ signal processing possible. Some possibilities
are to be mentioned in the next section. The high T
superconductors are a family of materials where
super-conductivity depends on copper oxides. There is a
growing understanding ot the superconducting mechanism in
these materials and it seems clear that the conducting
mechanism is highly anisotropic. To use superconductors in
analogue or digital signal processing  equipment,
superconductive films are preferable. Deposition of thin films
with acceptable microstructure for superconductivity is a
research topic where substantial progress is reported (8.8.1].
Currently primitive microstrip resonators and transmission lines
have been demonstrated.

8.8.2 On-Board Applications
a) Power subsystems.

The power subsystem operates at DC and low frequencies wiere
superconductivity is nearly perfect. On the other hand, also the
current technology with conventional metal conductors gives
power subsystem with high efficiency. The power subsystem of a
satellite is also distributed over a 'arge area which makes
refrigeration expensive or may be impossible. Application to the
power subsystem may therefore depend on a breakthrough in
high T-materials.

b) Antenna

This subject is treated generally in Appendix 8.8B. To provide a
sufficient radiation aperture to generate the EIRP, the receive
sensitivity and the angular resolution required reflector antennas
may employed. The current density of reflector anternas is
generally low and ohmic losses represents, even with
conventional materiais, only a minor degradation. For reflector
antennas superc *nductivity seems to be of minrr interest with
the possible exception of details in the feed horns,
Super-conductivity may be of more interest to phased array
solutions where each separate antenna element has a low gain

and where the ohmic iosses in the radiating element and in the
distribution network may be a major cause of degradation. The
cooling arrangement may be a problem, however, if this can be
solved through efficient refrigeration or very high T,
temperatures, superconductive phased arrays may be an
attractive suiution in particular for the nulling receive antenna.

c) Mixers.

Superconducting mixers are established technology for radio
astronomy at frequency above approxirately 50 GHz {8.8.2].
The noise temperature obtained is close to the theoretical limit at
the iower end of the frequency range. For a satellite uplinks
where thermal noise is received from the surface of the earth, it
seems that high electron mobility transistors will give the
performance required and be much simpler.

d) Resonator filters.

For satellite communications in general and in particular for AJ
communication the ingut filter bank (see. Fig. 8.2.1) is an
important system component. Multiresonator filters can be
designed from well established theory. The major degradation is
caused by the ohmic losses in the resonating cavities.
Superconductivity can at a given resonator quality factor support
much higher current density which can be exploited to
rniniaturize the radio frequency filter bank. With conventional
conductors cavity resonator with higher order low loss modes are
utilized. With superconductivity these can possibly be replaced
by stripline resonators and at the same time reduce losses. The
input filter bank is a system component with limited
mass/volume which makes cooling more feasible. If thin ilm
high TC superconductors hecome available an uplink filter bank
becomes much more possible for future NATQ satellites. Nb
superconductors at liquid helium temperature can also be a
possibilitiy dependent on progress in refrigerating equipment
capable of liquid helium temperatures.

e) Chirp Fourier Transformers

The Chirp Fourier Transformer described in Sec. 8.2 can also be
implemented by using electromagnetic chirp lines. With
conventional conduciors the transmission line losses prevents
vseful components to be made. However, with superconductors
useful combinations of device Landwidth and dispersive gelay
can be realized withoi., going to excessive bulky devices. From
the system considerations 4. en in Sec. 8.2 it is reasonable to
discuss a system where the two GHz uplink band is
demultiplexed into 20 slots. Each of these slots can then be
processed further by the SAW CFT discussed in Sec 8.2 To
obtain 20 siots, a chirp line time bandwidth product (TBP) of 200
is required. This TBP has been demonstrated with Nb
superconductors. [8.8.3]) The required selectivity (100 MHz per
slot) can be reached by using say. 35 nsec dispersive delay Also
this value has been realized with Nb superconductors. High T
components would of course simpiify refrigeration of the system
Super-conducting Chirp Fourier Transformers are believed to oe
highly interesting system components for future NATO AJ
satellites. The working group recommends NATO to follow the
progress in this area closely. The key to this application is high
Te superconducting films and/or more efficient refrigeration
equipment.

f) Digital technology.

Superconductivity can enhance the speed and compactness of
digital hardware. Several on-board subsystems can ir principie
benefit from such a development. However, it seems thal the
digital filter banks in the AJ processor is by far most important
due to the high processing load in this equipment. If major break




throughs in digital speeds are attained, DSP may be a candidate
to replace the SAW chirp fourier transformer in the system
approach indicated in Sec. 8.2.
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APPENDIX 8. 8A
THE IMPACT OF SUPERCONDUCTIVITY ON ELECTRONICS (™)

The first announcements of high T superconductivity last year
were very quickly followed by press promises of many wonderful
applications. Among small scale ones, they ranged from
superfast computers to new brain scanners, from eatrhquake
predictors to microwave detectors. Moreover the expectation was
that these would become realities long before the high field
magnets and levitated vehicles which might characterise the
corresponding 'large scale’ revolu an.

in this paper, some of these propi.ecies will be assessed. To do
this it will be necessary to review foundation of these predictions.
which is that liquid helium superconducting electronics is in fact
already a mature and successful technology. For each aspect of
the fieid, we can then estimate how it can be extended to higher
temperatures. Materials development. particvlarly of thin film
structures. will control the rate of progress and we will discuss
some of the difficuities. Finally we will show that the press
forecasts of ‘early delivery’ are already proving correct, by
mentioning some rudimentary magnetic sensors which are
already operational at temperatures up to 90°K

Appiications (both possible and actual) of superconductivity can
conveniently oe classified under headings which describe the
property exploited

1} Zero resistance

2) Meissner effect-iagnetic screening

3: Giaever tunnelling

4) Josephson RF devices

5) Josephson logic

6) Superconductor-semiconductor hybrnds
7) Josephson magnetic sensors-SQUIDs
8) Macroscopic guantum chorence

1) Zero resistance

Already used in striplines and transmission lines, and in high Q
microwave cavities Extension of former to high T tikely and has
aiready been demonstrated for pulse transmission. Moje general
interconnects (need high current density) are also likely Cavities
will be more ditfizuit because of inter-grain losses

There are hikely new applcations to zero resistance antennas
Low losses in high power short dipole transmission. conversely
noise advantages in reception

2) Meissent EHects

Perpect dramagnetism in low fields (up to 0 01-005T). because
of persistent surface screening currents Already much used at
4 2K tor magnetic shields and field trapping 1n tubes Screening
ikely to be 'mportant at the new temperatures. both at the tiny
scale, for low intuctance ‘ground-planing and on chip screening
and on the iarge scale. in structures such as field tree rooms for
redical manitoning with SQUIDs Trapping gives an ‘adjustable’
permanent magnet

3} Graever Tunneliing

Uses S-1-S or 3.1-N diodes where SN are 05um films of
supercanductor or normal metal. | 1s 2nm of insulator Electron
tunnelling given current-voltage behaviour which s  very
non-hnear on scale of electron energy gap A (typically a few
mithvolts in oid superconductors. corresponding to far intrared)
Already applic © to ionising particle detectors, Raman

(*)Wntten by Gordnn B8 Donaldson of Depariment of Physics, University
of Strathclyde Glasgow, Scotland

spectrometers, three terminal ‘transistor’ and (most prominently)
to low noise microwave detectors and mixers (with gain at
100GHz). Mixers much used in radio astronomy, now up to 400
GHz (750GH?z). Likely extension to 1THz

New superconductors might go to 10THz (larger gap). Use in
astronomy. radar applications etc possible. But tunnel junctions
will be very difficult to make (see later)

4) Josephson RF devices

The Josephson effect is observed in ‘weak link structures
between two superconductors. which are point contacts.
microbridges, or S-1-S thin film tunnel structures Several
Josephson effects exist (see also 5 & 7} here we consider the AC
effect whereby junctions errit, and are particularly sens‘tive to
radiation of frequency v where v = 2eV/h. V being the bias
voltage. This relation !5 exact. coriesponding to 484MHz per
microvolt of bias: it is now the basis of the Josephson volt
whereby worldwide standards are established in terms of
standard trequencies rather than chemical cells Chips with
series arrays of 5.000 junctions are now available. with an direct
output voltage of 1-5V and an accuracy of 1 in 10? By
eliminating the need for hquid helium High T superconductivity
will make such standards cheaper and more accessible The
larger & value will mean fewer senes junctions per volit of output.
simphtying manufacture

The Josephson RF effect is aiso used in mixers and detectcrs
and in attenuation standards

5 Josephson logic

Pairs of Josephson junctions in parallel form a cell. which when
biased with a current of order 101 A. can be switched very rapidly
(- 10ps). from V=0 to V=24 using a magnetic control line. , ?
ultrafast logic family 1s then available which has zero standing
power. and dissipates 10 '7J per interrogation. This 15 the basis
of the Josephson computer, abandcned by IBM. but sull
vigorously pursued in jJapan [t s also used in a number of less
compiex structures such as fast A-D converters {8bit 1GHz. with
16 bits suggested). and pinsecond sampling circuits

The new superconductors are not promising for ‘arge scale
Josephson logic. though they may be useful for cache memory
and some of the smaller systems They "nay switch as fast but
their dissipation will be farger and overall they will probably be
infenor o FETs

6) Superconductor-semiconductor hybnds

Ofter the great:st scope for truly novel devices. including new
tast computer systems Only marginal progress has been made
at helium temperatures. since semiconductor carriers are almost
always frozen out, though superconductivity has been induced
and controlled 1n n-channel FET structures at 4 2K using the
proximity effect (establishment of superconductvity 1n
neighbournng normall metals) But at 77K. where semiconductors
are still "active’. the opportunity to combine them with the
gap-related and phase-coherent propetties of superconductors
In hybrid structures creates possibilities for novel 3-termnal
devices and even optical devices

7] Josephson magnetic devices

SQUIDs  (Superconducting Quantum Interference  Devices)
combine the sensitivity of Josephson junctions to magnetic field
with the most subtle feature of superconductors. which 1s the
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extensive phase coherence of their electron waves. A loop of
superconductor containing one or twn Josephson junctinng
shows a current-voltage response which is periodic in the
magnetic flux applied to the loop. The period is the flux quantum
@, = h/2e = 2x107'5T-m?) For a 1mm? laop this implies a
period of 2x10°°T: appropriate feedback electronics makes it
possible to subdivide this period, producing magnetometers of
extraordinary sensitivity. In a commercial SQUID the noise limit
on the subdivision is about 2x1074p-Hz''/2; the current research
limit is 100 times better than this.

SQUID magnetometers are usually operated together with
superconducting input coils configured as field gradiometers,
and in such modes can detect tiny fields from local sources even
in the presence of the earth’'s background field. The best
sensitivities quoted are order 1 1T(1011 of the earth's field, about
5 orders of magnitude superior to a flux gate magnetometer) and
extend down to DC. Applications of such sensitivity have
included geophysics, archaeology. subrnarine detection,
non-destructive testing, NMR detection, ELF communication,
and esoteric topics like searches for gravitational waves and
magnetic monopoles. But the most important application for
SQUIDs seems likely to be to biomagnsetism, and particularly to
magnetoencephalography-real time measurement of the
magnetic field outside the brain due to electrical activity inside.
Such measurements (the fields are of order 10-100fT) can be
used to analyse and iccalize brain features such as sites of
epileptic activity. There is now a strong push towards developing
arrays of up to 100 thin film SQUIDs for multichannel biomedicai
systems.

Could SQUIDs based on high T materials and run at 77K or
higher fit into this activity? inevitably the noise wiill be worse for
thermal reasons. However a typical sensitivity for ideal tunnel
junction SQUIDs looks likely to be about 4 x 10'5¢0-Hz'1/ 2 petter
than the current limit for com;..ercial (point contact) devices. In
fact rudimentary SQUIDs based on simple thin film and bulk
structures have already achieved 1 x 10 o-Hz"/z, and though
not very reliable they hold out great promise for a wide range of
new applications of SQUIN.. Many of these would be 'mobile’
-eg NDT. mineral surveying, etc, for which the disadvantages of
liquid helium, though trivial in the laboratory, become
overwhelming in the field.

8) Macroscopic Phase Coherence

The electronic phase coherence in a superconductor extends
over the entire (macroscopic) dimensions of the material. In
some senses a ring of superconductor is a quantum object. like a
single hydrogen atom but scaled up 10'¢ times in all directions
Certain consequences, live discrete energy levels, have already
oeen demonstrated in the laboratory. The reader is invited to
speculate on the possibilities if room temperature
superconductors become reality

High To Materials

Most electronic applications of superconductors rely on thin
films realising high T, applications will usually need high quality
S-I-S tunnel junctions as well. Considerable progress is being
made in the science of thin films of YBaCuO and by sputtering,
e-beam, or MBE on to special substrates, oriented thin films with
good cufrent carrying capacity (~108 A-m3) are being made.
Unfortunately water damages the films, and techniques for
lithography are rather limited, but progress is being made.

Tunnel junctions are more challenging. The coherence length in
these rateriais is only about inm and is a measure of the
interfacial sharpness which will be necessary at boundaries
between the ceramic superconductor and the oxide insufator.
This will call for verv sophisticated fabrication procedures.
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Conclusion

Superconductive  electronics was already a successful,
expanding technology before the new materials appeared. Many
of the existing applications will benefit from the availability of
high temperature superconductors, and there are prospects for
severa! completely new devices as well.

SQUIDS and their applications

Introduction

SQUID types

With SQUIDs (Superconducting Quantum interference Devices).
there there have been available for several years low frequency
(DC to 500MHz) efectromagnetic sensors of extreme sensitivity.
In special cases the energy resolution has reached the limit set
by Heisenberg's uncertainty principleapproximately 103 Joules
in approximately a 1 sec bandwidth. Many applications, several
ot interest to MOD, have been generated. The attractions of
operation 77K, especially for mobile applications, make it
necessary to consider (i) the likely performance degradation due
to higher thermal noise (ii) progress in the fabrication of High T
SQUIDs and (iii) the implications for existing and possible new
applications.

SQUIDs are flux to voltage converters which rely on the periodic
magnetic properties, on a scale of the flux quantum, ¢, = 2 x
1075T-m, of Josephson weak-links. They are of two types. The
RF-biased veision is the easier to make, needing only one
Josephson junction which can be a point contact; it is the basis
of comm cially available SQUIDs, which are bulk structures. The
DC SQUID, on the other hand, requires two matched junctions
{usually tunnel structures): although most of the problems have
now been snived, it has proved the more ditficult to develop.
because its fabrication requires micron scale thin fiim
technology. This type is the only one suitable for large scale
integration.

Noise-4.2K and 77K {theoretical)

The performance of most SQUIDs intended for instrumental
applications can be characterised by the flux noise % exhibited
when they are used in conjunction with the appropriate room
temperature electronics. As Table 1 shows, at 4.2K good DC
SQUIDS are about 50x better than RF SQUIDs in the white noise
regime (above about 0.5Hz). DC SQUIDs continue to be superior
at lower frequencies. but for both types the noise degrades
acro ding to a 1/f relation. This is an important consideration for
applications such as MAD, navigation and geophysics, and
research continues into the origin and suppression of 1/f noise.

Theoretical estimates (see Table 1) of likely noise performance at
higher temperatures can be made for each type of SQUI™ on the
assumption that the noise processes which dominate at 4.7K will
also determine the behaviour of High T devices. It seems that
operation at 77K is likely to degrade RF SQUID noise
performance by only a factor 4, while it the quaity of High Te
tunnel junctions can ever be raised to that of present classical
ones 77K DC SQUIDs will stili be several times better than current
4.2K commercial {RF) devices.

TABLE 1

White Noise (§-hz'1/2)

Type 42K 77K 77K
(typical) (predicted best) {achieved)
RF 1x 104 4% 10% 7 x 1074

{(commercial)

DC 2x 10 4x 105 10x 104
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The results are encouraging, because they suggest that all 4.2K
applications involving RF SQUIDs are likely to prove to be viable
at 77K aiso, though some may have to wait for good DC SQUIDs.
Actuaily the limit on performance is often set by environmeta!
factors and not by SQUID noise. and can be 103¢0-Hz /2 or
higher. It is clear that High T devices considerably short of the
optimum would be adequate for such situations

Note that the predicted noise limits are not fundamenial. But
SQUIDs with much lower noise would be physically too small to
couple without very subtle double transformer coupling. which
has never been achieved, even at 4 2K.

The prospects for SQUIDs if Tc's should reach 300K are still
obscure. It is likely, though that they will be considerably
superior. in noise and flexibility. to flux-gate magnetometers.

High T~ SQUIDS-progress

Both RF and DC SQUIDS have been demonstrated at
temperatures up to 85K and higher using YBaCuO material

The RF devices are bulk types and based on point contact
Josephson junctions, and have now been fabricated in the quite
sophicticated two hole geometry much used in 4.2K technology.
As yet they are difficult to fabricate. and unstable against thermal
cycling The flux noise of the better ones. however. is now within
a factor of 2 or 3 of the expected limit. Applications may not be
far off-though caution is needed until 1/f performances have
been reported.

The DC SQUIDS have included structures involving thin films. But
good tunnef junctions have not been made yet. nor is it clear it
they ever will be. because interlayer sharpness on a scale of the
coherence length (1nm) will be needed. Nevertheless much
work. worlwide, is being invested in trying to solve this problem
Meanwhile. the active elements 'n all High T~ DC SQUIDs to data
have been weak intergranular links® even with classical
superconductors such granular devices are always characterised
by large Johnscn noise. strong temperature dependence. and
severe 11 noise and this is repeated in the noise performance
1Table 1) so far achieved at high temperatures.

In summary. initial progress with high T, SQUIDs s very
encouraging They may soon replace 4 2K SQUIDs in the least
sensitive applications Reaching the High T noise limit requires
the deveiopment of a tunnel junction technology or some
alternative No progress has been made on this

Magnetometers < nd gradiometers

Magnetic flux is usually applied to a SQUID by an input
transformer connected in senes to one or more superconduction
pick-up coils. With a single pick-up coil. of diameter about 4cm
{optimum matching inductance), a field of about 10'°T-Hz 12
will result in flux of order 1 x 10%0-Hz ' @ being applied to the
SQUID (unity S'N ratio for commercial RF SQUID) For OC
SQUIDs with lower noise. greater field sensitivity 1s obviously
possible in practice one often accepts the opportunity to achieve
the same sensitivity with a smalier pick-up ccil such as can be
accomodated on-chip

Pick-ups are often conhgured gradiometrically. For example
coaxial coils of equal area located along a base line at z-0 and
2D {1 coil at each site) and at z :D (2 coils wound opposite to
2-0. D ones) will be insentivite to unitorm fileds B, and uniform
gradients dB,/dz. and detect oniy the spatial differentials of the
second order (dPBI,dZQ) and higher. Such gradiometers strongly
select nearby (signal) sources at the expence of distant
{unwanted) ones. They are excellent at rejecting the
geomaanetic field and its fluctuations and other spurious signals
such as the ambient 50/60 Mz field However precise balance 15
important. and can be ditficult to achieve

An approximate examples may be useful-

A dipole m located at z= -h below a gradiometer of order n and
dimension D will produce an effective magnetometer signal
(valid within a factor of 3):

Bsng

:(m/hﬂgx (O/M" x (1/2n)ifh = > D
or BS‘g = {m/hv)

x (1/2n)ifh < D

A 1m3 piece of soft iron placed in the earth's field isay 10 %T)
yields, for an n = 2 gradiometer of baseline 30 cm
By = 104%x0.32xhSx 1/2

If a Bsig = 107151, say. can just be detected unity signal to noise
ratio would be obtained for h= 85m

It is important to note that a superconducting pick-up coil
contributes no noise to the system. Thus even when noise
dictates a 4.2K SQUID, pick-ups might be fabricated from high
T material and run at 77K or higher. Simplicity of refngeration
and reduced stand-offs (with increased signals) are obvious
advantages. It is important to recall. though that we are probably
still further from having T wire that is suitable for such coils than
we are from having practical high T~ SQUIDs'

Applications

General

At helium temperatures {4 2K and up to about 10K) SQUIDs have
been applied to MAD MADAIR gravity gradiometers for
navigation and mineral surveying. and to searches for gravity
waves. magnetic monopoles and quarks Work has also been
done on contactless non-destructive testing of steel for cracks
and stress, on ELF detection, on NMR. NQR and EPR. and on the
susceptometry of micron sized specimens. (INTERNAL WAVES?}
Commercial uses include gravimetry and magneto-telluric
measurements of deep strata conductivity for mineral
prospecting

The most ¢ramatic drvelspments in SQLID technology are heing
fuelled, however. by interest in magnetophysiology and in
particular by brain monitoring. Here there 1s a perceived need for
up to 100 channels of thin film gradiometers for magnetic
mapping above the swuir For such applications small pick-up
coils are wanted  in turn that requites very low noise DC SQUIDs
(#N = 2 x 105%0-Hz'' 2) it seems likely that 4.2K will continue 10
be used for these and similar apphcations

We now look at a number of these applications (MAD, gravity
gradtometers. ELF antennas. NDT and magnetic resonance)
which are of defence relevance (INTERNAL WAVES?)

MAD

Programmes on SQUID MAD have been run for several years by
ARE (Stough). in the US MAD and MADAIR have been extensively
studied at NCSC Panama City. which published target tracking
to 1'in 100" and fio'd gradient results ot 3 x 10 *T-Hz ' ? over 10
years ago

Attention 1s currently concentrated on so ca :.d H-axis
magnetometers using wire-wound coils on ceranuc substrates
Coil balancing, using small movable superconducting tabs. s
important and difficult

The SQUIDs used are commercial RF ones. suggesting in the
light of the noise discussion above that high T devices might
prove adequate for MAD But ARE is interested in having more
sensitive (DC) SQUIDs for its current programme and also for a
possible sonobuoy application: effective field sensitivities of
10 '®7 in the range 5mHz to 500Hz have been mentioned This
imphes SQUID noise sensitvities befow 3 x 10 740-Hz ' © and 1/¢
performance much better than 1s currently available even at 4 2K




The early use of high T SQUIDs does not seem very likely in this
field.

Gravity gradiometers

Inertial navigation systems require continuous input of
corrections representing the local gravitational field. This can be
made available by recording the local gravity gradient and
performin, apzpropriate integrations. Precisions of about 1-10E
(1E = 10°°ms™/m) are required.

MOD has a programme in this field. An RF SQUID is used to
sense the difference between the displacements of two
spring-restrained proof masses separated by a distance of about
10 cm. Sensitivities of about 300E have been achieved, at which
the system is SQUID noise limited with & = 1 x 1040,-Hz'1/2,
Realising -0t will probably require both mechanical, thermal
and SQUID ~uise improvements, which are in hand and will need
4.2«. For these and other reasons, early high T operation is not
likely, though it cannot be ruled out long term.

Finally...no, gravity gradiometers cannot detect submarines! At a
range of 500m, a mass of 104 tonnes produces a gradient of only
10°°E. Worse, in a neutral buoyancy situation any effects would
only be second-order: a spherically symmetric mass distribution
would produce no signal at all.

ELF antennas

The NRL Washington programme worked on towed SQUID
magnetometer antennas. The interest arose from a perceived
need to detect signals centered on 80Hz with a bandwidth of
30Hz. at an attenuation level édue to skin depth effects) of 220dB
relative to a 1 V-m'1-Hz'V/? field strength at the surface. in
magnetic field terms this indicates a sensitivity of 10714T-Hz'1/2,
within the capability of RF SQUID systems.

To achieve such a sensitivity to ELF signals it was necessary to
eliminate the maotion-relate . noise caused by angular movement
St tha pickup onil with respect to the earth's field. This was done
by maintaining an orientational stability of lessthan 4 x 106
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radiens for the towed structure (at 7 knots) which reduced the
motion noise to 10 '0T-Hz'1/2, 86dB above the target value. This
remaining noise was eliminated by an adaptive process based
on combining the main output with the output from two other
coils strictly orthogonal to themselves and to the main coil. The
target performance was achieved and an ELF signal detected at
100m depth in sea water. The lack of further engineering
development seems to be related to the failure to build a major
ELF transmitting station, and not to inadequacies of the SQUID
system.

Conventional RF SQUIDs were well able to deal with the signals
envisaged, and the frequencies are well above the 1/f range.
Thus high T SQUIDs use may be expected to feature strongly in
any future programme. There would be considerable cryogenic
simplificationsm.

NDT and magnetic resonance

SQUID magnetometers have been applied (NRL) to locating
buried metal objects (such as pipelines) to which electrical
contact can be made, and to the detection of gross flaws in
them. Recently (MIT) they have been used to detect corrosion
currents flowing in metal structures. Also SQUID gradiometers
have been used (Strathclyde) to detect distortions which cracks
and other flaws introduce into a polarising field provided by a
permanent magnet, the magnet is carried in the same container
as the SQUID. The MIT and Strathclyde techniques are contact
free, and can 'see’ through non-maganetic regions up tn 5-10cm
thick.

All of the techniques are limited by environmental, and not
SQUID, noise. Indeed the last depends more on the continued
periodic behaviour of the sensor in the presence of fields as big
as 0.05T than on the fundamental sensitivity of the device. Thus
all are strong candidates for the application of high T¢.

Ot course, the. » may not be much direct MOD interest in NDT as
such. But the polarisation method, which can detect small
changes of magnetisation in the presence of a large field, may.
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APPENDIX 8. 88
APPLICATIONS OF SUPERCONDUCTORS IN ANTENNA SYSTEMS' )

INTRODUCTION

The new ceramic 'high temperature’ superconductors are
potentially of use in antenna systems, assuming liguid nitrogen
cooling is available. The foliowing areas have been considered:

Electrically small antennas
a) at VHF and UHF
b) below 1MHz

Electrically large antennas

a) centimetric array feed systems
b) millimetric antanna feed systems

Coaxial cables
Cavity resonators
'SQUIDS' for ELF reception.

A detailed assessment of these possible applicatins has been
made.

2. ELECTRICALLY SMALL ANTENNAS

Fiaure 1 shows small dipole and icop antennas. Their input
impedance is

Zin = Riay * Rigss *+ " o)

The antenna O for these antennas is given by

1/Q = 64/f5 = (Riag + Rigss) /X P
where §f (s the 3 dB bandwidth. The efticiency is
7 = Rrag/(Rrag + Rioss) 3
Thenn . éf = R, 4/X (4)

Electrically small antenncs are usually inefficient due to
Rrag€Rioss: A super-conducting antenna can have a much higher
efficiency. (Refs. 1,2) However. this is at the expense of
bandwidth as the efficiency bandwidth product at an operating
frequency fo is independent of the loss resistance. from equation
(4)

Table 1
Frequency dipole dipole (Hz} loopn loopét{Hz)
1MHz  0.006 109
10 MHz 0.17 03
100MHz  0.86 700 0.009 10°

For 1/a and D/d fixed for the dipole and loop antennas of Fig.1.
it can be shown (from formutae in ref. 3) that

nétAa L33 0r D36, (5)
and that if Rigge > -+ Riag.
nta (L2 13/2 (6a)
(D4 '7/2 (6b)

Thus although the efficiency-bandwidth product behaves
similarly with antenna size in wavelengths, the efficiency variation
is markedly different. Numerical values have been worked out for

(*) wWniten by M.S Smith ot STC Technol Ltd , UK
ogy

a dipole with length 21 = 4 cm, and a loop with diameter D =
4cm, and are shown in tabie 1.

(Note that at 100 MHz, » é is 600 (dipole) or 900 (foop).) Thus an
operating frequency at V/UHF, say 100-400 MHz, ofters a usable
bandwidth. The small dipole is already relatively efficient, but the
small loop is not. Superconductivity can give the small loop
similar efficiency and bandwidth to the small dipole.

A vertical small dipole gives an omni azimuth, vertically
polarised, radiation pattern. A horizontal smail loop gives an
omni azimuth, horizontally polarised, pattern. A combined dipole
and loop could offer circular polarisation with an omni azimuth
pattern.

3. ATMOSPHERICALLY NOISE LIMITED CASES

At frequencies below about 1 MHz, electrically small antennas
are used for reception under "atmospherically noise limited”
conditions. Broadcast reception radios often contain a ferrite core
multiturn loop antenna. Could superconductivity offer a smaller
alternative?

For the ferrite core antenna.

Rrag @ N2 ueg? (7a)
La Nugy (7b)
whence. 7§t @ N gy (8)

(N=no. ot turns, iey = eftective permeability of the ferrite core).
For a loop or dipole with D or 21 = 4cm, at 1MHz, u §f~105

i gy = 10% N = 10, a ferrite core multiturn loop therefore has
78y~ 1.

Weeks (4) quotes a ferrite core antenna of 1°diameter and 10’
long as having

=106 at 1MHz.

This then allows a bandwidth &t - 1MHz. as required for
broadcast reception.

Atmospheric noise at 1 MHz is about 70dB above room
temperature thermal noise. so that efficiencies down to 108 still
leave the atmospheric noise dominant {compared to F.T. ). The
ferrite core antenna is therefore very well matched to its
application. Superconductivity allows a choice of efficiency within
the constraints u &f constant. which in this case offers no
improvement.

4. MICROSTRIP FEED NETWORKS

James, Hall and Wood!3) suggest that the dissipative losses
associated with microstrip lines are one of the major limitations
with microstrip antennas. They also point out that conductor loss
is considerably greater, than dieleciric substrate loss at
microwave frequencies. Figure 2 compares conductor and
dielectric losses for various cases. This suggests that a factor of
10 reduction in loss (in dB per unit length) could be achieved
with superconducting lines




For planar antenna arrays fed with a microstrip network,
including an end fed travelling wave array, the feeder losses limit
the achievable gain. As the array size increases, the directivity
increases, but the feed losses go up and eventualiy overtake the
increased directivity effect, as shown in figure 3 (taken from ref.
5). In ref. 5 it is shown that

G = Gy, + 10l0g,g2L%/2,2-3L/2. F ()

where F is the feeder loss in dB/unit lencth and L is the (square)
array dimension.

The maximum gain is where
L =5776/F

An example with frequency 12 GHz, F = 0.075 dB/cm gives L,
= 77cm and G, - 30dB.

it F were reduced by a factor of 10, G, -~50dB, a very
significant improvement.

5. MILLIMETRIC ANTENNA FEED SYSTEMS

At millimetric frequencies, standard size waveguides used to
feed say a reflector antenna are very lossy (6). Two ways round
this problem are currently available, (i} oversize waveguides, and
(ii) beam waveguides.

For oversize waveguides, with the operating frequency for above
the cut-off frequency of the dominant mode, the guide
atienuation is considerably reduced. However, such guides are
prone to spurious mode generation, so that stringent tolerance
requirements become necessary. Aperture blockage may aiso be
a problem with some reflector arrangements.

Beam waveguide systems, as shown in figure 4, can be used
with suitably configured reflector antennas, with low loss.
However, the cross-sectional dimensiors of a beam waveguide
are necessarily much larger than standard size waveguides, and
are comparable with the dimensions of oversize waveguides with
low loss.

Superconducting millimetric waveguides would allow the use of
standard size waveguide feeders, and ail the usual microwave
reflector antenna configurations would then be available.

6. CABLES, RESONATORS AND SQUIDS

The use of coaxal cables is limited to lower frequencies by
conductor loss. Refs. 7 and 8 reported measurements on
superconducting coaxial cables at liquid helium temperatures,
which demonstrated low losses up to 12 GHz. (For example ~
1dB/km at 1 GHz). With superconductors now available at liquid
nitrogen temperatures, their findings become that much more
practical.

At very high frequencies (microwave and mm wave), i0ss in the
walls of cavity resonators prevents high "Q" from being realised.
Superconducting cavities offer much higher Q. Refs. 9-12 ~
describe work on superconducting resonators at liquid helium
temperatures.

Q's of 105 to 10" for frequencies between 1 MHz and 35 GHz
were described. Again liquid nitrogen colling makes these
applications more practical.

"SQUIDS" can be used as antennas for ELF reception (refs.
13-15). The sensitivity required for ELF reception is very close to
the limit for devices at liquid helium temperatures. A liquid
nitrogen temperature SQUID would be cheaper to use, but the
RF front-and is then at 77K rather than 4.2K. This makes the
liquid nitrogen SQUID less sensitive (ref.16), and it will be very
difficult to achieve the required sensitivity. Further developments
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should demonstrate what sensitivities are achievable.
7. CONCLUSIONS

The table below summarises the potential of each possible
application examined:

Application Superconductors
advantageous?

Electrically small antennas

a)  VHF/UHF \/

b) below 1MHz X

Electrically large antennas

a)  centimetric array /
(distribution network) v

b) millimetric reflector !
{feeds) v
Coanxial cables V/
Cavity resonators V/
‘SQUIDS' for EL®
reception ?

8. CURRENT WORK

Materials research and development is being undertaken at STL.
to provide a screen printing process to make superconducting
devices. The first measurements will be of a microstiip
transmission line, over a wide range of frequencies. A loop
antenna with a tuning and matching section (also
superconducting) is also planned.
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8.9 ARTIFICAL INTELLIGENCE AND NEURAL NETWORKS

8.9.1 Introduction

This paper considers the possible role of Artificial Intelligence
techniques, in future military satellite communication systems,
into the next century. It is a speculative activity; firstly because
generic military SATCOMs systems will axperience considerable
changes over the next few decades as new technologies emerge
and mature; and secondly because Al is still a relatively new
discipline, with its future role and potential not clearly defined. it
is however probably safe to assume that future mifsatcom
systems will become increasingly complex, support a greater
diversity of users, and incorporate sophisticated anti-threat
capabilities. And that a particular outcome of these changes will
be a considerable growth in the system management and control
overhead.

Existing SATCOM systems incorporate computer support for
tasks involving the processing of data from various information
sources, which have to be executed in real time. Examples
include; telemetry telecommand and control, and the
management of multiple access schemes. The demand for this
types of function will increase, but with greater power and
autonomy, will follow the predicted increase in system
complexity, and user growth and diversity. The question is
whether this can be implemented by means of conventional data
processing techniques or will it be necessary to empioy more
novel types of solution such as Al Another important question
which needs to be addressed within our general area of
consideration is whether intelligent processes can be employed
in the system whilst stil! maintaining the necessary degree of
system predictability. True intelligence is characteristically
undeterministic which may not be tolerable.

In addressing these questions it was considered necessary to
first say what is meant by Al, and what in general its scope and
potential areas of application are. This is intentionallly a selective
view. as the field of Al is a broad area of activity, and not easily
summarised. Also certain areas within this field may be said to
offer more obvious applications to militay SATCOMs than others.
Consideration was then given to identifying areas of military
SATCOM systems where the realisation of future system
capabilities may require that unconventional solutions such as Al
are considered. Finally an attempt was made to combine the two
perspectives. and say in which case Al may provide an
appropriate solution.

8.9.2 Artificial Intelligence an Overview

Al techniques are appropriatefor particular classcs of problem
which in general do not respond to standard programming
methods. The two approaches should therefore not be regarded
being in any way interchangeable. The term Al may be used to
desciibe everything within the area of non-procedural,
non-algodithnic and partially non deterministic problem solving
techniques.

Al may for our purposes be subdivided into three main areas of
activity:

Knowledge Based Systems,
Neurat Networks,
Conventional Al Techniques,

8.9.2.1 Knowledge Based Systems

Knowledge based systems are being researched and developed
to deal with classes of problem which resist a sutructured
approach to achieving a solution. The principle differences

between knowledge based systems and conventional computer
programs are characterised below.

Data Processing Knowledge Engeneering
Representation and use Representation and use of
ot data knowiedge

Algorithmic Heuristic

Repetitive process
Manipufation of data bases

Inferential process
Manipuiation of knowledge bases

A knowledge based systems consists of one or more pools of
knowledge, termed domain  knowledge.  Within  this
domainknowledge, is encoded the expertise of one or several
human experts, in the form of condition-action pairs. If a defined
condition occurs, a related action is triggered and executed. This
can of course lead to the treggering of another condition-action
pair. Conditions can consist of single or compound statements,
actions can consist of one or several actions. The knowledge in a
KBS is said to be coherent if no contradictory or ambiguous
condition action pairs exist. A query (question) is given to the
system which will then attempt to find an answer in its
kn