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Abstract - A Monte-Carlo simulation technique for the calculation of the partition function of a general Gibbs random field is presented. We show that the partition function of a general Gibbs random field is equivalent to an expectation. This observation allows us to develop an importance sampling approach for estimating this expectation by using Monte-Carlo simulations. Two different methods are proposed for this task. We show that the resulting estimators are unbiased and consistent. Computations are performed iteratively, by using a simple, Metropolis-like, Monte-Carlo algorithm with remarkable success, as it is demonstrated by our simulations. Our work concentrates on binary, second-order Gibbs random fields defined on a rectangular lattice. However, the proposed methods can be easily extended to more general Gibbs random fields and, therefore, can become quite useful in many scientific areas, such as biology, statistical mechanics and image processing. Furthermore, a potential contribution of our technique to optimally estimating the parameters of a general Gibbs random field from a given realization via a maximum-likelihood approach is anticipated.
I. INTRODUCTION

Markov, or, equivalently, Gibbs random fields (GRF's) belong to a well known and popular class of parametric random field models [1], [2]. They are extensively used for modeling spatial interaction phenomena, including the phenomenon of phase transition which occurs when some macroscopic properties of a physical system change discontinuously over a small perturbation of its parameters. Some "classic" application areas of GRF's include statistical mechanics [3-5], ecology [6], sociology [7] and crystallography [8], [9]. Recently, GRF models have found wide applicability in the general areas of image analysis and computer vision, where they have become an attractive tool for providing statistical models for images [10-13]. Since they capture various image characteristics in terms of a few parameters, they have been successfully applied in a variety of image processing problems, such as smoothing and segmentation [14-18], restoration [19], [20], reconstruction [21] and coding [22], as well as in a variety of computer vision tasks [23], [24]. However, many theoretical and computational difficulties prohibit the application of these models to a wider class of problems, one of the major difficulties being the computation of the partition function. No exact solutions are known for this problem, except for very simple cases [5], which are not adequate for most applications of interest. As an alternative to exact solutions, approximation methods are used to get a good estimate of this quantity. Some of the better known approximation techniques could be grouped into the following categories [5]: (a) cell, or cluster, approximations [25], [26], (b) series expansions in powers of an appropriate variable [27], [28], (c) renormalization group techniques [29], [30]; and, (d) statistical simulation and other techniques [5], [31]. Most of these methods are either unreliable, especially around the critical point where a phase transition occurs, or require considerable faith in the involved
assumptions [5].

The lack of a closed form solution for the partition function imposes many restrictions. For example, the statistical inference of GRF’s, via a maximum-likelihood approach, is an open problem, since solution of the likelihood equations is impossible without knowing the exact value of the partition function and, possibly, some of its derivatives. As a result of this, alternative methods have been developed with moderate success [6], [11], [17], [20], [32-36]. It is, therefore, clear that the problem of calculating the partition function of a general GRF, in a computationally amenable way, is of great interest. The study of this problem is the purpose of the present paper.

The approximation technique proposed here is based on a stochastic simulation approach and it makes use of a mutually compatible Gibbs random field (or, equivalently, Markov mesh random field) and its relation to a general GRF [37], [38]. Section II is devoted to establishing the required background and notation. In Section III we discuss the problem of computing the partition function of a general GRF via Monte-Carlo simulations, and we propose two methods to achieve this, which correspond to different approximations of a general GRF by a MC-GRF random field. In Section IV we consider the algorithmic implementation of these methods and discuss various important properties of the obtained estimators. Estimation of the derivatives of the partition function, and other related quantities, is very important and is also necessary in order to carry out our second method. This is discussed in Section V, whereas, in Section VI various supporting simulation experiments are presented. Finally, in Section VII, we review our results and draw our conclusions.
II. GIBBS RANDOM FIELDS

Assume that we have a collection of $M \times N$ sites which form a two-dimensional rectangular lattice $\Lambda_{MN} = \{(i, j) : 1 \leq i \leq M, 1 \leq j \leq N\}$. A discrete random variable $H(i, j)$ is assigned at each site of the lattice, taking values from a discrete ensemble $E_H = \{\phi_1, \phi_2, \ldots, \phi_R\}$, which contains $R \geq 2$ distinct values. The resulting random field $[H] = \{H(i, j) : 1 \leq i \leq M, 1 \leq j \leq N\}$ can take any one of the $R^{MN}$ possible realizations $[h] = \{h_{ij} : 1 \leq i \leq M, 1 \leq j \leq N\}$ in the Cartesian product $E_H^{MN}$ with joint probability distribution $Pr[H = h]$. At each lattice site $s_n, n = 1, 2, \ldots, MN$, a set $N_{s_n}$ of neighbor sites is assigned such that: (a) $s_n \notin N_{s_n}$; and, (b) if $s_n \in N_{s_m}$, then $s_m \in N_{s_n}$. We shall restrict $[H]$ to be in the class of Markov random fields (MRF's). In this case the following Markovian property is satisfied:

$$Pr[H(s_n) = h(s_n) | H(s) = h(s), s \in \Lambda_{MN} - \{s_n\}]$$

$$= Pr[H(s_n) = h(s_n) | H(s) = h(s), s \in N_{s_n}] > 0.$$

According to the Hammersley-Clifford Theorem [6], $[H]$ is equivalent to a GRF whose joint probability distribution is given by the Gibbs measure

$$Pr[H = h] = \frac{1}{Z} \exp \left( - \frac{1}{T} U(h) \right).$$

In eq. (1), $Z$ is a normalizing constant known as the partition function, $T$ is a positive parameter, known as the temperature, which controls the degree of peaking in the Gibbs measure, whereas, $U(\cdot)$ is the energy function which depends on a specific realization $h$ of the GRF and the potentials associated with its cliques [6].

---

1 In the following, boldface characters denote vectors which correspond to a lexicographic ordering of the random field.
Without loss of generality, we consider second-order GRF's [6]. These random fields is a "rich" class of models capable of describing a variety of spatial interaction phenomena in a satisfactory way. In this case, the neighborhood $N^{(2)}_{ij}$, at site $(i, j) \in \Lambda_{MN}$, will be given by

$$N^{(2)}_{ij} = \{(i-1, j-1), (i-1, j), (i-1, j+1), (i, j-1), (i, j+1), (i+1, j-1), (i+1, j), (i+1, j+1)\},$$

and the Gibbs measure (1) by

$$P_r[\mathbf{H} = \mathbf{h}] = \frac{1}{Z_{MN}} \prod_{i=1}^{M} \prod_{j=1}^{N} \sigma_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}) , \quad (2a)$$

where

$$Z_{MN} = \sum_{\text{states } \mathbf{h}} \prod_{i=1}^{M} \prod_{j=1}^{N} \sigma_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}) . \quad (2b)$$

In eq. (2), $\sigma_{ij}(x, y, z, \omega)$ is the local transfer function (LTF) of the GRF $[H]$, and the summation is carried over all $R^{MN}$ states [37]. The LTF has to be modified at the boundary sites of $\Lambda_{MN}$ depending on the type of boundary conditions assumed (free, or toroidal). In this paper, we shall assume free boundary conditions; i.e., $H(i, j) = \phi_1$ in $\{(i, j), i \leq 0 \text{ or } j \leq 0\}$. The case of a first-order GRF with neighborhood

$$N^{(1)}_{ij} = \{(i-1, j), (i, j-1), (i, j+1), (i+1, j)\},$$

is a special case of eq. (2), with $\sigma_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})$ not depending on $h_{i-1,j-1}$.

A special case of a general GRF is a mutually compatible Gibbs random field (MC-GRF), or, equivalently, a Markov mesh random field [37]. The probability structure of a subset $[H]_A$ of such a random field $[H]$, restricted on a finite sublattice $A$ of $\Lambda_{MN}$, is independent of the size, or shape, of $A$. The LTF $\tau_{ij}(x, y, z, \omega)$ of these GRF's is restricted to satisfy the following relationship:

---

2 This type of boundary conditions is most natural in many practical situations [19].
for every triplet \((y, z, \omega) \in E^3_H\), where \(k_{ij}\) is a constant. It is easy to show that the computation of the partition function \(Z_{MN}\) in this case is trivial. Indeed,

\[
Z_{MN} = \sum_{\text{states } \mathbf{h}} \prod_{i=1}^M \prod_{j=1}^N \tau_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})
\]

\[
= \prod_{i=1}^M \prod_{j=1}^N \sum_{u \in E_H} \tau_{ij}(u, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}) = \prod_{i=1}^M \prod_{j=1}^N k_{ij}.
\]

In this case, the partition function is expressed as the product of regular and local partition functions (the \(k_{ij}\)'s); therefore, no phase transition is associated with these models [37].

Generating a realization of a MC-GRF is also an easy task, because this can be done lexicographically using point by point simulation, as the following relation implies:

\[
Pr[\mathbf{H} = \mathbf{h}] = \prod_{i=1}^M \prod_{j=1}^N \frac{\tau_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\sum_{u \in E_H} \tau_{ij}(u, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}
\]

\[
= \prod_{i=1}^M \prod_{j=1}^N Pr[h_{ij} | h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}],
\]

where

\[
Pr[h_{ij} | h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}] = \frac{\tau_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\sum_{u \in E_H} \tau_{ij}(u, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}.
\]

Therefore, knowing the values of random variables \(H(i-1, j), H(i-1, j-1)\) and \(H(i, j-1)\), we can generate the value of \(H(i, j)\) by sampling the conditional probability \(Pr[h_{ij} | h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}]\) over all possible values in \(E_H\).

Since a MC-GRF is characterized by many attractive properties, it has been pointed out that it might be a good idea to try to approximate a general GRF by a MC-GRF [38]. Two approaches have been adopted here for the
solution of this approximation problem. The first one is the simplest one, however the second one achieves optimality with respect to an “entropy” distance between the probability distribution of a general GRF and the probability distribution of a MC-GRF. Both will be used to develop an importance sampling procedure for the Monte-Carlo calculation of the partition function \( Z_{MN} \), given by eq. (2b). This will be discussed in the following section.

III. MONTE-CARLO CALCULATION OF THE PARTITION FUNCTION

As we mentioned before, the main purpose of our work is to calculate the partition function \( Z_{MN} \) of a general GRF via Monte-Carlo simulations. From eq. (2b) observe that

\[
Z_{MN} = \sum_{\text{states } h} A_{MN}(h), \tag{3a}
\]

where

\[
A_{MN}(h) = \prod_{i=1}^{M} \prod_{j=1}^{N} \sigma_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}). \tag{3b}
\]

Since the previous summation is carried over \( R^{MN} \) states, it is not possible to compute \( Z_{MN} \) directly, even for moderate size lattices. Assume that \( P_{MN}(h) \) is a joint probability distribution defined on the space of all \( R^{MN} \) realizations \( h \), such that \( P_{MN}(h) > 0 \), for every state \( h \in E^{MN}_H \). In this case

\[
Z_{MN} = \sum_{\text{states } h} \left[ \frac{A_{MN}(h)}{P_{MN}(h)} \right] P_{MN}(h) = \mathbb{E}_P \left[ \frac{A_{MN}(h)}{P_{MN}(h)} \right]. \tag{4}
\]

From eq. (4) we derive the following estimate \( \hat{Z}_{MN,P} \) for the partition function \( Z_{MN} \):

\[
\hat{Z}_{MN,P} = \lim_{K \to \infty} \hat{Z}_{MN,P}(K) = \lim_{K \to \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} A_{MN}(h_k) \right] \frac{1}{K} \sum_{k=1}^{K} P_{MN}(h_k), \tag{5a}
\]

where
\[
\hat{Z}_{MN,P}(K) = \frac{1}{K} \sum_{k=1}^{K} \frac{A_{MN}(h_k)}{P_{MN}(h_k)}, \quad (5b)
\]

provided that

\[
\frac{A_{MN}(h)}{P_{MN}(h)} < +\infty, \quad (5c)
\]

for every \( h \in E^{MN}_I \). In eq. (5), \( h_k, k = 1, 2, \ldots, K \), are i.i.d. realizations drawn with probability \( P_{MN}(h_k) \), and, therefore, \( \hat{Z}_{MN,P} \) is a Monte-Carlo estimate of the partition function [39]. Inequality (5c) is satisfied in the case of finite lattices. When \( MN \to +\infty \), this inequality may be violated and our approach has to be modified. This modification will be discussed shortly.

Let us now focus on the problem of choosing the appropriate joint probability distribution \( P_{MN}(h) \). Since \( \hat{Z}_{MN,P}(K) \), and, therefore, \( \hat{Z}_{MN,P} \), are unbiased estimators of \( Z_{MN} \) [39], we shall concentrate on finding joint probability distributions \( P_{MN}(h) \) which result in a small error variance \( E_P[(\hat{Z}_{MN,P}(K) - Z_{MN})^2] \), for every \( K \). Ultimately, we would like to minimize the quantity

\[
E_P[\hat{Z}_{MN,P}^2(K)] = \frac{1}{K} \sum_{states h} \frac{A_{MN}^2(h)}{P_{MN}(h)} + \frac{K-1}{K} Z_{MN}^2,
\]

with respect to \( P_{MN}(h) \), provided that we can draw samples \( h \) from the probability distribution \( P_{MN}(h) \) in a computationally efficient way. Equivalently, we would like to minimize (with respect to \( P_{MN}(h) \)) the *Ali-Silvey distance* [40]

\[
d_{IS}(\pi_{MN}, P_{MN}) = \sum_{states h} \left[ \frac{\pi_{MN}(h)}{P_{MN}(h)} \right]^2 P_{MN}(h) \\
= \frac{K}{Z_{MN}^2} E_P[\hat{Z}_{MN,P}^2(K)] - (K-1), \quad (6)
\]

between the probability measures \( P_{MN}(h) \) and \( \pi_{MN}(h) \). Notice that \( P_{MN}(h) \) should be known explicitly, since at each step of the Monte-Carlo algorithm the quantity \( A_{MN}(h)/P_{MN}(h) \) must be calculated.
It is straightforward to show that the direct minimization of eq. (6), with respect to \( P_{MN}(h) \), results in
\[
P_{MN}(h) = \pi_{MN}(h) = \frac{A_{MN}(h)}{Z_{MN}},
\]
which is the Gibbs measure. Although this choice results in zero error variance, it is useless, since the computation of \( A_{MN}(h)/P_{MN}(h) \) requires \( Z_{MN} \) to be known explicitly. We can resolve this problem by considering probability distributions \( P_{MN}(h) \) which correspond to a MC-GRF, therefore, satisfying the following relation:
\[
P_{MN}(h) = \prod_{i=1}^{M} \prod_{j=1}^{N} \tau_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}) > 0,
\]
where
\[
\sum_{u \in E_H} \tau_{ij}(u, y, z, \omega) = 1, \text{ for every } (y, z, \omega) \in E_H.
\]

We shall denote this class of distributions by \( D \); i.e.,
\[
P_{MN}(h) \in D, \text{ if and only if eq. (7) holds .}
\]

This is a convenient choice, since drawing samples from \( P_{MN}(h) \) (i.e., generating a realization of a MC-GRF) is an easy task, as it was mentioned in the previous section. Computing the ratio \( A_{MN}(h)/P_{MN}(h) \) is also straightforward. Indeed, if
\[
q_{ij,p}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}) = \frac{\sigma_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\tau_{ij}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})},
\]
and
\[
Q_{MN,P}(h) = \prod_{i=1}^{M} \prod_{j=1}^{N} q_{ij,p}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}),
\]
then (see eqs. (3), (4), (7) and (8))
\[
Z_{MN} = \sum_{\text{states } h} Q_{MN,P}(h) P_{MN}(h),
\]
and
\[
\hat{Z}_{MN,P} = \lim_{K \to \infty} \hat{Z}_{MN,P}(K) = \lim_{K \to \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} Q_{MN,P}(h_k) \right],
\]

\[\text{ (10a)}\]
where

\[ Z_{MN, P}(K) = \frac{1}{K} \sum_{k=1}^{K} Q_{MN, P}(h_k), \]  

(10b)

provided that

\[ Q_{MN, P}(h) < +\infty, \]  

(11)

for every \( h \in E_{MN}^N \). The error variance in this case will be given by (see eq. (10))

\[ \text{Var}_P[Z_{MN, P}(K)] = \frac{1}{K} \left[ \sum_{\text{states } h} Q_{MN, P}^2(h) P_{MN}(h) \right] - Z_{MN}^2. \]

(12)

A simple choice for the LTF of a MC-GRF could be

\[ \tau_{ij}^{\text{id}}(x, y, z, \omega) = 1/R, \]

for every \((x, y, z, \omega) \in E_H^4\) and every \((i, j) \in \Lambda_{MN}\). In this case \( P_{MN}(h) = 1/R_{MN} \) (i.e., the joint probability distribution of an i.i.d. random field) and the error variance will be given by

\[ \text{Var}_{\text{ijd}}[Z_{MN, P}(K)] = \frac{1}{K} \left[ R_{MN} \sum_{\text{states } h} A_{MN}^2(h) \right] - Z_{MN}^2. \]

(13)

In most practical situations one does not expect the i.i.d. choice to give a good estimate of \( Z_{MN} \) in a reasonable time. The reason for this is that, in most cases of interest (e.g., in low temperatures), only a small fraction of realizations \( h_k \) contribute substantially to the partition function sum, while the contribution of most other realizations is negligible. Considering samples \( h_k \) with equal probability will greatly underestimate \( Z_{MN} \), since most of the time \( h_k \) will be a sample that does not contribute much to the computation of \( Z_{MN} \). To overcome this difficulty, we will need many iterations, which could result in a \( K \) being comparable to \( R_{MN} \). Nevertheless, this sampling scheme becomes attractive in the case of GRF’s which are “close” to i.i.d. random fields (i.e., in high temperatures).

If we now choose the joint probability distribution of a MC-GRF which is “as close as possible” to the Gibbs measure, then this choice will favor the most
probable realizations of the GRF over the less probable ones. This will result in
the error variance given by eq. (12) which will be much less than the error
variance given by eq. (13). It is now natural to seek the optimal joint probabil-
ity distribution $P_{MN}^W(h)$ of a MC-GRF, by solving the following constrained
minimization problem:

$$P_{MN}^W(h) = \arg \{ \min_{P_{MN} \in D} d_{IS}(\pi_{MN}, P_{MN}) \}.$$  \hspace{1cm} (14)

However, the solution of eq. (14) is not feasible in general. Therefore, we shall
derive two suboptimal solutions to this problem. The first one is motivated by
the following theorem:

**Theorem 1:** For every joint probability distribution $P_{MN}^W(h) \in D$, there will
be a joint probability distribution $P_{MN}^{(1)}(h) \in D$, with

$$\tau_{ij}^{(1)}(x, y, z, \omega) = \tau_{ij}(x, y, z, \omega),$$  \hspace{1cm} (15a)

for every $(i, j) \in \Lambda_{MN} - \{(M, N)\}$ and

$$\tau_{MN}^{(1)}(x, y, z, \omega) = \frac{\sigma_{MN}(x, y, z, \omega)}{\sum_{u \in E_H} \sigma_{MN}(u, y, z, \omega)},$$  \hspace{1cm} (15b)

for every $(x, y, z, \omega) \in E_H^4$, such that $\text{Var}_{p_{MN}}[\hat{Z}_{MN, P_{MN}(K)}] \leq \text{Var}_{p_{MN}}[\hat{Z}_{MN, P_{MN}(K)}]$.

**Proof:** For every $(y, z, \omega) \in E_H^3$, let $\tau_{MN}^{(1)}(x, y, z, \omega)$ be the LTF which minimizes the following constrained minimization problem:

$$\minimize \sum_{u \in E_H} \frac{\sigma_{MN}(u, y, z, \omega)}{\tau_{MN}(u, y, z, \omega)},$$  \hspace{1cm} (16a)

such that

$$\sum_{u \in E_H} \tau_{MN}(u, y, z, \omega) = 1,$$  \hspace{1cm} (16b)

and

$$\tau_{MN}(x, y, z, \omega) > 0, \text{ for every } x \in E_H.$$  \hspace{1cm} (16c)
By using a Lagrange multiplier $\lambda_{yzu}$ and by differentiating eq. (16a) with respect to $\tau_{MN}(x, y, z, \omega)$, we obtain

$$\frac{\partial}{\partial \tau_{MN}(x, y, z, \omega)} \left[ \sum_{u \in E_H} \frac{\sigma_{MN}(u, y, z, \omega)}{\tau_{MN}(u, y, z, \omega)} + \lambda_{yzu} \left[ \sum_{u \in E_H} \tau_{MN}(u, y, z, \omega) - 1 \right] \right] = 0,$$

or

$$\tau_{MN}(x, y, z, \omega) = \frac{\sigma_{MN}(x, y, z, \omega)}{\sqrt{\lambda_{yzu}}} > 0. \quad (17)$$

From eq. (16b) we have that

$$\sqrt{\lambda_{yzu}} = \sum_{u \in E_H} \sigma_{MN}(u, y, z, \omega),$$

which together with eq. (17) gives eq. (15b). Notice that, the only non-zero entries of the Hessian of

$$\sum_{u \in E_H} \frac{\sigma_{MN}^2(u, y, z, \omega)}{\tau_{MN}(u, y, z, \omega)} + \lambda_{yzu} \left[ \sum_{u \in E_H} \tau_{MN}(u, y, z, \omega) - 1 \right]$$

will be the diagonal ones, which are positive. Therefore, the LTF $\tau_{MN}(x, y, z, \omega)$, given by eq. (15b), is the solution of problem (16). If $\Lambda'_{MN} = \Lambda_{MN} - (M, N)$, we have that (see also eqs. (7), (8), (12) and (15))

$$K \text{Var}_{p(1)} \left[ \hat{Z}_{MN, p(1)}(K) \right] + Z_{MN}^2 = \sum_{\text{states on } \Lambda_{MN}} \prod_{i=1}^{M} \prod_{j=1}^{N} \frac{\sigma_{ij}^2(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\tau_{ij}^1(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})} \left[ \sum_{u \in E_H} \frac{\sigma_{MN}^2(u, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\tau_{MN}^1(u, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})} \right]$$

$$\geq \sum_{\text{states on } \Lambda_{MN}} \prod_{i=1}^{M} \prod_{j=1}^{N} \frac{\sigma_{ij}^2(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\tau_{ij}^2(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})} \left[ \sum_{u \in E_H} \frac{\sigma_{MN}^2(u, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\tau_{MN}^2(u, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})} \right]$$

$$= \sum_{\text{states on } \Lambda_{MN}} \prod_{i=1}^{M} \prod_{j=1}^{N} \frac{\sigma_{ij}^2(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{\tau_{ij}^2(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})} = K \text{Var}_{p(2)} \left[ \hat{Z}_{MN, p(2)}(K) \right] + Z_{MN}^2. \quad (18)$$
The proof is now a direct consequence of eq. (18).

Given the LTF $\sigma_{ij}(x, y, z, \omega)$ of a GRF, our first suboptimal choice for the joint probability distribution $P_{MN}(h)$ will be a joint probability distribution $P_{MN}^*(h)$, given by eq. (7), with LTF

$$\tau_{ij}^*(x, y, z, \omega) = \frac{\sigma_{ij}(x, y, z, \omega)}{\sum_{u \in E_H} \sigma_{ij}(u, y, z, \omega)}, \quad (19)$$

for every $(x, y, z, \omega) \in E_H^I$ and every $(i, j) \in \Lambda_{MN}$. In this case (see eq. (8a))

$$q_{ij, PMN}^*(x, y, z, \omega) = \sum_{u \in E_H} \sigma_{ij}(u, y, z, \omega). \quad (20)$$

The MC-GRF with LTF given by eq. (19) corresponds to the MC-GRF obtained by approximating a general GRF via the “Approach B” developed in [38]. This is a sensible choice, because the computation of the joint probability distribution $P_{MN}^*(h)$ is feasible, and the obtained MC-GRF contains substantial information about the original GRF [38], much more than the i.i.d. random field, which contains absolutely no information about the GRF in low temperatures. One expects that the samples $h$, drawn from this joint probability distribution, will contribute substantially to the computation of the partition function sum, resulting in a considerable variance reduction. In general, we expect that

$$\text{Var}_{PMN}^*[Z_{MN, PMN}^*(K)] << \text{Var}_{iid}[Z_{MN, iid}(K)],$$

where

$$\text{Var}_{PMN}^*[Z_{MN, PMN}^*(K)] = \frac{1}{K} \left[ \sum_{h \text{ states}} \frac{A_{\Delta_N}(h)}{P_{MN}(h)} - Z_{\Delta_N}^2 \right],$$

which has been verified to be the case in most of our simulations.
Probability $P_{MN}(h)$, although simple to compute, may result in an unac-
ceptably high error variance. This is typically the case for GRF's in low tem-
peratures, as our simulations demonstrate; therefore, a better choice for $P_{MN}(h)$
is needed, which will result in larger error variance reduction. This is provided
by a theorem, which appears in [41].

Consider the following “entropy” distance between the Gibbs distribution
and a probability distribution $P_{MN}(h)$:

$$d_{IL}(\pi_{MN}, P_{MN}) = \sum_{\text{states } h} \ln \left( \frac{\pi_{MN}(h)}{P_{MN}(h)} \right) P_{MN}(h) = \sum_{\text{states } h} \pi_{MN}(h) \ln \left( \frac{\pi_{MN}(h)}{P_{MN}(h)} \right).$$

This is also an Ali-Silvey type of distance, and is minimized for
$P_{MN}(h) = \pi_{MN}(h)$, for all states $h$. For the reasons stated above we would like to
constrain the minimization problem and obtain a probability distribution
$P_{MN}^{\ast}(h)$ which satisfies

$$P_{MN}^{\ast}(h) = \arg \{ \min_{P_{MN} \in \mathcal{D}} d_{IL}(\pi_{MN}, P_{MN}) \}. \quad (21)$$

If we assume that the Gibbs distribution $\pi_{MN}(h)$ has homogeneous\footnote{This is a reasonable assumption in image processing applications and simplifies our derivations considerably.} LTF's, i.e.,

$$\sigma_{ij}(x, y, z, O) = \sigma(x, y, z, \omega),$$

for every $(i, j) \in \Lambda_{MN}$ and $(x, y, z, \omega) \in E_{\mathcal{H}}$, then we obtain the following theorem.

**Theorem 2:** The probability measure $P_{MN}^{\ast}(h) \in \mathcal{D}$ with LTF

$$\tilde{\tau}_{ij}(x, y, z, \omega) = \frac{[\frac{\partial \ln Z_{MN}}{\partial \sigma(x, y, z, \omega)}] \sigma(x, y, z, \omega)}{\sum_{u \in E_{\mathcal{H}}} [\frac{\partial \ln Z_{MN}}{\partial \sigma(u, y, z, \omega)}] \sigma(u, y, z, \omega)}, \quad (22)$$

for every $(x, y, z, \omega) \in E_{\mathcal{H}}$ and $(i, j) \in \Lambda_{MN}$ satisfies eq. (21).
Proof: The proof can be found in [41].

The MC-GRF with probability measure $P_{MN}^*$ is optimal, achieving a minimum entropy distance from the Gibbs distribution $\pi_{MN}$. However, in general, it is suboptimal with respect to minimizing the error variance, or equivalently the distance $d_{IS}(\pi_{MN}, P_{MN})$.

Given the LTF $\sigma(x, y, z, \omega)$ of a GRF, our second choice for the joint probability distribution $P_{MN}(h)$ will be a joint probability distribution $P_{MN}^*(h)$ given by eq. (7), with LTF given by eq. (22). In this case (see eq. (8a))

$$ q_{ij, P^*}(x, y, z, \omega) = \sum_{u \in E_{ij}} \left[ \frac{\partial \ln Z_{MN}}{\partial \sigma(u, y, z, \omega)} \right] \sigma(u, y, z, \omega) $$

$$ + \frac{\partial \ln Z_{MN}}{\partial \sigma(x, y, z, \omega)} \right] . $$

As expected, the MC-GRF with LTF given by eq. (22) approximates the original GRF better than the MC-GRF with LTF given by eq. (19), especially in low temperatures. This may result in significant variance reduction; i.e., we expect

$$ \text{Var}_{P^*}[\hat{Z}_{MN, P^*}(K)] << \text{Var}_{P^*}[\hat{Z}_{MN, P^*}(K)] , $$

where

$$ \text{Var}_{P^*}[\hat{Z}_{MN, P^*}(K)] = \frac{1}{K} \left[ \sum_{\text{states } h} \frac{A_{MN}(h)}{P_{MN}^*(h)} \right] - Z_{MN}^2 , $$

which has been verified by our simulation experiments for a variety of GRF's.

To summarize, we propose two methods for calculating the partition function $Z_{MN}$:

**Method 1:**

$$ Z_{MN} = E_{P^*} \left[ \frac{A_{MN}(h)}{P_{MN}^*(h)} \right] \Rightarrow \hat{Z}_{MN, P^*} = \lim_{K \rightarrow \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} Q_{MN, P^*}(h_k) \right] , $$

where $h_k \sim P_{MN}^*(h_k)$,
Method 2: \[ Z_{MN} = E_p \left[ \frac{A_{MN}(h)}{P_{MN}(h)} \right] \Rightarrow \hat{Z}_{MN,p^\gamma} = \lim_{K \to \infty} \left\{ \frac{1}{K} \sum_{k=1}^{K} Q_{MN,p^\gamma}(h_k) \right\}, \]

where \( h_k - P_{MN}(h_k) \),

with \( P_{MN}^*(h) \) and \( P_{MN}^{**}(h) \) being the joint probability distributions of two MC-GRF's with LTF's given by eq. (19) and eq. (22) respectively, and \( Q_{MN,p^\gamma}(h) \), \( Q_{MN,p^\gamma}(h) \) by eqs. (8b), (20) and (8b), (23) respectively.

IV. COMPUTATIONAL ALGORITHMS

After deciding for the MC-GRF joint probability distribution to be used in the Monte-Carlo partition function calculation, the next step is to determine how to implement this calculation in a computationally efficient way. In the following we shall denote both \( P_{MN}(h) \) and \( P_{MN}(h) \) as \( P_{MN}(h) \), i.e, the superscript \( \gamma \) will stand for * or **. A simple approach is to use the following algorithm:

ALGORITHM I:

1. Draw \( K \) statistically independent realizations \( h_k, k = 1, 2, \ldots, K \), from probability \( P_{MN}(h) \), given by eq. (7), with \( \tau_{ij}(x, y, z, \omega) = \tau_{ij}(x, y, z, \omega) \), given by eq. (19) or (22). This can be done lexicographically, as it has been discussed in Section II.
2. Compute \( Q_{MN,p^\gamma}(h_k) \), for every realization \( h_k, k = 1, 2, \ldots, K \), by using eq. (8b) and one of (20), (23).
3. Compute \( \hat{Z}_{MN,p^\gamma}(K) \) by using eq. (10b).

The statistical properties of the estimator \( \hat{Z}_{MN,p^\gamma}(K) \) can be easily derived. Indeed, \( \hat{Z}_{MN,p^\gamma}(K) \) is a sum of the i.i.d. random variables \( Q_{MN,p^\gamma}(h_1), Q_{MN,p^\gamma}(h_2) \), \ldots, \( Q_{MN,p^\gamma}(h_K) \) divided by \( K \). Each of these random variables has finite mean.
\[ \mu_{MN,PT} = E_{PT}[Q_{MN,PT}(h_k)] = Z_{MN} \] and finite variance \[ \sigma_{MN,PT}^2 = Var_{PT}[Q_{MN,PT}(h_k)] \]

\[ = \sum_{\text{states } h} Q_{MN,PT}(h) P_{\text{MN}}(h) - Z_{MN}^2 > 0. \]

From the \textit{central limit theorem} we have that \( \hat{Z}_{MN,PT}(K) \) is an asymptotically normal random variable with

\[ \sqrt{K} \frac{\hat{Z}_{MN,PT}(K) - Z_{MN}}{\sigma_{MN,PT}} \rightarrow N(0,1), \]

as \( K \to +\infty \). From the \textit{strong law of large numbers} we also have that

\[ Pr \left[ \lim_{K \to +\infty} \hat{Z}_{MN,PT}(K) = Z_{MN} \right] = 1; \]

i.e., our estimator converges to the partition function with probability one. Therefore, it converges in probability; i.e.,

\[ Pr \left[ |\hat{Z}_{MN,PT}(K) - Z_{MN}| \geq \varepsilon \right] \rightarrow 0, \quad (24) \]

as \( K \to +\infty \), for every \( \varepsilon > 0 \). Hence, \( \hat{Z}_{MN,PT}(K) \) is an unbiased and consistent estimator of \( Z_{MN} \). To get a practical idea on the accuracy of such an estimator, it is worthwhile calculating the sample variance, defined by

\[ \hat{\sigma}_{MN,PT}^2(K) = \frac{1}{K} \sum_{k=1}^{K} \left[ Q_{MN,PT}(h_k) - \overline{Q}_{MN,PT}(K) \right]^2, \quad (25a) \]

where

\[ \overline{Q}_{MN,PT}(K) = \frac{1}{K} \sum_{k=1}^{K} Q_{MN,PT}(h_k). \quad (25b) \]

This is the usual estimator for the variance of \( \hat{Z}_{MN,PT}(K) \), and can be effectively used to decide how many iterations \( K \) are needed in order to achieve a prespecified accuracy in estimating \( Z_{MN} \).

The computational complexity of \textit{Algorithm I} is \( O(KMN) \), since it requires the generation of \( KMN \) samples drawn from the discrete conditional probability distribution \( Pr[ h_{ij} \mid h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}, h_{i,j-1} ]; \) therefore, for a large lattice, we may not be able to obtain accurate estimates of \( Z_{MN} \) in a reasonable time. This
problem may be partially solved by considering realizations \( h_1, h_2, \ldots \), which differ only slightly from each other. In this case, \( h_{k+1} \) and \( Q_{MN,P_T}(h_{k+1}) \) may be easily calculated from \( h_k \) and \( Q_{MN,P_T}(h_k) \) by a simple update. This can be done by generating a Markov chain on the \( R^{MN} \) possible realizations of \([H]\) with prespecified transition probabilities \( P_{ij}^{(k,k+1)} \), given by

\[
P_{ij}^{(k,k+1)} = Pr [ H_{k+1} = h_j \mid H_k = h_i ] ,
\]

from state \( h_i \), at step \( k \), to state \( h_j \), at step \( k + 1 \). These transition probabilities form a sequence of \( R^{MN} \times R^{MN} \) transition probability matrices \( P^{(k)} \), \( k = 1, 2, \ldots \), which should satisfy the following relationship:

\[
( P^T)^t P^{(k)} = ( P^T)^t ,
\]

where \( P^T \) is the \( R^{MN} \) - dimensional probability vector with elements \( P^T_i = P_{MN}(h_i) \) and \( t \) denotes transposition. If \( Pr [ H_1 = h ] = P_{MN}(h) \), and if eq. (26) is satisfied for every \( k = 1, 2, \ldots \), then every state of our Markov chain will be a sample drawn from \( P_{MN}(h) \). Therefore, we have to construct \( P^{(k)} \) such that eq. (26) is satisfied. However, we have to keep in mind that, in this case, the realizations \( h_1, h_2, \ldots \), are no longer statistically independent, and a new analysis is required for the study of the statistical properties of \( Z_{MN,P_T}(K) \).

A simple way to accomplish the previous ideas is to consider a sequence \( h_1, h_2, \ldots \), of realizations such that \( h_{k+1} \) differs from \( h_k \) only at one site \( s_p \), this site being chosen randomly (among all possible \( MN \) sites in \( A_{MN} \)), or, systematically (e.g., lexicographically). Furthermore, the random variable \( H_{k+1}(s_p) \), at site \( s_p \), takes a value \( h(s_p) \) in \( E_H \) drawn from a given probability distribution. When this probability distribution is given by

\[
Pr [ H_{k+1}(s_p) = h(s_p) \mid H_k(s) = h(s), s \in N_{s_p} ] > 0 ,
\]

the resulting algorithm is known as the Gibbs sampler [19]. Other algorithms of a similar nature are described in [41] and are known as the Metropolis'.
Barker's and Hastings' algorithms.

We have compared the performances of all these algorithms, using random, or lexicographic, site updating. As expected from the analysis in [41], the Gibbs sampler with lexicographic site updating gave the best results: it converged, on the average, faster than the other algorithms, requiring less computational time, and resulted in lower rejection rates (higher percentage of successful updates). This result comes to no surprise, since the Gibbs sampler is an importance sampling based procedure [39], [42], [43].

The Gibbs sampler is the sampling scheme used exclusively in our simulations and results in the following algorithm for the estimation of $Z_{MN}$.

**ALGORITHM II:**

1. Generate a realization $h_1$ of the MC-GRF with probability $P_{\lambda_N}(h)$, given by eq. (7), with $\tau_j(x, y, z, \omega) = \tau_j^*(x, y, z, \omega)$, given by eq. (19) or (22). This is done lexicographically, as discussed in Section II. Calculate $Q_{MN,P_r}(h_1)$, given by eqs. (8b) and (20) or (8b) and (23).

2. Set $SUM_1 = QFUN_1 = Q_{MN,P_r}(h_1)$ and $k = 1$.

3. Set $h = h_k(s_p)$, with $p = (k - 1)$ modulo $MN + 1$, where $s_1, s_2, \ldots, s_{MN}$, is a lexicographic (row by row) ordering of the sites in $\Lambda_{MN}$. Denote site $s_p$ by $(i, j)$.

4. Draw a value $\phi \in E_H$ from probability $d_n/\left(\sum_{i=1}^{R} d_i\right)$, $n = 1, 2, \ldots, R$, where

$$d_i = \tau_{ij}^*(\phi_i, h_{i-1,j}^{(k)}, h_{i-1,j-1}^{(k)}, h_{i,j}^{(k)}) \times \tau_{ij+1}^*(h_{i,j+1}^{(k)}, h_{i,j-1}^{(k)}, h_{i,j}^{(k)})$$

for $l = 1, 2, \ldots, R$.

5. If $\phi = h$ set $QFUN_{k+1} \leftarrow QFUN_k$ and go to step 6, otherwise compute the ratio

$$RATIO = Q_{MN,P_r}(h_{k+1})/Q_{MN,P_r}(h_k),$$
by

\[
RATIO = \frac{q_{i,j+1,p}((h_{i,j+1}, h_{i,j} + 1, h_{i,j}, \phi)) \times \frac{q_{i+1,j+1,p}(h_{i+1,j+1}, h_{i+1,j}, h_{i,j})}{q_{i,j+1,p}(h_{i,j+1}, h_{i,j+1}, h_{i,j}, \phi)} \\
- q_{i+1,j+1,p}(h_{i,j+1}, h_{i,j+1}, \phi, h_{i,j}) \times \frac{q_{i,j,p}(h_{i,j}, h_{i,j} + 1, h_{i,j}, \phi)}{q_{i,j+1,p}(h_{i,j+1}, h_{i,j+1}, h_{i,j}, \phi)}
\]

where \( q_{ij,p}(x,y,z,\omega) \) is given by eq. (20) or (23). Set \( QFUN_{k+1} \leftarrow QFUN_k \times RATIO \).

6. Set \( SUM_{k+1} \leftarrow SUM_k + QFUN_{k+1} \). If \( k + 1 = K \), set \( \hat{Z}_{MN,p,K}(K) = \frac{SUM_{k+1}}{k + 1} \) and stop; otherwise, set \( h_{ij}(k+1) = \phi, h_{mn}(k+1) = h_{mn}(k) \), for every \((m,n) \neq (i,j)\), \( k \leftarrow k + 1 \), and go to step 3.

We would like now to emphasize that, in the case of Algorithm II, consecutive realizations of the Markov chain differ in at most one site and, therefore, they cannot “cover” rapidly the entire state space of \([H]\), especially in the case of large lattices. A remedy for this problem would be to consider \( L < MN \) successive realizations of our algorithm as one state transition of the Markov chain. In practice however, we have noticed that this modification does not improve the convergence rate of Algorithm II.

Once again, we are interested in the statistical properties of the estimator \( \hat{Z}_{MN,p,K}(K) \), resulting from Algorithm II. In order to simplify our presentation, we shall consider Algorithm II with random (instead of lexicographic) site updating, in which case, the underlying Markov chain is characterized by stationary transition probabilities. A more general treatment (which is necessary when lexicographic site updating is considered) can be found in [44]. Both cases result in the same properties for the estimator \( \hat{Z}_{MN,p,K}(K) \). As in the case of Algorithm I, the estimator \( \hat{Z}_{MN,p,K}(K) \) is the sum of identically distributed random variables \( Q_{MN,p,K}(h_k) \), which are characterized by a finite mean
\[ \mu_{MN, PT} = Z_{MN} \] and finite, nonzero variance \( \sigma^2_{MN, PT} \). Obviously, \( \hat{Z}_{MN, PT}(K) \) is an unbiased estimator of \( Z_{MN} \). The computation of the variance of \( \hat{Z}_{MN, PT}(K) \) requires more effort. Observe that

\[
\text{Var}_{PT}[\hat{Z}_{MN, PT}(K)] = \text{E}_{PT}\left[\frac{1}{K} \sum_{k=1}^{K} Q_{MN, PT}(h_k) - Z_{MN}\right]^2 - \frac{1}{K^2} \text{E}_{PT}\left[\sum_{k=1}^{K} (Q_{MN, PT}(h_k) - Z_{MN})^2\right]
\]

\[
= \frac{1}{K^2} \sum_{k=1}^{K} \text{E}_{PT}[(Q_{MN, PT}(h_k) - Z_{MN})^2] + 2 \sum_{k=1}^{K} \sum_{m=1}^{K} \text{E}_{PT}[(Q_{MN, PT}(h_m) - Z_{MN})(Q_{MN, PT}(h_k) - Z_{MN})],
\]

or

\[
K\text{Var}_{PT}[\hat{Z}_{MN, PT}(K)]
\]

\[
= \text{E}_{PT}\left[(Q_{MN, PT}(h_i) - Z_{MN})^2\right] + 2 \sum_{i=1}^{K-1} \frac{K-i}{K} \left[\text{E}_{PT}(Q_{MN, PT}(h_i)Q_{MN, PT}(h_i)) - Z_{MN}^2\right]
\]

\[
= \sum_{\text{states } h_m} \sum_{\text{states } h_n} Q_{MN, PT}(h_m) Q_{MN, PT}(h_n) \left[ P_{MN}(h_m) \delta_{mn} - P_{MN}(h_m) P_{MN}(h_n) \right]
\]

\[
+ 2 \sum_{i=1}^{K-1} \frac{K-i}{K} P_{MN}(h_m) [P_{MN}^{(1,1)} - P_{MN}(h_n)], \quad (27)
\]

where \( \delta_{mn} \) is the Kronecker delta, and

\[
P_{mn}^{(1,1)} = \text{Pr}[H_i = h_n \mid H_1 = h_m].
\]

Equation (27) can be easily written in a matrix form as

\[
K\text{Var}_{PT}[\hat{Z}_{MN, PT}(K)] = (Q^T)^t \left[ P^t - P^tA + 2 P^t \sum_{i=1}^{K-1} \frac{K-i}{K} (P^i - A) \right] Q^t, \quad (28)
\]

where all the matrices are \( R_{MN} \times R_{MN} \) matrices. Matrix \( P^t \) is a diagonal matrix with elements the \( R_{MN} \) probabilities \( P_{MN}(h), h \in E_{MN} \). Matrix \( A \) has \( R_{MN} \) identical rows which are equal to the diagonal of \( P^t \), whereas, \( P^i \) is the \( i \) power of the transition probability matrix \( P \). Finally, \( Q^t \) is an \( R_{MN} \)-dimensional vector, with elements \( Q_{MN, PT}(h), h \in E_{MN} \). For an ergodic transition probability matrix \( P \) the fundamental matrix \( F \), given by \( F = (I - P + A)^{-1} \), exists, and [45]
\[ F = I + \lim_{K \to +\infty} \sum_{l=1}^{K-1} \frac{K-l}{K} (P_l - A). \]  

(29)

From eqs. (28) and (29) we obtain

\[ \lim_{K \to +\infty} K \text{Var}_{p^l} [\hat{Z}_{MN, p^l}(K)] = (Q^\gamma)' \left[ 2 P^\gamma F - P^\gamma - P^\gamma A \right] Q^\gamma, \]

or

\[ \lim_{K \to +\infty} \text{Var}_{p^l} [\hat{Z}_{MN, p^l}(K)] = 0. \]  

(30)

From eq. (30) and the Tchebycheff inequality we obtain eq. (24); therefore, Algorithm II results\(^4\) in an unbiased and consistent estimator for \(Z_{MN}\).

We would also like to get a practical idea of the accuracy of the resulting estimate. However, since the samples \(h_i\) are no longer independent, we cannot use the sample variance given by eq. (25). In the case of Algorithm II, eq. (25) will most probably underestimate the variance, since it does not take into consideration the correlations among consecutive realizations. To overcome this difficulty, we may use the ideas in [48].

In many instances \(Z_{MN} \to +\infty\) with increasing lattice size (i.e., as \(M, N \to +\infty\)). Additionally, for many realizations \(h\), \(P_{MN}(h) \to 0\), whereas, \(A_{MN}(h) \to +\infty\) as \(M, N \to +\infty\). Therefore, eq. (5c), or equivalently, eq. (11), may be violated. Since most applications require use of rather large lattices, we have to examine the problems introduced by this behavior and modify our Monte-Carlo calculation procedure. It is clear that, in these cases, a simple partition function calculation algorithm (like Algorithm I, or Algorithm II) will suffer from overflow problems. A first step towards the remedy of this problem is to estimate the quantity

\[ f(Z_{MN}) = \frac{1}{MN} \ln(Z_{MN}), \]  

(31)

\(^4\) The central limit theorem, developed in [46], [47], is directly applicable in our case, and, therefore, our estimator is also asymptotically normal.
instead of $Z_{MN}$, by (see also eqs. (8b) and (10b))

$$f_{K,P^T}(Z_{MN}) = \frac{1}{MN} \ln (Z_{MN,P^T}(K)) = \ln (Q_{MN,P^T}(h_1)) + \ln \left[ \frac{1}{K} \sum_{k=1}^{K} \frac{Q_{MN,P^T}(h_k)}{Q_{MN,P^T}(h_1)} \right], \quad (32a)$$

with

$$\ln (Q_{MN,P^T}(h_1)) = \sum_{i=1}^{N} \sum_{j=1}^{N} \ln \left[ q_{ij,p^T}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}) \right], \quad (32b)$$

where $q_{ij,p^T}(x,y,z,\omega)$ is given by eq. (20) or (23). This is a reasonable approach for two main reasons: (a) $f(Z_{MN})$ will not necessarily become infinite as $M,N,Z_{MN} \to +\infty$ (see for example the case of the Ising model, discussed in Section VI), or, at least, it will be much smaller than $Z_{MN}$; and, (b) we are usually interested in computing the logarithm of the partition function rather than the partition function itself (e.g., in the case of maximum likelihood parameter estimation). However, computing the summation in eq. (32a) may still result in overflow.

To overcome this problem observe that (see also eqs. (8b), (9) and (31))

$$f(Z_{MN}) = \frac{1}{MN} \ln \left[ \sum_{\text{states } h} Q_{MN,P^T}(h) P_{\tilde{MN}}(h) \right]$$

$$= \frac{1}{MN} \ln \left[ \sum_{\text{states } h} \left( \prod_{i=1}^{M} \prod_{j=1}^{N} q_{ij,p^T}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1}) \right) P_{\tilde{MN}}(h) \right]$$

$$= \frac{1}{MN} \ln \left[ \sum_{\text{states } h} Q_{\text{max},P^T}^{MN} Q_{MN,P^T}^{\tilde{MN}}(h) P_{\tilde{MN}}(h) \right]$$

$$= \ln q_{\text{max},P^T} + \frac{1}{MN} \ln \left[ \sum_{\text{states } h} Q_{\text{max},P^T}^{MN} (h) P_{\tilde{MN}}(h) \right], \quad (33)$$

where

$$q_{ij,p^T}^{(\text{max})} = \max_{(x,y,z,\omega) \in \mathcal{D}} \left\{ q_{ij,p^T}(x,y,z,\omega) \right\} ; \quad q_{\text{max},P^T} = \left( \prod_{i=1}^{M} \prod_{j=1}^{N} q_{ij,p^T}^{(\text{max})} \right)^{1/MN}.$$
and

\[ Q_{MN,PT}'(h) = \prod_{i=1}^{M} \prod_{j=1}^{N} \frac{q_{ij,PT}(h_{ij}, h_{i-1,j}, h_{i-1,j-1}, h_{i,j-1})}{q_{ij,PT}^{(\text{max})}}. \]

From eq. (33) we see that, in order to compute \( f(Z_{MN}) \) we have to calculate the expectation \( \mathbb{E}_{PT}(Q_{MN,PT}'(h)) \). This can be done by a simple modification of the previous two algorithms. Notice that, in this case, Monte-Carlo calculations can proceed with no overflow, even in the case of large lattices, because \( Q_{MN,PT}'(h) \leq 1 < +\infty \), for all realizations \( h \); therefore, condition (11) is satisfied. Equation (33) yields the following Monte-Carlo estimate for \( f(Z_{MN}) \)

\[ f_{K,PT}(Z_{MN}) = \frac{1}{MN} \ln(Z_{MN,PT}'(K)) = \ln q_{\text{max},PT} + \frac{1}{MN} \ln \left[ \frac{1}{K} \sum_{k=1}^{K} Q_{MN,PT}'(h_k) \right], \]

where \( h_k \) are samples drawn from the joint probability distribution \( P_{MN}(h) \).

It is worthwhile noticing that the estimator \( \ln(Z_{MN,PT}'(K)) \) will only asymptotically (i.e., for \( K \to +\infty \)) yield an unbiased estimate for \( \ln(Z_{MN}) \) [49]. To see this, and for the case of Algorithm I, use the central limit theorem for \( Z_{MN,PT}'(K) \) and the fact that the function \( \ln(\cdot) \) has a nonzero derivative at \( Z_{MN} \) to prove that \( \ln(Z_{MN,PT}'(K)) \) is asymptotically normal with mean \( \ln(Z_{MN}) \) and variance \( \frac{1}{K} \left( \sigma_{MN,PT}' / Z_{MN} \right)^2 \), where

\[ \sigma_{MN,PT}'^2 = \frac{1}{K} \sum_{k=1}^{K} Q_{MN,PT}'(h_k) P_{MN}(h_k) - Z_{MN}^2. \]

A similar result can be proved for the case of Algorithm II. Finally, we can easily show that \( 1/MN \ln(Z_{MN,PT}'(K)) \) is a consistent estimator for \( 1/MN \ln(Z_{MN}) \), when either one of the two algorithms is used.

The practical implementation of the previous ideas requires the development of fast algorithms. There are many ways to improve performance. For example, much time is devoted to generating uniformly distributed random numbers. The development of a good, fast and, probably, machine-dependent
random number generator will definitely result in computational savings. Another problem is the fact that the rejection rate approaches 100% in low temperatures. To avoid "being stuck" at the same realization for a long time, one might try to use some "a-priori" knowledge for the MC-GRF parameters and perform various simulations with different suitable configurations of the state space, averaging the obtained results with appropriate weights. An ingenious idea to overcome a similar problem is the "n-fold algorithm" proposed in [50]. Since in low temperatures most GRF’s will favor realizations which are characterized by large clusters, one can try to break these clusters into smaller ones and then assign a random spin value to the whole cluster. This idea is used in [51] to obtain an efficient and fast Monte-Carlo simulation algorithm. It is also important to notice that Algorithm II can be directly implemented on the Monte-Carlo simulation machines developed in [52-55]. These are special purpose computers developed for the study of various properties of GRF’s. Implementation of our algorithm on such machines may result in a substantial reduction of computational time.

Traditionally, stochastic methods are used to simulate GRF’s and calculate various quantities related to them. Our method fits to this framework. However, some researchers have adopted deterministic, or pseudo-deterministic, evolution algorithms, like the microcanonical simulation algorithm in [56], [57]. For such algorithms, it is much more difficult to prove convergence and study statistical properties of the resulting estimators. Additionally, it is not clear if they can result in significant computational savings. However, we believe that it is extremely interesting to pursue many of these methods further. We haven’t done so here though, since our major objective is to present fundamental ideas, and a simple algorithm, for the calculation of $Z_{MN}$. 
V. CALCULATION OF PARTITION FUNCTION DERIVATIVES

So far, we have discussed the problem of computing the partition function $Z_{MN}$ of a GRF. We have proposed two methods which require sampling from two different MC-GRFs, namely, $P^*_M$ and $P_{MN}$. Method 2 requires the computation of the $R^4$ first-order derivatives of the logarithm of the partition function with respect to the LTF (see eq. (22)); i.e., it requires computation of the vector

$$\nabla \ln Z_{MN} = \left( \frac{\partial \ln Z_{MN}}{\partial \sigma(x,y,z,\omega)} \right), \ (x,y,z,\omega) \in E^4 \right).$$

The analytical computation of eq. (34) is not possible in general (except in some special cases). However, this calculation can be approximated via Monte-Carlo simulations by using a scheme similar to that used in statistical mechanics for the calculation of various thermodynamic properties of large-scale systems [58].

In addition to the derivatives in eq. (34) we may also want to compute the internal energy (which is related to first-order derivatives of the partition function) and the specific heat (which is related to second-order derivatives of the partition function) of a general GRF. These quantities provide valuable means for detecting and studying phase transitions. All these computations can be approximated by a simple Monte-Carlo simulation algorithm, as it will be demonstrated in this section.

Let us study the calculation of the derivatives of the logarithm\(^5\) of the partition function $Z_{MN}$ with respect to the LTF $\sigma(x,y,z,\omega)$. We shall limit our analysis to the computation of first- and second-order derivatives. However, our presentation can be trivially extended to include the computation of any higher-order derivative. In the following, we shall denote by $v_k(x,y,z,\omega)$ the

\(^5\) We prefer to calculate the derivatives of the logarithm of the partition function, instead of the derivatives of the partition function itself, for reasons similar to those explained at the end of Section IV.
total number of elementary squares \((h_{ij}^{(k)}, h_{i,j}^{(k)}, h_{i,j-1}^{(k)}, h_{i,j-1}^{(k)}) = (x, y, z, \omega)\)
which appear in a realization \(h_k\) of the GRF \([H]\). From eqs. (2b) and (3a) we have that

\[
Z_{MN} = \sum_{\text{states } h_i} \prod_{(q, u, v, w) \in E_{H}^i} \sigma(q, u, v, w)^{\nu_i(q, u, v, w)} = \sum_{\text{states } h_i} A_{MN}(h_i),
\]

(35a)

where

\[
A_{MN}(h_i) = \prod_{(q, u, v, w) \in E_{H}^i} \sigma(q, u, v, w)^{\nu_i(q, u, v, w)}.
\]

(35b)

Differentiating eq. (35a) with respect to the LTF \(\sigma(x, y, z, \omega)\) we obtain

\[
Z_{MN}^{(1)}(x, y, z, \omega) = \frac{1}{MN} \frac{\partial \ln Z_{MN}}{\partial \sigma(x, y, z, \omega)} = \frac{1}{MN} \frac{1}{\sigma(x, y, z, \omega)} \sum_{\text{states } h_i} \nu_i(x, y, z, \omega) A_{MN}(h_i)
\]

(36)

whereas, differentiating eq. (36) with respect to \(\sigma(q, u, v, w)\), we obtain (see also eq. (35))

\[
Z_{MN}^{(2)}(x, y, z, \omega; q, u, v, w) = \frac{1}{MN} \frac{\partial^2 \ln Z_{MN}}{\partial \sigma(x, y, z, \omega) \partial \sigma(q, u, v, w)}
\]

(37)
where

$$\delta_{uvw}^{xyz} = \begin{cases} 
1 & \text{if } (x,y,z,\omega) = (q,u,v,w) \\
0 & \text{if } (x,y,z,\omega) \neq (q,u,v,w) 
\end{cases}$$

The quantities defined by equations (36) and (37) can be efficiently calculated via Monte-Carlo simulations based on drawing samples directly from the Gibbs distribution (2). This is a quite difficult problem in practice, whose solution can only be obtained asymptotically, therefore the resulting Monte-Carlo estimates are biased. In practice, we will generate a Markov Chain of realizations \( \mathbf{h}_k, k = 1, 2, \ldots, K \), with suitable transition probabilities, that will asymptotically be distributed according to the Gibbs distribution, i.e., \( \mathbf{h}_k \sim \pi_{MN} \), or \( \lim_{k \to \infty} \Pr[\mathbf{H} = \mathbf{h}_k] = \pi_{MN}(\mathbf{h}_k) \), given by eq. (2). In order to reduce the variance of the resulting estimates, we discard the \( K_1 \) initial configurations of this Markov Chain, where \( K_1 \) is a sufficiently large number, such that \( \Pr[\mathbf{H} = \mathbf{h}_k] = \pi_{MN}(\mathbf{h}_k) \), for \( k > K_1 \). Then, we consider the \( K_2 \) next states of the Markov Chain, i.e., \( \mathbf{h}_k, k = K_1 + 1, K_1 + 2, \ldots, K_1 + K_2 \), on which we form ergodic averages. This results in

$$\hat{Z}_{MN}^{(1)}(x,y,z,\omega; K_1,K_2) = \frac{1}{MN} \frac{1}{\sigma(x,y,z,\omega)} \frac{1}{K_2} \sum_{k=K_1+1}^{K_1+K_2} v(k, y, z, \omega), \quad (38a)$$

and

$$\hat{Z}_{MN}^{(2)}(x,y,z,\omega; q,u,v,w; K_1,K_2) = \frac{1}{MN} \frac{1}{\sigma(x,y,z,\omega)\sigma(q,u,v,w)} \times$$

$$\times \left[ \frac{1}{K_2} \sum_{k=K_1+1}^{K_1+K_2} \left[ v(k, x, y, z, \omega) v(k, q, u, v, w) - v(k, x, y, z, \omega) \delta_{uvw}^{xyz} \right] \right]$$

$$- \frac{1}{K_2} \left[ \sum_{k=K_1+1}^{K_1+K_2} v(k, x, y, z, \omega) \right] \left[ \sum_{k=K_1+1}^{K_1+K_2} v(k, q, u, v, w) \right], \quad (38b)$$
which are the Monte-Carlo estimates of the first- and second-order derivatives of the logarithm of the partition function with respect to the LTFs.

There are many important applications which require the calculation of the partition function and its derivatives. An anticipated application is the development of an optimal algorithm for the maximum-likelihood estimation of the LTF of a GRF from a given realization. We shall not expand on this subject here; instead, we shall illustrate the use of these calculations for the computational study of phase transitions.

The internal energy $E_{MN}(T)$ and the specific heat $C_{MN}(T)$, given by

$$E_{MN}(T) = \frac{1}{MN} T^2 \frac{\partial \ln Z_{MN}}{\partial T},$$

and

$$C_{MN}(T) = \frac{\partial E_{MN}(T)}{\partial T} = \frac{2}{T} E_{MN}(T) + \frac{1}{MN} T^2 \frac{\partial^2 \ln Z_{MN}}{\partial T^2},$$

respectively, are two important thermodynamic quantities, associated with a GRF, which allow the study of phase transitions [5]. If $T_c$ is a temperature such that

$$\lim_{T \to T_c, M, N \to \infty} C_{MN}(T) = +\infty,$$

then we say that the GRF is in phase transition at critical temperature $T_c$. The study of phase transition is very important, being the subject of many disciplines, including statistical mechanics [2], [3-5], [29], [34], [44], [59], probability and information theory [2], [32-34], [44], [60], [61] and image processing [12], [34], [44]. From eqs. (39) and (40) we see that the critical temperature $T_c$ is the temperature at which the internal energy $E_{MN}(T)$, or the first-order derivative $\partial \ln Z_{MN}/\partial T$, is discontinuous. Observe that

$$\frac{\partial \ln Z_{MN}}{\partial T} = \sum_{(x,y,z,\omega) \in E_H} \frac{\partial \ln Z_{MN}}{\partial \sigma(x,y,z,\omega)} \frac{\partial \sigma(x,y,z,\omega)}{\partial T},$$

(41)
and, therefore, the internal energy $E_{MN}(T)$ can be approximated by (see also eqs. (36), (38a), (39a) and (41))

$$E_{MN}(T; K_1, K_2) = T^2 \sum_{(x, y, z, \omega) \in E_M} (x, y, z, \omega; K_1, K_2) \frac{\partial \sigma(x, y, z, \omega)}{\partial T}$$

$$= T^2 \frac{1}{MN} \frac{1}{K_2} \sum_{k=K_1+1}^{K_1+K_2} \left[ \sum_{(x, y, z, \omega) \in E_M} v_k(x, y, z, \omega) \frac{\partial \ln \sigma(x, y, z, \omega)}{\partial T} \right]. \quad (42)$$

At the critical temperature, the second-order derivative $\frac{\partial^2 \ln Z_{MN}}{\partial T^2}$ will necessarily become infinite. From eqs. (36)-(38), (39b) and (42) we can easily show that the specific heat $C_{MN}(T)$ can be approximated by

$$C_{MN}(T; K_1, K_2) = T^2 \sum_{(x, y, z, \omega) \in E_M} (x, y, z, \omega; K_1, K_2) \left[ \frac{2}{T} \frac{\partial \sigma(x, y, z, \omega)}{\partial T} + \frac{\partial^2 \sigma(x, y, z, \omega)}{\partial T^2} \right]$$

$$+ \frac{\partial \sigma(x, y, z, \omega)}{\partial T} \left[ \sum_{(q, u, v, w) \in E_M} 2^{(2)}(x, y, z, \omega; q, u, v, w; K_1, K_2) \frac{\partial \sigma(q, u, v, w)}{\partial T} \right]$$

$$= \frac{1}{T^2} \frac{1}{MN} \frac{1}{K_2} \sum_{k=K_1+1}^{K_1+K_2} \left[ \sum_{(x, y, z, \omega) \in E_M} v_k(x, y, z, \omega) T^2 \frac{\partial \ln \sigma(x, y, z, \omega)}{\partial T} \right]^2$$

$$- \frac{1}{K_2} \sum_{k=K_1+1}^{K_1+K_2} \left[ \sum_{(x, y, z, \omega) \in E_M} v_k(x, y, z, \omega) T^2 \frac{\partial \ln \sigma(x, y, z, \omega)}{\partial T} \right]^2. \quad (43)$$

To effectively compute the Monte-Carlo estimates given by eqs. (38a), (42) and (43) we employ the Gibbs Sampler algorithm with a lexicographic site updating, by generating a Markov Chain which asymptotically reaches the Gibbs distribution. The overall procedure is summarized in the following Algorithm III.
**ALGORITHM III:**

**Initialization**
1. Generate, lexicographically, a realization $h_1$ of the MC-GRF with probability $P_{MN}(h)$, given by eq. (7), with $\tau_{ij}(x, y, z, \omega) = \tau_{ij}(x, y, z, \omega)$, given by eq. (19). Set $k \leftarrow 1$.
2. Set $h = h_4(s_p)$, with $p = (k - 1)$ modulo $MN + 1$, where $s_1, s_2, \ldots, s_{MN}$, is a lexicographic ordering of the sites in $\Lambda_{MN}$. Denote site $s_p$ by $(i, j)$.
3. Draw a value $\phi$ from probability $d_n / (\sum_{l=1}^{R} d_l)$, $n = 1, 2, \ldots, R$, where
   \[
   d_i = \sigma(\phi, h_{i-1, j, h_{i+1, j}, h_{i, j-1}, h_{i, j+1}}) \times \sigma(h_{i, j+1}, h_{i, j-1}, h_{i-1, j}, h_{i+1, j}, \phi_l) \\
   \times \sigma(h_{i-1, j}, \phi_l, h_{i+1, j}, h_{i, j-1}, h_{i, j+1}) \times \sigma(h_{i, j+1}, h_{i, j-1}, h_{i, j-1}, \phi_l, h_{i+1, j},) \tag{44}
   \]
   for $l = 1, 2, \ldots, R$.
4. Set $h_{ij}^{(k+1)} = \phi$, $h_{mn}^{(k+1)} = h_{mn}^{(k)}$, for every $(m, n) \neq (i, j)$. Set $k \leftarrow k + 1$.
5. If $k = K_1 + 2$ compute $v_{K_1+1}(x, y, z, \omega)$, for all $(x, y, z, \omega) \in E_H^4$, and
   \[
   TERM_{K_1+1} = T^2 \sum_{(x, y, z, \omega) \in E_H^4} v_{K_1+1}(x, y, z, \omega) \frac{\partial \ln \sigma(x, y, z, \omega)}{\partial T}.
   \]
   Then,
   \[
   der_{K_1+1}(x, y, z, \omega) = v_{K_1+1}(x, y, z, \omega), \text{ for every } (x, y, z, \omega) \in E_H^4,
   \]
   \[
   SUM_{1K_1+1} = TERM_{K_1+1}, \quad SUM_{2K_1+1} = TERM_{K_1+1}^2;
   \]
   otherwise, go to step 2.

**Main Iteration**
6. Set $h = h_4(s_p)$, with $p = (k - 1)$ modulo $MN + 1$, where $s_1, s_2, \ldots, s_{MN}$, is a lexicographic ordering of the sites in $\Lambda_{MN}$. Denote site $s_p$ by $(i, j)$.
7. Draw a value $\phi$ from probability $d_n / (\sum_{l=1}^{R} d_l)$, $n = 1, 2, \ldots, R$, where $d_i$, $l = 1, 2, \ldots, R$ are given by eq. (44).
8. If $\phi = h_i^{(k)}$, go to step 9; otherwise, compute $v_{k+1}(x, y, z, \omega)$ of the new realization, for all $(x, y, z, \omega) \in E_H^A$. Also, compute:

$$TERM_{k+1} = T^2 \sum_{(x, y, z, \omega) \in E_H^A} v_{k+1}(x, y, z, \omega) \frac{\partial \ln \sigma(x, y, z, \omega)}{\partial T}.$$ 

9. Set

$$der_{k+1}(x, y, z, \omega) \leftarrow der_k(x, y, z, \omega) + v_{k+1}(x, y, z, \omega), \text{ for every } (x, y, z, \omega) \in E_H^A,$$

$$SUM_{1k+1} \leftarrow SUM_{1k} + TERM_{k+1}, \quad SUM_{2k+1} \leftarrow SUM_{2k} + TERM_{k+1}^2.$$ 

10. If $k + 1 = K_1 + K_2$, set

$$Z_{MN}^{(1)}(x, y, z, \omega; K_1, K_2) = \frac{1}{MN} \frac{1}{\sigma(x, y, z, \omega)} \frac{1}{K_2} der_{K_1 + K_2}(x, y, z, \omega),$$

$$\hat{E}_{MN}(T; K_1, K_2) = \frac{1}{MN} \frac{1}{K_2} SUM_{1K_1 + K_2},$$

$$\hat{C}_{MN}(T; K_1, K_2) = \frac{1}{T^2} \frac{1}{MN} \frac{1}{K_2} \left[ SUM_{2K_1 + K_2} - \frac{1}{K_2} SUM_{1K_1 + K_2} \right],$$

and stop; otherwise, set $h_{ij}^{(k+1)} = \phi, h_{mn}^{(k+1)} = h_{mn}^{(k)}, \text{ for every } (m, n) \neq (i, j), \quad k \leftarrow k + 1, \text{ and go to step 6.}$

The obtained estimates will be consistent, but only asymptotically unbiased.

VI. SIMULATION EXPERIMENTS

We have demonstrated the fact that the partition function of a general GRF can be calculated by using the Monte-Carlo schemes discussed in Section IV. Two major questions have to be answered at this point. The first is how well the proposed algorithms work. This question is essential, because, in practice, there are many factors that can prevent us from getting the expected results. Some of these factors are: (a) the quality of the random number generator used in the program, (b) the truncation errors incorporated in the
computation of various sums; (c) the number $K$ of samples used for the computation of the estimates; and, (d) the numbers $K_1$ and $K_2$ used in Method 2 for the calculation of the first-order derivatives of the partition function (see Section V). The mishandling of some, or all, of these factors may give misleading results. The second question concerns the relative merits of Method 1 and Method 2. We are interested in knowing which method gives more accurate results, and which is more computationally efficient. Additionally, we would like to demonstrate the fact that sampling from the probability distribution of a MC-GRF with the i.i.d. choice for the LTF fails to give reasonable estimates, whereas, our methods constitute a vast improvement over the i.i.d. case. All these can be accomplished by comparing our computational results with analytical results obtained by either performing the required summations over all $R^{MN}$ possible realizations of the GRF $[H]$, or by using analytically known solutions. The first approach is limited to GRF's defined over small lattices, whereas, the second approach is usually limited to the 2-D Ising model with no external magnetic field and nearest neighbor interactions [2], [5], [32-34], [59], [61-66]. We shall present various comparisons, by employing both approaches, and demonstrate that the proposed methods provide highly accurate results.

In the first set of experiments we consider five binary GRF's, at different temperatures, with a second-order neighborhood system and a homogeneous LTF, defined initially over a small rectangular lattice of $4 \times 4$ sites. These GRF's are fully described in terms of 16 parameters $\sigma = \{ \sigma(x, y, z, \omega), x, y, z, \omega = 0, 1 \}$. A program has been written which estimates the partition function by using Algorithm II and by sampling from the three different probability distributions $P_{\text{id}}^{MN}$, $P_{\text{MN}}^{MN}$, and $P_{\text{NN}}^{MN}$. Estimates of $V_2 \ln Z_{MN}$, $E_{MN}(T)$ and $C_{MN}(T)$ are also obtained by using Algorithm III. All estimated quantities are compared with the actual ones, which are calculated by performing summations over all possible 64,000 states. Various simulation experiments have been performed for the
three different sampling probability distributions and for a wide range of temperatures. The results are extremely accurate and demonstrate the fact that both our methods work well, converging to the correct values within a small number of iterations (usually less than a thousand). The method based on the i.i.d. choice fails, especially at low temperatures. The number of iterations greatly depends on the choice of the LTF of the underlying sampling probability distribution, as well as on the temperature. At high temperatures, our methods converge extremely fast, whereas, at low temperatures many iterations are necessary. This is a predictable behavior, since, at high temperatures, the GRF and the MC-GRF are both "close" to an i.i.d. random field, whereas, at lower temperatures, the MC-GRF is only an approximation of the original GRF [38]. This is especially obvious when the GRF exhibits strong diagonal interactions between sites \((i, j)\) and \((i-1, j+1)\), in which case, Method 1 does not perform much better than the i.i.d. case; however, Method 2 is always superior. This can be seen by calculating the error variances of the different sampling schemes by performing the necessary summations over all the 64,000 states, and by assuming that Algorithm I is used. These calculations show that Method 2 results in the lowest variance, whereas, in most cases, Method 1 has lower variance than the i.i.d. case.

Figure 1 depicts realizations of the five GRF's considered here. Each of the five rows corresponds to realizations of one 128×128 site GRF at five different temperatures. Phase transition is apparent in these realizations. As the temperature drops from high \((T > T_c)\); realizations look random) to low \((T < T_c)\); realizations look ordered and structured), the qualitative behavior of the random field changes, and short range interactions among sites develop into long range ones. Table I depicts the different temperatures used for the realizations of Fig. 1, whereas, Table II depicts the values of vector \(\sigma\). In Figs. 2A-2E a comparison of the exact value of \(f(Z_{4,4})\) and the estimated one, obtained by
using Algorithm II with all three sampling methods (i.i.d., Method 1, and Method 2), is depicted. In this case $K = K_1 = K_2 = 1,600$. In many instances, the i.i.d. case fails to give a reasonable result, whereas, our methods give perfect results. The exact internal energy $E_{4,4}(T)$ and specific heat $C_{4,4}(T)$ are also depicted, as well as their corresponding estimates, obtained by using Algorithm III. A high degree of accuracy is achieved. Figures 3A-3E illustrate the behavior of our methods as compared to the i.i.d. case. The minimum number of iterations $K_p$ necessary to achieve a certain degree of confidence in the quality of our estimates (a 5% confidence interval), is plotted, in a logarithmic scale, as a function of temperature $T$, for the five different GRF's of Table II. If we assume an i.i.d. sampling scheme (like that of Algorithm I) and that an asymptotically normal distribution is achieved, then we can easily show that

$$K_p = \text{int} \left[ 100.0 \frac{\text{Var}_p(Q_{MN,p})}{Z_{MN}^2} \right] \Rightarrow \Pr\left[ \hat{Z}_{MN,p}(K) \in (0.8Z_{MN}, 1.2Z_{MN}) \right] \geq 0.95,$$

for $K \geq K_p$. Method 2 results in substantial improvement (with respect to the minimum number of iterations) over the i.i.d. case.

From the first set of experiments, we can conjecture that Method 2 is superior to Method 1. Now, we would like to see whether this is true as the lattice size grows. In the sequel, we consider the same five GRF's on larger lattices (up to $128 \times 128$ sites). We use Algorithms II and III to obtain estimates of $Z_{MN}(K)$ (sampling from $P_{MN}^{\text{iid}}, P_{MN}^*,$ and $P_{MN}^{**}$), of $E_{MN}(T)$, and $C_{MN}(T)$. Although exact analytical results are unavailable for general GRF's, we can draw some conclusions about the efficiency of our two methods by checking the behavior of the estimated curves of $f(Z_{MN,p})$ versus the temperature $T$ as the lattice size becomes larger. Such curves are depicted in Figs. 4A-4E (for $16 \times 16$ sites), Figs. 5A-5E (for $32 \times 32$ sites), Figs. 6A-6E (for $64 \times 64$ sites), and Figs. 7A-7E (for $128 \times 128$ sites), for the five GRF models of Table II. In all cases $K = K_1 = K_2 = 10,000MN$. The shape of these curves indicates that Method 1
breaks down at low temperatures (for $T < T_c$), being comparable to Method 2 at high temperatures (for $T > T_c$). However, it is impossible to judge the accuracy of Method 2, especially at low temperatures and at temperatures around the critical temperature, since we have no exact results to compare with. It seems though, that Method 2 gives reasonably good estimates, except in the case when the random field exhibits strong diagonal interactions between sites $(i, j)$ and $(i-1, j+1)$. This is evident from Figs. 1, 4E, 5E, 6E, and 7E; the estimated curves of the partition function versus $T$, obtained from our simulations, are not "smooth enough" at low temperatures, implying large error variance. Notice however that, the remarkably good results obtained from the second set of our experiments, described next, are very encouraging and strongly favor Method 2 over Method 1. Finally, to obtain a rough idea about the location of the critical temperature $T_c$ of the GRF's under consideration, we plot the internal energy and specific heat curves of the GRF models, for different lattice sizes (8×8, 16×16, and 32×32). The resulting graphs are depicted in Figs. 8A-8E; they allow us to conclude that the break down point of Method 1 is indeed very close to $T_c$. The critical temperature corresponds to the peak of the specific heat curve as the lattice size grows (see eq. (40)).

In the second set of our experiments, we compare our results with analytically known solutions. We consider a special case of a GRF, the two-dimensional Ising model with no external magnetic field and nearest neighbor interactions, defined on a rectangular lattice. This model has been first introduced by the German physicist Ernst Ising in his attempt to statistically formulate the phenomenon of ferromagnetism. Although the Ising model has a very simple LTF, it has been enjoying considerable attention, because it is one of the rare non-trivial (i.e., it exhibits phase transition) GRF models whose partition function and its derivatives can be computed analytically. The neighborhood system for such a model is the first-order system $N_j^{(1)}$, defined in Section
II, whereas, $R = 2$, $E_H = (-1, +1)$ and

$$\sigma(X,Y,Z,\Omega) = \exp\left[ \frac{1}{T} (BXY + AX\Omega) \right]. \quad (45)$$

If we assume torodial boundary conditions, we can compute the partition function analytically, as it has been done initially by Onsager [59]. If we define parameters $\alpha = A/T$ and $\beta = B/T$, then the partition function of the Ising model is given by [32], [63] (for all temperatures $T$ such that $T \neq T_c$)

$$Z_{MN} = \frac{1}{2} (2 \sinh 2\alpha)^{MN} \left\{ \prod_{r=1}^{N} \left[ 2 \cosh \left( \frac{M}{2} \gamma_{2r} \right) \right] + \prod_{r=1}^{N} \left[ 2 \sinh \left( \frac{M}{2} \gamma_{2r} \right) \right] + \prod_{r=1}^{N} \left[ 2 \cosh \left( \frac{M}{2} \gamma_{2r-1} \right) \right] + \prod_{r=1}^{N} \left[ 2 \sinh \left( \frac{M}{2} \gamma_{2r-1} \right) \right] \right\}, \quad (46a)$$

where

$$\cosh \gamma_j = \cosh 2\alpha^* \cosh 2\alpha - \sinh 2\alpha^* \sinh 2\beta \cos(\pi j/N), \quad (46b)$$

for $j = 1, 2, \ldots, 2N$, and $\alpha^*$ satisfies

$$\sinh 2\alpha \sinh 2\alpha^* = 1. \quad (46c)$$

Phase transition occurs at the critical temperature $T_c$ which satisfies the equation

$$\sinh \left[ \frac{2A}{T_c} \right] \sinh \left[ \frac{2B}{T_c} \right] = 1. \quad (47)$$

At the critical temperature $\gamma_{2N} = 0$. Following the derivation of eq. (46) in [63] we can easily see that $\gamma_r > 0$, for every $r = 1, 2, \ldots, 2N-1$ and that $\gamma_{2N} > 0$, if $T < T_c$, whereas, $\gamma_{2N} < 0$, if $T > T_c$. Therefore, eq. (46), together with the identity

$^6$ We use capital letters for $x, y, z, \omega$ to denote that they take values in $\{-1, +1\}$. Small letters will denote variables $x, y, z, \omega$ which take values in $\{0, +1\}$. 
and the knowledge of the signs of $\gamma_i$'s, can be used to calculate the partition function of the Ising model. In the case of large lattices, and for temperatures $T \gg T_c$, the following approximation can be used [61]

$$\frac{1}{MN} \ln Z_{MN} = \frac{1}{2} \ln \left( 4 \cosh 2\alpha \cosh 2\beta \right) + B(\alpha, \beta), \tag{48a}$$

where

$$B(\alpha, \beta) = \frac{1}{8\pi^2} \int_0^{2\pi} \int_0^{2\pi} \ln \Phi(\tanh 2\alpha, \tanh 2\beta; \theta, \phi) d\theta d\phi, \tag{48b}$$

$$\Phi(x, y; \theta, \phi) = 1 - x (1 - y^2) \ln \left( \frac{1}{2} \cos \theta - y (1 - x^2) \cos \phi \right), \tag{48c}$$

with $x = \tanh 2\alpha$ and $y = \tanh 2\beta$. Equation (48b) can be approximated by its Riemann sum; therefore,

$$B(\alpha, \beta) = \frac{1}{2MN} \sum_{j=1}^{M} \sum_{k=1}^{N} \ln \Phi(\tanh 2\alpha, \tanh 2\beta; \theta_{jk}, \phi_k), \tag{49a}$$

where

$$\theta_{jk} = \left( \frac{2j - 2}{M} + \frac{2k - 1}{MN} \right) \pi, \tag{49b}$$

and

$$\phi_k = \left( \frac{2k - 1}{N} \right) \pi. \tag{49c}$$

Equations (48) and (49) are quite accurate, even in the cases of small lattices; therefore, we shall use them when $M, N > 20$. When $M, N \leq 20$, eq. (46) should be used.

Equations (48) and (49) can also be used to compute the first- and second-order derivatives of the partition function with respect to $T$. Indeed, it is easy to show that,
\( E_{MN}(T) = T^2 \frac{1}{MN} \frac{\partial \ln Z_{MN}}{\partial T} \),

(50a)

and

\( C_{MN}(T) = 2T \frac{1}{MN} \frac{\partial \ln Z_{MN}}{\partial T} + T^2 \frac{1}{MN} \frac{\partial^2 \ln Z_{MN}}{\partial T^2} \),

(50b)

where

\[
\frac{1}{MN} \frac{\partial \ln Z_{MN}}{\partial T} = -A \frac{1}{T^2} \frac{\partial \ln Z_{MN}}{\partial \alpha} - B \frac{1}{T^2} \frac{\partial \ln Z_{MN}}{\partial \beta},
\]

(50c)

\[
\frac{1}{MN} \frac{\partial^2 \ln Z_{MN}}{\partial T^2} = \frac{1}{MN} \left\{ \frac{2A}{T^3} \frac{\partial \ln Z_{MN}}{\partial \alpha} + \frac{2B}{T^3} \frac{\partial \ln Z_{MN}}{\partial \beta} + \frac{A^2}{T^4} \frac{\partial^2 \ln Z_{MN}}{\partial \alpha^2} + \frac{2AB}{T^4} \frac{\partial \ln Z_{MN}}{\partial \alpha \partial \beta} + \frac{B^2}{T^4} \frac{\partial^2 \ln Z_{MN}}{\partial \beta^2} \right\},
\]

(50d)

and, for \( T \neq T_c \),

\[
\frac{1}{MN} \frac{\partial \ln Z_{MN}}{\partial \alpha} = \tanh 2\alpha + \frac{1}{2MN} \sum_{j=1}^{M} \sum_{k=1}^{N} \Phi_\alpha(x,y;\theta_{jk},\phi_k)
\]

(51a)

\[
\frac{1}{MN} \frac{\partial \ln Z_{MN}}{\partial \beta} = \tanh 2\beta + \frac{1}{2MN} \sum_{j=1}^{M} \sum_{k=1}^{N} \Phi_\beta(x,y;\theta_{jk},\phi_k)
\]

(51b)

\[
\frac{1}{MN} \frac{\partial^2 \ln Z_{MN}}{\partial \alpha^2} = 2(1 - \tanh^2 2\alpha) + \frac{1}{2MN} \left[ \sum_{j=1}^{M} \sum_{k=1}^{N} \frac{\Phi_\alpha(x,y;\theta_{jk},\phi_k)}{\Phi(x,y;\theta_{jk},\phi_k)} \right]
\]

- \[ \sum_{j=1}^{M} \sum_{k=1}^{N} \frac{\Phi_\alpha^2(x,y;\theta_{jk},\phi_k)}{\Phi^2(x,y;\theta_{jk},\phi_k)} \] \],

(51c)

\[
\frac{1}{MN} \frac{\partial^2 \ln Z_{MN}}{\partial \beta^2} = 2(1 - \tanh^2 2\beta) + \frac{1}{2MN} \left[ \sum_{j=1}^{M} \sum_{k=1}^{N} \frac{\Phi_\beta(x,y;\theta_{jk},\phi_k)}{\Phi(x,y;\theta_{jk},\phi_k)} \right]
\]

- \[ \sum_{j=1}^{M} \sum_{k=1}^{N} \frac{\Phi_\beta^2(x,y;\theta_{jk},\phi_k)}{\Phi^2(x,y;\theta_{jk},\phi_k)} \] \]

(51d)

\[
\frac{1}{MN} \frac{\partial^2 \ln Z_{MN}}{\partial \alpha \partial \beta} = \frac{1}{2MN} \left[ \sum_{j=1}^{M} \sum_{k=1}^{N} \frac{\Phi_\alpha(x,y;\theta_{jk},\phi_k)}{\Phi(x,y;\theta_{jk},\phi_k)} \right]
\]

- \[ \sum_{j=1}^{M} \sum_{k=1}^{N} \frac{\Phi_\alpha(x,y;\theta_{jk},\phi_k)\Phi_\beta(x,y;\theta_{jk},\phi_k)}{\Phi^2(x,y;\theta_{jk},\phi_k)} \] \].

(51e)
In eqs. (51) \( \Phi_0, \Phi_{\alpha\alpha}, \Phi_{\beta\beta}, \Phi_{\gamma\gamma} \) and \( \Phi_{\delta\delta} \) are the first- and second-order partial derivatives of \( \Phi \) with respect to \( \alpha \) and \( \beta \), given by

\[
\Phi_{\alpha}(x, y; \theta, \phi) = -2(1-x^2)(1-y^2)\cos\theta + 2xy(1-x^2)^2 \cos\phi ,
\]

\[
\Phi_{\beta}(x, y; \theta, \phi) = -2(1-y^2)(1-x^2)^2 \cos\phi + 2xy(1-y^2)^2 \cos\theta ,
\]

\[
\Phi_{\alpha\alpha}(x, y; \theta, \phi) = 8x(1-x^2)(1-y^2)^2 \cos\theta + 4(1-2x^2)y(1-x^2)^2 \cos\phi ,
\]

\[
\Phi_{\beta\beta}(x, y; \theta, \phi) = 8y(1-y^2)(1-x^2)^2 \cos\phi + 4(1-2y^2)x(1-y^2)^2 \cos\theta ,
\]

and

\[
\Phi_{\delta\delta}(x, y; \theta, \phi) = 4y(1-x^2)(1-y^2)^2 \cos\theta + 4x(1-x^2)^2 (1-y^2) \cos\phi .
\]

Equations (48)-(52) are used for the analytical computation of the partition function and its derivatives. To obtain the Monte-Carlo estimates, we have to modify our program, since the random variable \( H(i,j) \) assumes values \(-1, +1\) instead of values \(0, +1\), and since we have assumed toroidal boundary conditions, instead of free boundary conditions. As the lattice becomes large the effects of the boundary conditions become negligible [2].\(^7\) We can now use the original Monte-Carlo simulation program, used in the first class of experiments, by employing the following transformation

\[
X = 2x - 1, \quad Y = 2y - 1, \quad \Omega = 2\omega - 1,
\]

which yields binary 0-1 random variables. Substituting eq. (53) into eq. (45) we obtain

\[
\sigma(x, y, z, \omega) = \exp \left[ \frac{1}{T} \left[ -(A+B)-(2A+2B)x-2B y-2A \omega + 4B xy + 4A x \omega \right] \right].
\]

\(^7\) This may not be the case when the temperature is close to the critical temperature, in which case a discrepancy between the analytical and computational result is expected.
In our simulation experiments we have considered four different Ising models defined on various size lattices, up to 128×128 sites. These models are viewed as one-parameter models in which $A$, $B$ are kept fixed and $T$ varies. Realizations of these GRF's on a 128×128 site lattice, at different temperatures, are depicted in Fig. 9. The corresponding values of $A$ and $B$, together with some other useful information, are depicted in Table III. Our objective now is to compare the exact values of the partition function with the estimated ones, obtained by using Method 1 and Method 2. Figures 10A and 10B show the typical convergence behavior of our two methods for the case of the Ising 1 model considered on a 16×16 site lattice, at a high temperature (weak couplings) and at a low temperature (strong couplings). The obtained results verify our previously observation that Method 2 is more accurate at temperatures below the critical temperature than Method 1. In Figs. 11A-11D we compare the estimates obtained by using Method 1 and Method 2 with the exact results for the four Ising models of Table III considered on a 32×32 site lattice. The same quantities are depicted in Figs. 12A-12D, for a 64×64 site lattice, and in Figs. 13A-13D for a 128×128 site lattice. In all cases $K = K_1 = K_2 = 10,000 M N$. The obtained results indicate that Method 2 provides really good estimates of the partition function, whereas, Method 1 fails to do so at low temperatures. In Figs. 14A-14D we compare $\hat{E}_{32,32}(T; K_1, K_2)$ with $E_{32,32}(T)$, and $\hat{C}_{32,32}(T; K_1, K_2)$ with $C_{32,32}(T)$, in order to check on the accuracy of Algorithm III. We have used $K_1 = K_2 = 32^2 \times 10,000$ iterations. Finally, we consider the Ising model as a two-parameter model, with respect to the parameters ($\alpha = A/T$, $\beta = B/T$), on a 16×16 site lattice. We took $0.2 < \alpha, \beta < 0.8$, which corresponds to models with both strong and weak couplings, as it is indicated in Fig. 15. The partition function of the Ising model has been calculated by using Method 1 (see Fig. 16B) and Method 2 (see Fig. 16C). The exact partition function is depicted in Fig. 16A. The resulting computational error is shown in Figs. 17A and 17B. These
results clearly illustrate the superiority of Method 2.

To conclude, we would like to point out that, although Method 2 is usually superior to Method 1 at virtually all temperatures, we prefer to use Method 1 at high temperatures (i.e., for $T > T_c$) because of its reasonable accuracy and computational efficiency (recall that the implementation of Method 2 requires the computation of the first-order derivatives of the partition function, with respect to $\sigma(x, y, z, \omega)$, which is a quite expensive computation).

VII. CONCLUSIONS

We have presented a new technique for the estimation of the partition function of a general GRF which is based on approximating a general GRF by a MC-GRF. We have discussed an optimal choice for the MC-GRF in terms of achieving error variance reduction, and we have adopted two reasonable suboptimal choices that have the advantage of simplicity and computability. These choices contain substantial information about the initial GRF, and allow us to achieve significant error variance reduction. The second choice is optimal in terms of minimizing an entropy distance from the given Gibbs distribution. We have also considered different Monte-Carlo algorithms and concluded that the choice of the Gibbs Sampler with lexicographic site updating was the most appropriate. Our proposed techniques result in unbiased and consistent estimates of the partition function. This is a major improvement over existing Metropolis-like simulation algorithms, which sample directly from a distribution that asymptotically approaches the Gibbs distribution, and are capable of estimating only the derivatives of the logarithm of the partition function, and not the logarithm of the partition function itself.

Our two choices of MC-GRF's have resulted in two different methods for the calculation of the partition function. We have carried out many simulation
experiments in order to test the reliability, accuracy and the relative merits of the two approaches. The obtained results have been compared to analytical ones, wherever possible. Our experiments gave remarkably accurate results, demonstrating the fact that we can obtain good estimates within reasonable computational time, for a wide variety of GRF models. We have also examined the behavior of the methods as the lattice size increases and as the temperature approaches the critical temperature, and conjectured that Method 2 is more reliable than Method 1 around and below the critical region of the GRF. Nevertheless, we prefer to use Method 1 at high temperatures. We believe that our methods can be effectively used for the optimal parameter estimation of a general GRF. We would finally like to notice that, the use of computationally efficient algorithms can boost the performance of our methods, and yield even more reliable estimates.
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Figure 1: Realizations of five $129 \times 128$ site GRF's at different temperatures. Each row depicts a GRF model (top to bottom: GRF1, GRF2, GRF3, GRF4, GRF5) at five different temperatures (left to right: $T_1$, $T_2$, $T_3$, $T_4$, $T_5$). See also Tables I, II.
Table I: Temperatures used in the GRF realizations depicted in Fig. 1.

<table>
<thead>
<tr>
<th>Reference name</th>
<th>Temperatures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_0$</td>
</tr>
<tr>
<td>GRF1</td>
<td>2.00</td>
</tr>
<tr>
<td>GRF2</td>
<td>2.00</td>
</tr>
<tr>
<td>GRF2</td>
<td>3.00</td>
</tr>
<tr>
<td>GRF4</td>
<td>3.00</td>
</tr>
<tr>
<td>GRF5</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Table II: LTF's of the five GRF's depicted in Fig. 1.

<table>
<thead>
<tr>
<th>LTF's</th>
<th>GRF1</th>
<th>GRF2</th>
<th>GRF3</th>
<th>GRF4</th>
<th>GRF5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T \times \ln \sigma(0,0,0,0)$</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(0,0,0,1)$</td>
<td>-0.50000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-0.40000</td>
<td>0.00000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(0,0,1,0)$</td>
<td>-0.50000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.03000</td>
<td>0.00000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(0,0,1,1)$</td>
<td>-1.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-0.72000</td>
<td>0.00000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(0,1,0,0)$</td>
<td>1.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-0.91800</td>
<td>0.00000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(0,1,0,1)$</td>
<td>0.51500</td>
<td>-1.25000</td>
<td>0.59500</td>
<td>-2.04300</td>
<td>5.00000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(0,1,1,0)$</td>
<td>0.50000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-0.55000</td>
<td>0.00000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(0,1,1,1)$</td>
<td>0.01500</td>
<td>-1.84960</td>
<td>0.59500</td>
<td>-2.85500</td>
<td>5.20000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,0,0,0)$</td>
<td>-0.26000</td>
<td>0.89540</td>
<td>0.00000</td>
<td>-3.20000</td>
<td>0.20000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,0,0,1)$</td>
<td>-2.76000</td>
<td>-0.94740</td>
<td>-1.25000</td>
<td>-0.60000</td>
<td>-1.80000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,0,1,0)$</td>
<td>-0.63000</td>
<td>1.22990</td>
<td>0.59500</td>
<td>-4.99000</td>
<td>-4.80000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,0,1,1)$</td>
<td>-3.13000</td>
<td>-0.68070</td>
<td>-0.65500</td>
<td>-0.24000</td>
<td>-6.70000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,1,0,0)$</td>
<td>2.84000</td>
<td>-0.56980</td>
<td>-1.25000</td>
<td>-0.64260</td>
<td>0.70000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,1,0,1)$</td>
<td>0.35500</td>
<td>0.96180</td>
<td>-1.90500</td>
<td>-0.20560</td>
<td>4.10000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,1,1,0)$</td>
<td>2.47000</td>
<td>-0.66600</td>
<td>-0.65500</td>
<td>-0.97210</td>
<td>-4.20000</td>
</tr>
<tr>
<td>$T \times \ln \sigma(1,1,1,1)$</td>
<td>-0.01500</td>
<td>0.90200</td>
<td>-1.31000</td>
<td>-0.11510</td>
<td>0.40000</td>
</tr>
</tbody>
</table>
Figures 2A-2E: Comparison of the exact and estimated partition function, negative internal energy and specific heat for the five GRF models of Table II (\( K = K_1 = K_2 = 1600 \)).

- \( \frac{1}{4^2} \ln Z_{4,4} \),
- \( \frac{1}{4^2} \ln \hat{Z}_{4,4,\rho}(K) \),
- \( \frac{1}{4^2} \ln \hat{Z}_{4,4,\rho}^{\text{surf}}(K) \),
- \( \frac{1}{4^2} \ln \hat{Z}_{4,4,\rho}^{\text{surf}}(K) \),
- \( -E_{4,4}(T) \),
- \( -\hat{E}_{4,4}(T;K_1,K_2) \),
- \( C_{4,4}(T) \),
- \( \hat{C}_{4,4}(T;K_1,K_2) \).
Figures 3A-3E: Number of iterations $K_p$ of Algorithm I necessary to obtain
$\Pr[\hat{Z}_{4,4,4}^{(K)} \in (0.8Z_{4,4}, 1.2Z_{4,4})] = 0.95$, for $K \geq K_p$, for the five GRF models of Table II.

- $K_{p_{id}}$ - i.i.d. choice,
- $K_{p_1}$ - Method 1,
- $K_{p_2}$ - Method 2.
Figures 4A-4E: Monte-Carlo estimation of the partition function of the five GRF models of Table II, using three different sampling schemes ($K = 16^2 \times 10^4$).

- $\frac{1}{16^2} \ln Z_{16,16,P^1}(K)$ - i.i.d. choice.
- $\frac{1}{16^4} \ln Z_{16,16,P^2}(K)$ - Method 1.
- $\frac{1}{16^4} \ln Z_{16,16,P^3}(K)$ - Method 2.
Figures 5A-5E: Monte-Carlo estimation of the partition function of the five GRF models of Table II, using three different sampling schemes ($K = 32^2 \times 10^4$).

- $\frac{1}{32^2} \ln Z_{32,32,\rho} (K)$ – i.i.d. choice.
- $\frac{1}{32^2} \ln Z_{32,32,\rho^1} (K)$ – Method 1.
- $\frac{1}{32^2} \ln Z_{32,32,\rho^2} (K)$ – Method 2.
Figures 6A-6E: Monte-Carlo estimation of the partition function of the five GRF models of Table II, using three different sampling schemes ($K = 64^2 \times 10^4$).

- $\frac{1}{64^2} \ln Z_{64,64,p_{\text{md}}} (K)$ – i.i.d. choice.
- $\frac{1}{64^2} \ln Z_{64,64,p} (K)$ – Method 1.
- $\frac{1}{64^2} \ln Z_{64,64,p^-} (K)$ – Method 2.
Figures 7A-7E: Monte-Carlo estimation of the partition function of the five GRF models of Table II, using three different sampling schemes ($K = 128^2 \times 10^4$).

- $\frac{1}{128^2} \ln Z_{128,128,P,K}$ – i.i.d. choice.
- $\frac{1}{128^2} \ln Z_{128,128,P,K}$ – Method 1.
- $\frac{1}{128^2} \ln Z_{128,128,P,K}$ – Method 2.
Figures 8A-8E: Monte-Carlo estimates of 
- \( -E_{8,8}(T) \), \( C_{8,8}(T) \),
- \( -E_{18,16}(T) \), \( C_{18,16}(T) \),
- \( -E_{32,32}(T) \), \( C_{32,32}(T) \),
for the five GRF models of Table II. In all cases \( K_1 = K_2 = 10,000 MN \).
Figure 9: Realizations of 128×128 site Ising models. Each row depicts an Ising model (from top to bottom: Ising 1, Ising 2, Ising 3, Ising 4) at five different temperatures (from left to right: $T_0$, $T_1$, $T_2$, $T_3$, $T_4$). See Table III for details.
Table III: Interaction parameters \((A,B)\) of the Ising models of Fig. 9 for different temperatures \(T_i\).

<table>
<thead>
<tr>
<th>Reference name</th>
<th>Interactions ((A,B))</th>
<th>Crit. temp. (T_c)</th>
<th>Temperatures of Fig. 9 (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ising 1</td>
<td>((1.0,1.0))</td>
<td>2.26918</td>
<td>(T_0) (3.00) (2.50) (2.27) (2.00)</td>
</tr>
<tr>
<td>Ising 2</td>
<td>((2.0,1.0))</td>
<td>3.28204</td>
<td>(T_1) (5.00) (4.00) (3.50) (3.28) (3.00)</td>
</tr>
<tr>
<td>Ising 3</td>
<td>((3.0,1.0))</td>
<td>4.15617</td>
<td>(T_2) (6.00) (5.00) (4.50) (4.15) (3.50)</td>
</tr>
<tr>
<td>Ising 4</td>
<td>((-1.0,1.0))</td>
<td>2.26918</td>
<td>(T_3) (4.00) (2.50) (2.00) (1.50) (1.00)</td>
</tr>
</tbody>
</table>

Figure 10A

**ISING 1, 16 x 16 sites, T = 3.0**

![Chart](chart10a.png)

Figure 10B

**ISING 1, 16 x 16 sites, T = 1.5**
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Figures 10A, 10B: Convergence behavior of the Monte-Carlo algorithm for the estimation of the partition function of the 16×16 site Ising 1 model at \(T = 3.0\) (Figure 10A, \(T > T_c\)), or at \(T = 1.5\) (Figure 10B, \(T < T_c\)).

- \(\frac{1}{16^2} \ln Z_{16,16} \) — Exact result.
- \(\frac{1}{16^2} \ln \hat{Z}_{16,16,1^c}(K) \) — Method 1 (plotted versus \(K\)).
- \(\frac{1}{16^2} \ln \hat{Z}_{16,16,1^c}(K) \) — Method 2 (plotted versus \(K\)).
Figures 11A-11D: Monte-Carlo estimation of the partition function of the four Ising models of Table III, considered on a $32 \times 32$ site lattice, by using two different sampling schemes ($K = 32^2 \times 10^4$). Comparison with the exact partition function.

- Exact result: $\frac{1}{32^2} \ln Z_{32,32}$
- Method 1: $\frac{1}{32^2} \ln Z_{32,32,K}$
- Method 2: $\frac{1}{32^2} \ln \tilde{Z}_{32,32,K}$
Figures 12A-12D: Monte-Carlo estimation of the partition function of the four Ising models of Table III considered on a 64x64 site lattice, by using two different sampling schemes ($K = 64^2 \times 10^4$). Comparison with the exact partition function.

- $\frac{1}{64^2} \ln Z_{64,64}$ - Exact result.
- $\frac{1}{64^2} \ln Z_{64,64}(K)$ - Method 1.
- $\frac{1}{64^2} \ln Z_{64,64,p}(K)$ - Method 2.
Figures 13A-13D: Monte-Carlo estimation of the partition function of the four Ising models of Table III considered on a 128×128 site lattice, by using two different sampling schemes ($K = 128^2 \times 10^4$). Comparison with the exact partition function.

\begin{align*}
\text{Exact result:} & \quad \frac{1}{128^2} \ln Z_{128,128} \\
\text{Method 1:} & \quad \frac{1}{128^2} \ln Z_{128,128,P}(K) \\
\text{Method 2:} & \quad \frac{1}{128^2} \ln Z_{128,128,P^*}(K)
\end{align*}
Figures 14A-14D: Comparison of the exact and Monte-Carlo estimates of the internal energy and specific heat for the four Ising models of Table III, considered on a 32 x 32 site lattice ($K_1 = K_2 = 10,000 \times 32^2$).

- \( E_{32,32}(T) \),
- \( C_{32,32}(T) \),
- \( E_{32,32}(T; K_1, K_2) \),
- \( C_{32,32}(T; K_1, K_2) \).
Figure 15: Areas of strong and weak couplings for the two-parameter Ising model. The regions which correspond to the parameter values considered in our simulation experiments are shown.

Critical region: Separates areas of weak and strong couplings;

- Ising 1 model;
- Ising 2 model;
- Ising 3 model;
- Ising 4 model;

the shaded area corresponds to the parameter values used for the results depicted in Figs. 16 and 17.
Figures 16A-16C: Comparison of the exact and the Monte-Carlo estimated partition function of a $16 \times 16$ site Ising model with parameters $0.2 < \alpha < 0.8$ and $0.2 < \beta < 0.8$ ($K = 16^2 \times 10^4$).
Figures 17A, 17B: Error (%) of the Monte-Carlo estimate of the partition function for the Ising model considered in Figs. 16A-C.

Figure 17A: \[ 100 \frac{| \ln Z_{16,16,\rho^*}(K) - \ln Z_{16,16} |}{\ln Z_{16,16}} \quad - \text{Method 1}. \]

Figure 17B: \[ 100 \frac{| \ln Z_{16,16,\rho^{**}}(K) - \ln Z_{16,16} |}{\ln Z_{16,16}} \quad - \text{Method 2}. \]
A Monte-Carlo simulation technique for the calculation of the partition function of a general Gibbs random field is presented. We show that the partition function of a general Gibbs random field is equivalent to an expectation. This observation allows us to develop an importance sampling approach for estimating this expectation by using Monte-Carlo simulations. Two different methods are proposed for this task. We show that the estimators are unbiased and consistent. Computations are performed iteratively, by using a simple, Metropolis-like, Monte-Carlo algorithm with remarkable success, as it is demonstrated by our simulations. Our work concentrates on binary, second-order Gibbs random fields defined on a rectangular lattice. However, the proposed methods can be easily extended to more general Gibbs random fields and, therefore, can become quite useful in many scientific areas, such as biology, statistical mechanics and image processing. Furthermore, a potential contribution of our technique to optimally estimating the parameters of a general Gibbs random field from a given realization via a maximum-likelihood approach is anticipated.