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A MODULARIZED ANTENNA CONCEPT
FOR A
KU-BAND FERRITE PHASED ARRAY

F. Lauriente and A. Evenson,
Microwave Applications Group, Inc.
Santa Maria, CA

and

M.J. Kiss
Martin Marietta Corp.
Orlando, FL

ABSTRACT

A modularized antenna concept for a two-axis scanning, polarization
diverse, Ku-Band ferrite phased array is presented. The design concept is
predicated upon a module of the array being a basic building block which
is replaceable at the depot-level in order to effect a reduction in life-cycle
antenna cost.

The array design centers upon a novel modular concept whereby, the
array aperture is divided into a number of modules containing two rows
of approximately 80 elements each. The design of the driver circuitry for
control of the ferrite phase shifters and polarization switch provides
provision for storage of collimation data thereby making each module
independent and permitting module interchangeability without
recollimation of the array. This feature represents a significant
improvement in maintainability of electronicaily scanned phased arrays,
since a module can be replaced at the depot level and the antenna returned
to service with nc further adjustments.

Polarization diversity and independent control over the sum and
difference mode distributions are incorporated into the design. Two array
modules were designed, fabricated and tested in order to validate the
design concept.

© Martin Marietta, 1990 297
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1.0 Introduction

In a conventional two-axis ferrite phased array architecture; each phase
shifter is usually fitted with its own individual driver prior to installation
in the antenna. The drivers are arranged to plug into a circuit board
carrying power and command signals to each phase control element. In a
large array of several thousand elements, a complex multi-layer board
consisting of several shielded layers is normally needed. Hence the
antenna assembly and integration task becomes very complicated and
costly.

An alternate array architecture for use in the next generation ferrite
phased arrays is a modular design concept (1) as depicted in Figure 1. In
this approach; multi-channel drivers and collimation memory components
are mounted on a circuit board and integrated with the phase shifters and
RF distribution manifold into a module which accommodates two rows (or
columns) of the antenna. The advantages of this approach are increased
reliability, maintainability, and reduced life-cycle costs.

An array module for use in a polarization diverse, two-axis electronically
scanned phased array was designed, fabricated and tested. The module
design is fully form factored in accordance with array requirements listed
in Table 1, and the physical layout of the full array shown in Figure 2. A
full module consists of two rows of 80 elements each on an equilateral
tnangular grid. The 160 elements in each module consist of phase shifters
integrated with polarization switch and radiating elements. The design
philosophy, which is predicated on complete interchangeability within the

array, requires that each module contain memory for the storage of
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TABLE

1

ARRAY RF PERFORMANCE PARAMETERS

BEAMWIDTH

SCAN COVERAGE

GAIN VARIATION VS.
SCAN ANGLE

BANDWIDTH
OPERATING
INSTANTANEOUS

BEAM SCAN VS.

INSTANTANEOUS

BANDWIDTH

BEAM BROADENING

POLARIZATION

SIDELOBE LEVELS

POWER HANDLING
(MODULE LEVEL)

VSWR

BEAM SWITCHING

39

~13° @ fp

+ 45 DEGREES

LESS THAN 4dB RELATIVE
TO BROADSIDE

1.0GHz
320 MHz

MINIMUM
LESS THAN 0.2 DEGREE

VERTICAL LINEAR, RCP, LCP
WITH 1.0dB AXIAL RATIO IN CP

SUM: -30dB PEAK,
-45dB AVERAGE

DIFFERENCE: -25dB PEAK,

-40dB AVERAGE
500 W AVERAGE, 7.5KW PEAK
15:1

60usec @ 1KHz RATE




collimation data, phase shifter linearization tables, and polarization switch
settings. Use of orthogonal product illumination functions and a
rectangular aperture, permits the use of a single module design as a basic
building block. In fact, a single module itself consists of two identical
halves assembled with one half rotated 180 degrees. A picture of a half
module is shown in Figure 3 and an assembled module in the pattern test
fixture shown in Figure 4. Two complete modules were fabricated and
tested.

The sidelobe levels specified for the sum and difference modes and the
requirement for minimum beam scan over the instantaneous bandwidth
require a feed manifold with equal line lengths and independent control
over the sum and difference mode excitations. While the overall array
conceptual design is a result of a number of trade studies including
thermal analysis, structural analysis, and architecture, this paper
concentrates on the basic module design and test results. The array

conceptual design studies may be presented in a later paper.

2.0 Array Module Design

2.1 General Considerations

The detail designs of the module are governed by the array performance
requirements shown in Table 1, with the major design drivers being
instantaneous bandwidth, sidelobe levels and polarization diversity. In
order to provide sufficient performance margin in an array assembled
from a number of modules, it was decided to design each module with a

Taylor 35 db, N- bar = 4 distribution for the sum and a Bayless 30 dB, N
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- bar = 4 distribution for the difference.

2.2 Feed Network

The RF design of the module to be used as a basic building block in a
phased array antenna centers around the use of a compact traveling wave
feed network which feeds two rows of 30 elements each. Each element
consists of a dual mode latching ferrite phase shifter with an integrated
radiating element and latching polarization swiich. Scan requirements
dictate the need for an equalateral triangular lattice spacing of 0.472 inch
on a side so that no grating lobes enter the visible region. Because of the
small interelement spacing, ridge waveguide is required at the phase
shifter inputs.

Independent control of the sum and difference distributions is obtained
with a Lopez Feed (2), the schematic embodiment of which is shown in
Figure 5. This is based upon the geometrical representation shown in
Figure 6. The two contiguous 3-4-3 right triangles ensure that the path
length from the input at the A-line or B-line to any of the radiating
elements are equal. In the usual technique for equalizing the line lengths
in a traveling wavefeed, where the main guide is at 45 degrees with
respect to the array axis, the wide dimension of the coupled guides is
foreshortened by a factor of vZ. In this approach no such
toreshortening occurs.

The teed consists of a series of cross-guide couplers connected in tandem,
with the main waveguide being reduced height WR-62 guide. Adjacent
elements are coupled from opposite sides of the main guide as shown in

Figure 7. Well-matched loads in the isolated arm of each coupler provide
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a low reflection termination of each element for good RCS
characteristics. The primary line coupler values are chosen to produce the
desired sum distribution and the secondary line values are chosen in
conjunction with the primary couplers to produce the desired difference
distribution.

Since the efficiency of the teed network is directly dependent on the
maximum coupler value used in the primary and secondary lines, a trade-
off siudy was made of efficiency versus maximum coupler value. Plotted
in Figure 8 are the efficiencies of the sum and difference modes. Since it
is desired to make the feed as efficient as possible, high coupling is
desired. However, this presents severe design problems for the couplers
in that it becomes very difficult to achieve tight coupling with minimal
coupling variation with frequency and high directivity. Previous
experience indicates that a reasonable compromise is to limit the
maximum va'ue of coupling to -12 dB. This then gives a sum mode
efficiency of 97.9 percent and a difference mode erficiency of 97.4
percant.

A plot of the required secondary line coupler values is shown in Figure 9.
As can be seen a sign reversal occurs in the coupler values near coupler
number 50. Since implementation of the needed 180 degree phase shift
would be difficult, it was decided to terminate the secondary line couplers
after coupler number 48, where the required coupling value is about -28

dB. The effects of this are shown in the computed pattern of Figure 10.

1.3  Coupler Design

With the dimensions of the lattice geometry and other mechanical
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constraints in mind, the waveguide configuration shown in Figure 11 was
chosen for realization of the couplers. Coupling values in the range of -
12 dB to -25 dB were required with directivity in excess of 20 dB. In
addition it was desired that return loss of each coupler be greater than 26
dB.

The design of the cross-guide couplers is especially difficult in view of the
limited amount of common wall area available between the two guides for
placement of coupling apertures. . Coupling fixtures were constructed in
order to obtain coupling aperture data over the range of values needed.
The coupling variation and directivity are shown in Figures 12 and 13
respectively. Figure 14 shows the minimum return loss as a function of
mean coupler value. Flat coupling, high directivity, and good VSWR
characteristics were maintained over the required range of coupling

values

2.4 Phase Shifter/Polarization Switch/Radiating Element

The phase shifter polarization switch and radiating element are integrated
into a single package. A block diagram is shown in Figure 15 and Figure
16 shows a photograph of the unit. The radiating element is a
dielectrically loaded circular waveguide which is matched in a number of
waveguide simulators. Radiation patterns of the element in the array
environment were verified in a 121 element subarray. The phase shifter
and polarization switch are realized on a circular ferrite rod which is
metalized to form a ferrite-tilled waveguide. The polarization switch is
composed of a cascade connection of a switched 45 degree Faraday rotator

and 2 nonreciprocal circular polarizer. When the Faraday rotator is in an
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unbiased state, the linearly polarized r-f energy propagates through the
rotator and experiences no rotation.

The polarization is rotated + 45 degrees when the rotator is biased in one
direction or the other. Note that the direction of polarization rotation is
independent of the direction of propagation through the rotator for a fixed

bias direction.

2.5 Electronics Design

The block diagram of the module driver board is shown in Figure 17. All
[/O lines are differential for maximum noise immunity. Further
immunity is achieved thru the use of data and address latches that are
controlled by a PAL with an on-board clock. The PAL is activated by the
four system control lines. Look-up tables that contain phase shifter
characterization data are contained in the on-board memory.

Data is programmed into the PROMs via a test socket, and addressing one
half-module board out of several is done by setting the board DIP switch
so that each board in the system has a unique address. Temperature data
from three thermistors is digitized and returned to the BSC over the data
bus as required and is also latched on-board to form part of the PROM
address. Each of the 20 8-channel phase shifter drivers controls four
phase shifters and their associated polarization switches. Built-in-test is

provided from the drivers and is monitored by the BSC.

3.0 Test Results
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3.1 General

The test program was generally divided into 2 general categories (a)
detail-in-process tests and (b) final module acceptance tests. The in-
process tests consisted of tests on each phase shifter/polarization switch
unit, half module feed tests and sub-array verification tests. The final
acceptance testing of the module consisted mainly of radiation pattern

tests.

3.2 Phase Shifter/Polarization Switch Te:ts

Comprehensive test data were measured on each PCM. The parameters
measured were: insertion loss, return loss, RF phase characteristics versus
phase command (look up tables) and cross polarization at eight frequencies

throughout the operating frequency band.

3.3 Sub-Array Verification Tests

A test subarray was constructed for the purpose of verifying the radiating
element design in the array environment. The sub-array consists of 121
elements arranged on an equilateral triangular lattice of 0.472 - inch on a
side. All elements except six are terminated in loads. The remaining six
elements are brought out the rear of the array into waveguide ports for
purposes of measuring the imbedded element pattern and mutual coupling.
The arrangement is shown in Figure 18. This figure also shows the
maximum measured mutual coupling between the various six elements.
Measured E- and H- plane patterns are shown in Figure 19 and 20 for the
center band frequency and center element for vertical polarization and in

Figures 21 and 22 for horizontal polarization.
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3.4 Feed Network

Each half of the linear array feed was tested for its coupling and match
characteristics. The measured amplitude distribution for the sum (A-) line
of a typical half-module feed is shown in Figure 23. As can be seen, the
distribution agrees quite well with the Taylor 35 d8, N = 4 distribution
which has an edge illumination of -15.5 d8.

The amplitude distribution for the difference (B-) line of the feed was
measured. When combined with the measured sum line distribution with a
weighting factor of -3.5 dB, , the difference distribution of Figure 24

results.

3.6 Module Acceptance Tests

The final acceptance tests on each of the two deliverable modules were
performed at the Martin Marietta Antenna Range facility in Orlando,
Florida. Shown in Figure 25 is a collage of the measured sum and
difference patterns in linear polarization for module 2 as the beam is
scanned from -45 degrees io +45 degrees. The data shown in the figure
are typical of the performance of both modules in linear polarization.

The tests on the modules consisted of linear polarization, RHCP and LHCP
patterns for both the sum and difference channels at low mid and high
band frequencies. In addition instantaneous bandwidth tests were made in
linear polarization.

Radiation patterns and axial ratio measurements were made also in RHCP
and LHCP at various scan angles. The results for module No. 1 are shown

in Table 2, while those for module 2 are shown in Table 3.
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TABLE 2: AXIAL RATIO (dB)

MODULE NO. 1
SCAN ANGLE
Frequency > 45° s
(GHz) and 0 +45
Sense 9 © g to -45° 9 L9 45° 0
3dB 3dB| 3dB 3dB 3dB 3dB
15.9 (RHLP) 050 0.82 0.76 141 125 1.13 098 1.07 1.56
15.9 (LHLP) 3.80 364 3.73 267 247 2.46 2.74 256 2.44
164 (RHLP) | 046 055 0.70 122 132 1.6l 131 156 2.08
16.4 (LHLP) 254 250 260 | 098 095 1.10 133 1.02 0.95
16.9(RHLP) | 0.16 036 0.25 167 176 2.06 210 213 2.57
16.9 (LHLP) 155 1.56 1.65 052 059 0.66 1.04 083 0.84

TABLE 3: AXIAL RATIO (dB)

MODULE NO. 2
SCAN ANGLE
Frequency
(GHz) and 0° 45°
Sense
0.8 O O34 | P2 ¥ %348
15.9 RHCP 14 12 16 1.0 14 1.7
159 LHCP 37 37 37 26 27 2.7
16.4 RHCP 0.7 0.7 1.0 15 24 0.8
16.4 LHCP 23 20 1.8 13 2.1 1.0
16.9 RHCP 06 08 09 20 21 25
16.9 LHCP 1.3 12 1.0 1.1 11 1.0
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3.0 Conclusions

The results of the work reported herein have demonstrated that a high
performance phased array antenna can be constructed using a modularized
building block concept. This study has conclusively shown that an array

module capable of meeting the specified array requirements can be built.
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FIGURE 3 - Half-Module.

FIGURE 4 - Assembled Module in Pattern Test Fixture.
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FIGURE 11 - Coupler Configuration.
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FIGURE 20 - Center-Band H-Plane Element Pattern (Vertical Polarization).
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A MATRIX-FEED BEAM STEERING CONTROLLER FOR
MONOLITHIC EHF PHASED ARRAY SYSTEMS
G. T. Wells, S. T. Salvage, S. R. Oliver

Harris Government Communications Systems Division

ABSTRACT

The design, fabrication, and test of a Beam Steering
Controller (BSC) system for a monolithic 44 GHz phased array
antenna is presented. This system is based on a Matrix-Feed
approach to distributing phase shift data to a large number (1024)
of GaAs subarrays which integrate multiple antenna elements with
phase shifters, amplifiers, and power combiners. The Matrix-Feed
apprcach realizes the following advantages over alternate
controller concepts: It greatly reduces the number of
interconnects to the subarrays. The effect on yield is minimized
due to the simplicity of the digital circuitry contained on the
subarray. The subarray chips are completely interchangable. The
flexibility provided by this architecture eases expansion for

alternative applications.

Test results are presented which prove that the phase state
for each individual element of a 4096 element array can be
calculated, distributed, and latched into position in less than 44
microseconds. This corresponds to an array update time of greater

than 22.7 KHz.
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1.0 INTRODUCTION

Future monolithic phased array systems are envisioned to
consist of numerous identical subarray chips set into place upon
the phased array surface. Each subarray chip would contain four
or more radiating elements, phase shifters, and amplifier gain
stages. This approach offers the reliability, cost, and size
advantages associated with the integration of several array

functions on the same chip.

However, the need to distribute phase shift commands from a
central controller to each of the individual phase shifters can
add significantly to the array cost, while detracting from its
reliability, due to the requirement for many thousands of bond
wire connections. For this reason, it is desirable to reduce the

number of connections to a practical level.

In this paper, a method of reducing the number of
connections from a central phased array controller to 1024
subarray chips distributed over the face of the array is
discussed. This method has been applied to the design of a 44 GHz
monolithic phased array, in which each subarray chip contains four
antenna elements, four power amplifiers, four phase shifters, and
a power dividing network. Although the 44 GHz application

discussed is fairly specific, the method is general enough to find
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applicability in other types of systems, such as the "brick”

(modular) types of phased array concepts as well.

The beam steering control (BSC) approach discussed in this
paper is called the Matrix-Feed Method. The Matrix-Feed Method is
identified by the method of data transfer to the subarrays through
a network of row and column lines to each subarray. The column
ceonnecticn provides a clock which allows data to be synchronously
transferred through the row connections. A centralized controller
board calculates and transfers phase-state data to 32 subarrays at
a time. The primary benefit of this design is that it requires
only 2 pin connections per subarray and only 64 wires between the
controller board and the subarrays for a 4096 element array. It
uses a simple low risk digital design, allowing the use of
algorithms which are flexible enough for applications such as null
steering and multiple beam forming. The method is capable of
providing digital self test. Using currently available
technology, this architecture is capable of array updates at rates

greater than than 20 KHz.

In order to realize the Matrix-Feed approach, a limited
amount of digital circuitry must be fabricated, along with the RF
power amplifiers and phase shifters, on the subarray chips. Fewer
than 100 digital gates are required per subarray. It has been

calculated that the subarray digital circuitry will consume less
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than 45% of the unused area on a 44 GHz subarray, ensuring low
impact on future monolithic integration of the RF subarrays and
the BSC design. It is essential to maintain a low gate count on
the face of the subarray, to keep from adversely affecting the

yield and power dissipation of the chips.

In addition to developing this approach on paper, a
hardware system has been built, demonstrating that the Matrix Feed
method accurately transfers data to a 4096 element array at an
update rate faster than 20 KHz. The following sections will

detail the design, fabrication and test of this concept.

2.0 DESCRIPTION OF THE MATRIX-FEED BSC CONCEPT

The Matrix-Feed Controller System can be functionally
divided into two main sections, i.e. the subarray circuitry and
the central controller. The subarray circuitry consists of the
digital gates which are to be fabricated along with the power
amplifiers and phase shifters on the face of the phased array.
The central controller is more complex, and is broken down into

identifiable subsections. They are:

*+ The Coordinate Transformation block

* The Phase Computation sections (for element level phase

computation)
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« The Matrix Interface sections (for serial data
distribution)

* The Timing section

The relatiocnships between these sections and the subarray

chips are shown in Figure 1.
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Figure 1 Matrix-Feed BSC Architecture

2.1 COORDINATE TRANSFORMATION BLOCK

In this phased array system, an initial beam position is

assumed to have been given in spherical coordinate angles (6,9).
The phase at the i;y and kyp elements of an m-row by n-column flat
phased array is desc:ribed by the following equations.

ik =i(£/f5)Msin@y + k(£/f5) M531ind (1)

y
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sin‘l[sin(e)cos(@)/(sinz(e)cosz(ﬂ)+ c032<e) y1/72 1y (2)

[
I

sin~1l({sin(®)sin(@)/(sin2 (@) sin2 (@) + cos2(8) )1/2 1) (3)

Q
]

where f/fo is a factor to account for frequency shift in a

frequency hopping system.

The solution of equations (2) and (3), the calculation of

the sine of equations (2) and (3), and the multiplication of
equations (2) and (3) by m and (f/f,), need be performed only once

for the entire array, and is accomplished in the coordinate
transformation block as soon as the command is received. The

output of this block consists of two single 10 bit words,

representing (f£/f,)nsin(@

x) and (£/f5)msin(@y) These words are

then transferred to the Phase Computation section where the
subsequent multiplication of these words by the individual row and

column numbers (i and k) occurs.

2.2 PHASE COMPUTATION AND MATRIX-FEED SECTIONS

The two words generated in the coordinate transformation
section are used to calculate the phase state for each individual

element of the array. The phase computation block performs the

multiplication of the first word, (f/fo)nsin(gx), by the row

number of the element (i), and the second word, (f/fo)nsin(zy) by
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its column number (k). Addition of the two numbers is then

performed. The multiplication of the element locatiouns, i and k,
by (f/fo)nsin(zx) and (f/fo)nsin(ﬁy) continues, column by column

until the last subarray in each row 1is reached.

The multiplication of (f/f,)®Wsin(@,) and (f/fo)nsin(ﬁy) by
i and k for each phased array element can be time consuming for a
large array. It is therefore desirable to parallel as much of
this operation as is possible. The division of effort which was
selected in the 44 GHz study was to allocate a Phase Computation
block in the central controller for each of the 32 subarray rows.
By configuring the Phase Computation sections in this manner, the

array update rate was increased by a factor of 32.

As the multiplication is performed for each column of the
array, the data is transferred to the Matrix Interface block. The
Matrix Intcrface block directs the flow of the calculated phase
state data from the controller to the individual subarrays. The
entire transfer is accomplished with only two connections per

subarray in the following manner:
The data for any four, four-bit phase shifters contained in

a given row of subarrays (locations ([i,k}, [i,k+1], [i+1l,k], and

f1+1,k+1]) is shifted serially to each subarray as the desired
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subarray column line is clocked. The selected column line is used

as a clock and the row line as data to provide the synchronous
transfer. All subarrays in a given row receive data on the row
line simultaneously, but only one subarray receives the data and
an enabling clock at the same time. All other row and column lines
which do not receive the simultaneous row and column signals are
automatically driven to a 'LOW' state. Since the subarray address
is determined entirely by the row and column combination, there is
no need to set an address on the subarray. This allows all

subarray chips to be manufactured identically.

2.3 SUBARRAY CIRCUITRY

On the subarrays which have not yet received simultaneous
row and column commands, the digital circuitry remains in a "wait"
state for a "Start-Bit" pattern. When the "Start-Bit"™ pattern is
received, a 16 bit stream of data immediately follows,
representing (in this case), the phase state of the four, four bit
phase shifters contained on that subarray. When the counter's
output is equal to a specified number of bkits transferred, the
shift register and the counter's gates are disabled. The phase
shift data is transferred to the phase shifters only after all of
the data for all of the subarrays of the array has been
transferred. A single latch command which globally shifts all of

the rows and columns high realizes the final transfer. It will
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receive no more information until a new "Start-Bit" pattern is

received.

3.0 IMPLEMENTATION OF THE MATRIX-FEED BSC

A hardware implementation of the Matrix-Feed BSC scheme was
completed to verify the speed with which the scheme could update a
4096 element array consisting of 1024 subar:ays with 4 elements
each. A top level diagram of a single row of the beam steering
controller design is shown in Figure 2. This figure is a block
diagram of the actual hardware implementation of the system
discussed in Figure 1. Table 1 is a quick reference table which
explains the terms of the block diagram. Contained within the
dotted lines of figure 2 is all of the circuitry used to perform
the phase computation and distribution of phase state information
to the individual subarrays. This circuitry is contained on a
single card. A photograph of this card in the test environment is

shown in Figure 3.

The subsectiun in Figure 2 called the "BSC Array Chips"
will eventually be built in GaAs. For the hardware demonstration,
this circuitry was built using off-the-shelf silicon components,
30 they covid be used to test the controller and the overall

Matrix-Feed concept.
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3.1 COORDINATE TRANSFORMATION CIRCUITS

The Coordinate Transformation block shown in Figure 2 is
used to transform the azimuth and elevation beam pointing
information into the coordinate system the controller is designed

to process (paragraph 2.2).

The key component of this section is the Motorola 56001
digital signal processer (DSP). In addition to managing the
coorainate transformation, this section provides the interface to
a personal computer (PC). The PC is used to download DSP
firmware, send the array update command, and in a test mode, read
data back from the DSP. The DSP runs at 20 MHz and processes 10
million instructions per second (MIPS). The conversion algorithm

runs in 5.5 microseconds.

The DSP algorithm was designed to meet the speed criteria
of the BSC. To do this, lookup tables were used to store sine,
cosine, and the inverses of the squareroots corresponding to a
known set of input commands. The lookup tables were designed to
store lookup values for any angle between 0 and 360 in 0.2 degree
increments and possible inverse-squareroot values accurate to 11
bita. This set of values can be easily expanded by using more
memory. The DSP receives the azimuth, elevation, frequency hop

(FHOP) factor in the form of a pointer address that points
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directly to the memory location containing a sine, cosine, or
frequency hopping factor. This is accomplished by passing integer
values representing 1 of 1800 points around a 360 degree circle
and an integer 0-7 for one of 8 possible FHOP factors. The
algorithm uses a minimal number of instruction cycles using this

pointer method.

3.2 PHASE COMPUTATION CIRCUITS

The (f/f,)nsin@x and (f/f,)7msindy data generated by the

Coordinate Transformation section is used to calculate the phase
state for each element of each subarray contained in a single row
of subarrays making up the array. The Phase Computation section
(Figure 2) is responsible for coordinating the column address with
its corresponding data. The output of this section is a parallel
16 bit word describing the 4 bit phase state of each of the four
elements on a 4 element subarray, as well as parallel five bit
column address corresponding to the subarray for which the data

was calculated.

Figure 4 is a data flow diagram depicting the digital
multiplication which takes place in the processing section. This
design is a key component to the Harris Beam Steering Controller

which enables it to complete the computations rapidly.
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Figure 4 Processing Section Multiplier Daca Flow Diagram

For the initial proof-of-concept, the data flow diagram
shown in Figure 4 was implemented with off-the-shelf full
multiplier chips and adders. Many of the carry functions of these
chips are unnecessary. All of the processing functions required
by the total array could be more efficiently implemented in a
single gate array and one microprocessor. This has been proposed

for future developments of this concept.

3.3 MATRIX INTERFACE CIRCUITS

The Matrix Interface Section receives the 16 bit parallel

data word and the eight bit address from the Phase Computation
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Section and converts the parallel data to a serial data stream
which is output to each subarray. Simultaneously the address bits
activate the clock for the column of the array to which the data

is directed.

The Matrix Interface Section uses a clock distribution
circuit that is comprised of four l1-of-8 Demux chips which
together form a simple 1-0f-32 demux. The address held in a latch
of the processing section determines which of the 32 lines will
receive a clock signal. A signal is sent which will circumvent
the demux and cause all 32 clocks to be activated simultaneously
when the array update is complete. This final signal instructs
all of the subarrays to send their data to the phase shifters

which cause the direction of the beam to change at that instant.

3.4 MATRIX-FEED BSC ARRAY CHIP

The digital circuitry which will eventually reside on the
monolithic substrate with the RF components is referred to as the
"array chip". The method in which it operates is critical to the
design of the BSC system. Figure 5 shows the schematic diagram of

the array chip.

The Matrix Interface transfers the calculated subarray

phase shifter settings to each appropriate subarray using a
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synchronous serial protocol. In steady state operation, the
subarray circuitry is waiting for a designated "Start-Bit"™ pattern
on the Rx line. After the pattern is received, the timing block
gates a data bit counter and a serial to parallel shift register.
This allows all other transitions on the column line to clock the
data into the shift register and increment the count in the data
bit counter. When the counter's output is equal to a specified
number of bits transferred, the shift register and the counter's
gates are disabled. The timing block then clears the counter and

prepares for the next block to be sent.

Additional bits are needed to provide for array
synchronization and subarray digital self test. These functions
can be implemented by providing control bits prior to the data
bits within a block transfer previously described. For this
proof-of-concept, only a latch bit was implemented (it is used for
array synchronization). It is recommended that future development

of this architecture include the digital self-test feature.

The latch bit will alert the subarray that the block of
data to be transferred represents either phase shifter data or
synchronization control. If it is the synchronization control,
the subarray will send previously received data to update the
phase shifters to their new value. If the block is phase shifter

data, the subarray will load the data in preparation for transfer
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Figure 5 Matrix-Feed Approach Array Chip Design .

to the phase shifters. The two latch (more commonly referred to

as "dual-ranked") design provides the means to sequentially
update columns of subarrays, without updating their phase
shifters, and then updating all of the second latches of the

subarrays, providing array synchronization.
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As the Phase Computation section calculates phase settings
and distributes them to their corresponding phase shifters
(through the Matrix Interface), the subarrays load the transferred
data into a holding latch, or first rank latch. After all of the
subarrays have been updated, the Matrix Interface and Timing
sections will transmit a control word to all of the subarrays,
thereby loading the DAC latch (second rank) with +the data
contained in the holding latch (first rank). In this way the
subarrays columns can be written sequentially, while the phase

shifters are updated simultaneously.

4.0 TEST RESULTS

There are two critical aspects of the beam steering
controller that needed to be verified by the proof-of-concept
hardware. First, it was important that the BSC be shown to e.ceed
an update rate of 20 kHz. Second it was important to establish
the accuracy of the system. Both the method of testing and the

results will be presented in this section.

4.1 ARRAY UPDATE RATE

The update rate is calculated from three processing tasks:
the coordinate transformation, the subarray phase calculation, and

the subarray phase data distribution time. Figure 6 shows how
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these three components contribute individually to the total array

update time.

Cocrdinate
Transformation
Time
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For Column 1 For Column 2 For Column 3! For Column 32 C .

Total Array Update Time

Figure 6 Contributing Components to the Array Update Time

The coordinate transformation time is the processing time
required for the BSC digital signal processor (DSP) to transform

the input beam pointing command from azimuth and elevation angles
to @y and &y,.
The subarray phase computation time is the amount of time

it takes the Phase Computation section to take the (f£/f,)®sin@,

and (f/fo)nsinﬂy data, multiply them by the appropriate row and

column number, truncate the unnecessary bits to the correct four
bits, round them to achieve the most accurate four bits, and

finally add them.
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The subarray data distribution time is the amount of time
it takes the Matrix Interface section to perform the following

tasks.

* Convert the 16 bit data word from a parallel to a serial
signal

+ Serially send the signal to the appropriate subarray

» Read the five bit column address from the Phase
Computation section

« Send the clock to appropriate subarray

Figure 7 shows that the Coordinate Transformation time is
5.5 microseconds. That is the amount of time between the "O"
marker (which is 100 nanoseconds before the rising edge of the
“"HOST ENABLE"” signal) and the "X" marker (which marks the rising

edge of the "START" pulse).

Figure 8 shows that the Phase Computation time is 240
nanoseconds. That is the amount of time between the trigger
{which is on the rising edge of the "START" signal) and the "X"
marker (which marks the falling edge of the "LOAD/SHIFT" pulse).
Figure 9 shows that the Data Distribution time is 1.15
microseconds. That is the amount of time between the "O" and "X"
markers (which mark the rising edges of sequential LOAD/SHIFT

signals) .

343




MACHINE | |- Timing Waveforms
Markers X ta Trig [_35.400 us | [Time X to 0 ]
Accumulate 3 to Trig At [ Marker:
Time/D1v Celay 0011

X

Inosﬂnuui

r

Figure 7 The Coordinate Transformation Time equals 5.5 u seconds.
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Time/D1v 30 ns Delay 110 ns
[a]

-120 ns
At [ X Marker| [POD ! |

0101
X

| START I
|Lom/ SuIr?

Figure 8 The Phase Computation Time equals 240 nanoseconds.
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MACHINE ! |- Timing Waveforms

Markers Time ¥oto Trig | 1.110 us | [ Time ¥ to Q | 1!.1S0 us
Accumulate arf 13 to Trig At [ X narker| [POD 1 |
Time/D1v 200 ns Dalay 1.310 us 00100

X 1}

1

i

UL WU

InEGEREeERDRERLHLEN

Figure 9 The Data Distribution Time Equals 1.15 Microseconds.

The total array update time is the sum of all the
comporents (shown above) required to update the entire array with
a new set of phase commands and issue the final latch command.
Figure 10 shows that the Update time time is 43.7 microseconds.
That is the amount of time between the trigger (which marks the
rising edge of the "START" pulse) and the "X" marker (which marks

the rising edge of the final latch pulse on the Array Chip).
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[MACHINE 1| |- Timing Waveforms

Markers X to Trig [ 43.70 us | [Time X to O | ~38.10 us
Accumulate 0 to Trig at (X _narxer] [POD_1_]

TimesDiv { S.000 us Delay [ 21.10 us 100
; . o - -

Q

START

LATCH2 |

LATCH1

Figure 10 BSC Update Time Equals 43.7 u seconds

(Update rate=22.9 kHz)

4.2 DATA ACCURACY

The second characteristic of the BSC which was tested was
the accuracy of the system. This was tested in two ways. First,
the system was simulated so that the results of the digital
implementation of the BSC could be compared to a more accurate
floating point computation. This determined the pointing accuracy
of the design as it was implemented. The second test verified
that the system actually yielded the expected results. A test
station was built to automatically send in an exhaustive set of

data points, read back the results and verify that the hardware
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achieved the same results as the software simulator. Using this
simulator the pointing space of the array has been thoroughly
tested and found to include no errors in calculation for any

element of the array.

4.2.1 ACCURACY ANALYSIS

Every point in the pointing space of the array has been

considered in this analysis. Each @, and ﬁy {(simulated as would

be computed by the DSP) was compared to the theoretical @, and Gy.
The maximum error was stored and printed in a file as the total
system was evaluated. Two programs were written which perform
this analysis. One program calculated the pointing error for
every 0.2 degree increment in the Az-El space. Since the angles
checked were exactly those for which there were sine and cosine
values, this error is due only to the resolution of the
squareroot-inverse tables. The second program calculated the
pointing error on the odd angles (e.g. 0.1, 0.3, 0.5 degrees
etc.). This error is the worst case pointing error due to both
lookup tables. Table 2 shows the results of these programs. The
maximum pointing error due only to the squareroot-inverse table is
0.12 degrees. The maximum pointing error due to both tables is

0.28 degrees. However, this error can be reduced to any desired

Jevel by increasing the size of the lookup tables. It should be
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noted that the largest errors occur when the elevation is close to
its extreme. (The maximum elevation tested was 60 degrees from
zenith.) Greater elevations can be accurately achieved by

increasing the lookup memory.

THE LARGEST POINTING ERROR DUE TO THE RESOLUTION OF THE
SQRT INVERSE TABLES IN THE PHI-X DIRECTION OCCURRED AT:

AZ EL PHIX PHIX-T PHIY PHIY-T ACCURX
358.4 59.8 59.9095 59.7903 -2.7988 -2.7466

:

THE LARGEST PCINTING ERROR DUE TO THE RESOLUTION OF THE
SQRT INVERSE TABLES IN THE PHI-Y DIRECTION OCCURRED AT:

AZ EL PHIX PHIX-T PHIY PHIY-T ACCURY
268.4 59.8 -2.7988 -2.7466 -59.9095 -59.7903}f-0.1192

THE LARGEST POINTING ERROR DUE TO THE RESOLUTION OF TRIG &
SQRT INVERSE TABLES IN THE PHI-X DIRECTION OCCURRED AT:

AZ EL PHIX PHIX~-T PHIY PHIY-T A
110.9 59.1-30.5182 -30.7977 57.3304 57.3548 | -0.2795

I
¥

THE LARGEST POINTING ERROR DUE TO THE RESOLUTION OF TRIG &
SQRT INVERSE TABLES IN THE PHI-Y DIRECTION OCCURRED AT:

AZ EL PHIX PHIX-T PHIY PHIY-T ACCURY
20.9 59.1 57.3304 57.3548 30.5182 30.7977

E

Table 2 Pointing Error Analysis

4.2.2 ACCURACY VERIFICATION TESTS

A five hour exhaustive test was run to determine if the

hardware was actually producing the expected simulated results.
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In this test all combinations of azimuth and elevation angles (in
one degree increments) were tested (21,600 test points). With
this procedure the pointing space of the array has been thoroughly
tested. No errors in calculation were found for any element of

the array.

S.0 CONCLUSIONS

A Matrix-Feed method of controlling a monolithic phased
array system has been presented. It offers several advantages
over traditional approaches.

* It has a low subarray pin count (2 signal pins per

subarray) .

* It has a low number of interface signals between the
controller board and the subarrays (64 wires for 1024
subarrays) .

* It is a low risk approach for a monolithic BSC design due
to a simple, low gate count architecture.

* It provides a flexible architecture by providing
processing external to the subarrays.

* It provides array update at rates faster than 20 KHz.

* It can provide for self test without additional subarray
connections.

* It provides for array synchronization without additional

subarray connections.
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+ It provides a design that assures identical subarrays.

» It provides a phased array system concept that allows for
graceful degradation, insuring higher reliability than
conventional BSC's.

« It provides for low power and heat dissipation due to the

minimal number of digital gates on the substrate.

Hardware has been built and tested which demonstrates the
concept, and proves that update rates of greater than 20KHz are
achievable for a large (4096 element) phased array. There are now
a number of efforts which are being considered to make this method
of control practical. First of all, improvements are being
considered which will substantially reduce the size of the
controller. Size reduction can be accomplished through the use of
a single gate array. It has been calculated that, except for the
DSP chip and associated EPROMS and support logic, the entire
controcller board can be realized in a gate array with fewer than
12,000 gates. Using hybrid packaging techniques, the entire

controller area can be reduced to less than four square inches.

Practical integration of the digital and RF subarray
circuitry must be considered as well. HEMT (High Electron
Mobility Transistor) technology is required for the RF circuitry
at 44 GHz, and therefore any digital circuitry which is contained

on the same chip must be realized using this same technolegy.
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There is at least one advantage to using HEMT technology in
combining RF and Digital circuitry on the same chip, since it has
been shown that HEMTs are much less susceptable to threshhold
variation with gate length than are MESFETs (l1]. High yield one
micron technology HEMTs can therefore be used for the digital
circuitry, while reserving high performance (but lower yield) 1/4

micron gate lengths for the RF circuitry.

Other considerations include the logic family to be used on
the subarray. If threshold voltages can be held constant, DCFL
(Direct Coupled FET Logic) is ideal, due to the small size of the

circuitry and the low power dissipation.

As GaAs chip yields improve, a point may be reached where
the phased array controller can be entirely integrated onto the
same chip as the RF circuitry. Today however, the Matrix-Feed
method offers a practical alternative which can be put into place
with current chip yields, and yet is flexible enough to adapt to

the requirements of the future.
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OMNIDIRECTIONAL KU-BAND DATA LINK ANTENNA DESIGN

F. Hsu
A. J. Lockyer
Northrop Aircraft Division
One Northrop Ave,
Hawthorne, CA 90250

ABSTRACT

An antenna fabricated from a conventional Ku-band rectangular waveguide
TE],O mode feed, tiansitioned into a circular waveguide for propagation is
described. The transition radius from the rectangular to the circular waveguide
was dimensioned for TMO,I mode propagation to achieve maximum omni-
directional coverage. This design was conceived for an aircraft application,
and has the following advantages over other techniques: 1) greater power
handling, 2) simplicity of construction, 3) ease of installation, and 4) reliability
and maintainability. The antenna makes use of an impedance tunable device to
optimize bandwidth within the required beamwidth coverage. Analytical
methods for predicting antenna patterns are described and compared with actual
measurement data taken on a 5 foot diameter ground plane to simulate the air-
craft/antenna installation. Finally, design modifications to achieve 4r steradian

coverage are also presented.
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1. INTRODUCTION

Airborne data link system integration is placing increasingly severe
requirements on antennas such as providing (1) anti-jam, (2) surveillance, (3)
intra-flight communication, (4) unmanned airborne vehicle for target
acquisition, (5) narrowband detection beyond a specified detection range
(normally 50 nm), (6) reliable communications up to a specified range (normally
30 nm). These requirements are mandatory for many airborne applications
involving high speed fighter aircraft.

The design of an omni-directional Ku-band data link aircraft antenna,
based on simplicity of construction and ease of installation, is briefly described.
A conventional Ku-Band rectangular waveguide (WR-62) with TEI,O mode
feed, transitioned into a TMO,I mode circular waveguide forms the basis of the
design generating essentially a monopole pattern. The results of practical
antenna measurements taken on a 5 feet ground plane for VSWR, radiation
patterns, gain and power handling are presented. Theoretical modeling of the
antenna performance instatled on the aircraft is explained and predicted pattern
distortion due to airframe interaction calculated. Finally, design modifications
to achieve 4x steradian pattern coverage are also presented for a future special

program.
2. OVERALL AIRCRAFT ANTENNA DESIGN REQUIREMENTS

An aircraft must be designed to meet mechanical, electrical, reliability,
maintainability, safety, quality assurance (QA), electromagnetic compatibility
(EMC) performance requirements and cost effectiveness. Both mechanical and
aerodynamic requirements impose severe constraints in terms of static and
dynamic stress, size, shape, weight and a heavy burden for the environmental
control systems (ECS).

Important electrical requirements for aircraft antenna design are:
frequency of operation, bandwidth, beamwidth, radiation pattern, polarization,
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gain, VSWR, power handling, and radar cross section (RCS). An electromag-
netic compatibility (EMC) assessment must be performed for all airborne
antennas primarily to ensure that out-of-band electromagnetic cross coupling
does not degrades system performance. Reliability, maintainability and safety
(RMS), and QA are important considerations also to be observed during aircraft
antenna installation. But perhaps the single most important factor featured in
the antenna design described is cost effectiveness.

3. ANTENNA DESIGN

Several types of antenna were considered. Since microstrip lines are not
well suited for high power handling applications, a waveguide type of antenna
was chosen. A conventional rectangular waveguide (WR-62) and a circular
waveguide were used. Whenever it is desired to couple two different
waveguides together, either in the same or different modes, some type of
transition unit is needed. For this application the rectangular waveguide was
fed with TE],O mode. (See Figure 1), and transitioned into the circular
waveguide. The transition radius from the rectangular to circular waveguide
was dimensioned for TMO’] mode (see Figure 2) propagation to achieve
maximum omni-directional pattern coverage.

=3 .:?1:" .,ﬁ:':?':E
A=3FaMHEi=
45::::: i1t Tt =

Figure I: TEI,O Mode  Figure 2: TM, | Mode
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The radius of the circular waveguide was determined by the standard
formular for the TM, | mode:

A, = 2l (1.1)

Bmn

where A, is the cut-off wavelength, a is the radius of the waveguide and
Bm n is the n root of the Bessel equation J (s) = 0. Evaluating the constant
Bm.n for values of m and n equal to 0 and 1 respectively we have the result
that Ko, = 2.405%t, Substituting this value for the root of the Bessel function
in equation (1-1) enables the radius of the circular waveguide to be calculated

as a function of the required wavelength.

Ao = 2m (1.2)
2.405
a = .383) (1.3)

The primary impedance matching section was designed at the end of the
rectangular waveguide with a movable short tuning block. This type of
external tuning device is much better and easier than the matching window
method which uses an iris!! inside of the waveguide between rectangular and
circular waveguide. The secondary impedance matching device uses a dielectric
cap placed on the output of the circular waveguide. This cap was specially
shaped with dielectic material to form a radome and has a dual purpose in that
1) it serves as a weather shield, and 2) provides a means of impedance matching
to improve the radation pattern. The primary impedance matching device is a
movable tuning block shown in Figure 3.

This type of antenna design was conceived for an aircraft application and
has the following advantages over other techniques: 1) high power handling (as

I? - "Microwave Transmission Design Data,” see [1] for details.
- "Electrical Enginnering Handbook," see {3] {or details.
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no sharp corners are presented to cause corona or electrical breakdown, 2)
simplicity of construction, 3) ease of installation and access and 4) cost

effectiveness.

radome

Movable short
tuning block

Figure 3: Antenna Assembly

4. ANTENNA TEST

An engineering model unit consists of a six inch long rectangular waveguide
(WR-62) with choke flange (UG 541 A/U) and a 3 inch long circular
waveguide with a radome. The unit was fabricated and successfully evaluated
prior to the fabrication of the production units. The item weight amounted to
approximately one pound per unit. The impedance matching devices at the end
of the rectangular waveguide and at the end of the circular waveguide were

used to optimize for the best possible VSWR as shown in Figure 4.
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8t @B

VSWR

Al 1.17

O JASS 1.25
K]

1.50

i
i J\ [\ 4 :
A f— A — 1

Figure 4: Antenna VSWR

ANTENNA MOUNTED UNDER
THE PUSELAGE.
"(0,85% ABOVE THE SURFACE)

NG TS . LOGMD A
VERTCAL LAl eI

Figure 5: Antenna/Aircraft Coordinate System
The test results showed the VSWR of less than 3:1 within the entire

frequency of operation. The best VSWR for the center frequency was 1.7 to 1,

however a VSWR of 1.25 to 1 was chosen for the transmitting and receiving
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frequencies. The VSWR tests were repeated after the impedance tuning short
block position was determined and permanently sealed. A pre-production
antenna was fabricated and tested for VSWR, power handling, radiation pattern
and gain measurments. The production antennas were tested for VSWR only
prior to installation on the aircraft.

The antenna radiation patterns measurements were conducted on a five feet
diameter ground plane to simulate the aircraft antenna installation. The
antenna radiation patterns were taken per aircraft/antenna coordinate system,
Figure 5, for an elevation (pitch cut) and azimuth (conical cut) pianes
evaluation to verify the proper polarization on omnidirectional coverage.

A tctal of 16 radiation patterns including pitch cuts, conical cuts (8 = 90°
to & = 140° with 10° increments) and cross polarization cuts for both
transmitting and receiving frequencies, F1 and Fp, are presented in Figure 6
through 21.
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5. ANTENNA TO AIRFRAME INTERACTION

As the antenna tested was not mounted on a full scale mock-up during the
antenna radiation pattern measurements the aircraft interaction from wings,
fuselage and other aircraft structures was modeled with the General Electro-
magnetic Model for the Analysis of Complex Systems (GEMACS) [3]. Resident
within the single GEMACS code are four widely used and fairly general physics
formulations which give the code extensive applicability to a large variety of
electromagnetic problems. These physics formulations include (1) the method
of moments (MOM) (low frequency model) which applies to the analysis of an
aerospace vehicle’s interaction with EM phenomena whose wavelength is large
compared to the vehcile resonant region, (2) the geometrical theory of
diffraction (GTD) (high frequency model) for frequencies where the vehicle is
electrically large, (3) and a finite difference technique which allows fields
coupled through apertures into interior regions to be quantitatively assessed.
GEMACS also possesses the capability to hybridize all of the physics
formulations described above [4].

The hybrid MOM/GTD formulation of GEMACS was used to model ant-
enna performance on 1) a five foot ground plane for measurement comparison
purposes, and 2) on an actual aircraft structure to predict the airframe
distortion effects of the pattern in the lower hemisphere. Figure 22 shows a
low frequency GEMACS MOM model close to the airframe’s resonant
frequency while Figure 23 shows how this structure, derived from the low
frequency MOM model, was built with basic GTD elements which include
plates, cylinders and end caps. Figures 24 and 25 are the results of the ground
plane aaalysis showing that the GEMACS simulated patterns in azimuth and
elevation compare very closely to measured results. The airframe distortion
effects are presented in Figures 26 and 27 which show that the azimuth pattern
shape is retained while the elevation pattern is distorted in the third quadrant
and the null is filled in, due to reflections and diffraction from the wings, tail

and local fuselage structure.
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Figure 24: Yaw Cut (Ground Plane) Figure 25: Pitch Cut (Ground Plane)

Figure 26: Yaw Cut (on Aircaft) Figure 27: Pitch Cut (on Aircraft)
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6. SUMMARY AND CONCLUSIONS

It has been demonstated that a relatively simple cost effective, robust
antenna for data link applications can readily be fabricated by transitioning
from a rectangular to circular waveguide for efficient propagation. Test results
and analysis show that all electrical performance requirements including
radiation patterns, VSWR, gain, bandwidth, beamwidth and high power
capabilities imposed by aircraft applications can be met. Although not
discussed in detail here, an EMC analysis was also performed to ensure that the
antenna installation did not interfere with other aircraft antennas or couple to
other sensitive avionic equipments. Pattern distortion due to the aircraft
installation was predicted by analytical means and found not to be significant.

During the antenna evaluation, a precaution was taken in the radiation
pattern characteristics to ensure that only the TMO’ | mode radiated. A critical
design parameter was to make sure that the diameter of the circular waveguide
at the transition corresponded to the cut off wavelength for TMO,! mode
of operation.

The test results showed that the antenna bandwidth was 12% within the
VSWR range of 1.5 to 1. This bandwidth can be improved. An experimental
effort has been initiated to broaden the bandwidth by using double ridged
waveguides. A design using the TMO,I and TEl,l excitation modes of a
circular waveguide will provide hemispherical pattern coverage. The full
4x steradian can thus be achieved by installing upper and lower antennas on the

aircraft fuselage.
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A RETROSPECTIVE ON
ANTENNA DESIGN VIA WAVEGUIDE MODES

K. C. Kelly
Radar Systems Group
Hughes Aircraft Company
El Segundo, CA

ABSTRACT

This text presents a revisit, spanning 35 years, of a variety of antenna problems
which have been solved with lesser used waveguide geometries and/or lesser used
waveguide modes in common waveguide geometries. The aim has been to achieve
rather natural solutions to the realization of specified antenna radiation patterns,
polarizations, or frequency band(s) of operation while also accomplishing some
specified physical shape, interlacing of frequency bands and/or polarizations, or
fabrication concept.

In particular, interlaced multiband slotted waveguide array antennas, radial
waveguide fed slot array antennas, conformal array antennas using conical
waveguides, square multimode horn antennas, and dual polarization slot array

antennas are described.

1. RECTANGULAR WAVEGUIDE MULTIBAND SLOT ARRAYS!
1.1 Slotted Rectangular Waveguide S and X band Array - Because of the

vintage of the writer we here use the rectangular waveguide nomenclature and
geometry of Marcuvitz2. The inside dimension height, b, of rectangular waveguide

is measured along the y axis and the inside dimension waveguide width, @, along

372




the x axis.

Since S band wavelength is nominally three times that of X band, there is no
difticulty 1n causing a rectangular waveguide to operate in the TE, ; mode for S
band and the TEj3 o mode for X band. The b dimension of the waveguide was kept
to less than one half a free space wavelength at X band to assure that only TEp o
modes would be possible at X band. An exciter at one end of this small height
rectangular waveguide launched the S band energy, while another exciter launched
the X band TE3 9. Both modes generate purely longitudinal, z direction, current in
the center of the broad wall. Thus, longitudinal S band slots half waveguide
wavelength spaced along that center line of the broad wall will not radiate either S
band or X band energy since those longitudinal slots cut no wall currents. The S
band slots are then probe excited by placing probes on the lines x=a/3 and 2-a/3
along which lines the electric fields for the X band TEj o are always zero. The
probes do not affect the X band energy. Tapering of tr.c excitation of the S band
linear array is achieved by varying the probe length according to position along the
S band array.

Now, broad wall X band slots whose centers lie on the lines x=a/3 and 2+a/3
will not couple to the X band energy if they are transverse slots, parallel to the x
direction. Pairs of such slots may be spaced a half wavelength at the X band fre-
quency and are made to radiate the desired amount of X band energy by rotating
the X band slots a few degrees from being purely transverse. The directions of
rotation are chosen to cause the radiation from all X band slots to be in phase. The
X band slots do not coupl: to S band energy because they are too far below
resonant length for the S band energy.

Once excited by the TE3 o mode, the X band slots scatter energy which couples
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to the TE; 3 mode. Because all of the X band slots are in phase but only half
wave-length spaced at X band, there is no reinforcement of coupling to the
longitudinal top wall currents of the 1,0 mode. The directions of the X band slot
rotations, however, is such that reinforced coupling to the transverse currents of the
unwanted TE; g is produced and that energy would couple to the S band slots
which are three half wavelengths at X band. Because of this, X band TE; o mode
suppressors were built into the bottom broad wall of the waveguide.

This design approach to a dual frequency band linear array preduces broadside
S and X band beams which are orthogonally polarized to each other.

1.2 Copolarized X and ¥ Banc Rectangular Waveguide Array - A K band
array has been integrated into a standard offset longitudinal shunt slots X band
array in the following way. The TM; ; rectangular waveguide mode has field com-
ponents such that there are only longitudinal currents in the broad walls, associated
with there being only H, at those wall. That being so, coupled with the fact that
normal X band waveguides support the TM; ; at K band, allows the simple step of
adding K band TM; ; mode exciters to an X band array and cutting pairs of K band
series slots through the broad wall to acnieve copolarized broadside beams at both
X and K band. The X band slots do not couple to the K band energy because the X
band slots are parallel to the K band wall currents and thus do not cut any.

Again, consideration must be given to other higher order modes generated by
the existence of the excited K band slots. Of the several possible modes which
propagate in this waveguide that supports the TM, i, it can be shown that only the
TF4q 1 is excited, posing a potential problem. Fortunately, that mode is completely
suppressed by inserting wires parallel to the x axis trom narrow wall to narrow
wall, at y=b/2. Thosc wires have absolutely no effect upon the X band 1,0 mode
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or the K band 1,1 mode.
Investigators have demonstrated other types of multiple frequency band slotted
waveguide antennas. The two types mentioned here are simply illustrative of the

concept for which there are innumerable solutions.

2. RADIAL WAVEGUIDE FED SLOT RADIATOR ANTENNAS

The attractiveness of the radial waveguide3 as the basis for slot array antennas
lies in two facts. First, regardless of the size of the antenna, the feeding of the
radial wave-guide remains the same simple center point feed. Next, the top plate of
the radial waveguide is readily accessible for punching or etching all slots at once.
The down side is that the single center point feed is incompatible with the idea of
corporate feeding to increase the antenna's useful frequency bandwidth.

2.1 Antennas Using Lowest Order Radial Waveguide Mode - The dominant
radial waveguide mode is a TEM and has simple E and H field configurations.
Adopting an rdz coordinate system in which propagation is in the r direction, ¢ is
the angular azimuthal position, and z is the vertical direction perpendicular to the
parallel plates, the inner surface of one plate is z=0 while the inner surface of the
second plate is z=constant. Then, the only field components will be E, and Hy .
The currents induced in the plates are purely radial, resulting from the cross product
of H, and z-directed normals to the plates.

2.1.1 Linear polarization at the peak of a broadside pencil beam results
when a set of half wavelength long slots perpendicular to radii are cut along a
circular arc of 180°, and a second set of similar slots cut in the remaining 180° but at
a radius one half wavelength different. Radial waveguides produce radial
propagation whose phase and amplitude are described by the Hankel functions, so
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the meaning of "half wavelength" is not simply c/f, the velocity of light divided by
the frequency.

Concentric half rings of slots can be arrayed to fill the aperture for higher
directivity designs. The linear polarization will be in the plane that bisects the 180°
sector groups of half wavelength slots. Clearly, the slots at the ends of the 180°
sectors contribute only undesired cross polarization. Tests showed an overall
improvement in the desired polarization's radiation patterns and a reduction of cross
polarized lobes when the individual slots forming the 180° sectors were all rotated
to 45° relative to its radial line with the sign of the 45° being controlled by
quadrants.

2.1.2 Circularly polarized pencil beam peaks were obtained by using
circular hole radiators instead of slots. The holes are closely spaced and their
centers lie along a single turn or multiturn spiral4 of one wavelength pitch. One
wavelength is defined by the length for 360° in phase for the Hankel function
between the start radius and finish radius for a complete turn of the spiral(s). The
radial waveguide must be terminated in a matched load.

2.2 Antennas Using Higher Order Radial Waveguide Mode(s)’ - A radial
waveguide with a full circle of round hole or crossed slot radiating elements would
produce pure linear polarization if purely radial currents in the plates had a cos ¢
dependence in amplitude, while purely circumferential currents at the same radius
were controlled by sin ¢.

2.2.1 The standing wave E,  radial waveguide mode produces equal
amplitude I, and Iy currents at discrete radii in the top and bottom plates. fFurther-
more, the currents have the cos ¢ and sin ¢ amplitude variations for the r-directed

and the ¢-directed currents. Thus, at those discrete radii the net current is every-
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where parallel to a single plane. In tests of the principle using crossed slots equally
spaced around a circle of the proper radius, experimental units displayed measured
cross polarization levels as good as 34 db below the peak of the beam for the
desired linear polarization.

At other than a set of specific radii, the standing wave E; ¢ radial waveguide
mode's I;is much larger than the azimuthal current, I,. When the mode is
operating as a travelling wave, the I, is dominant at all radii. Because of that fact, it
is not possible to build an E; o mode radial waveguide fed array of several
concentric radiators, have the radial waveguide matched looking into the radial
waveguide from a feed located at the center, and have pure linear polarization, all at
the same time. A high degree of linear polarization purity was demonstrated with
an array of five concentric rings of radiators, however, by using radiators that
coupled to the mode very lightly, resulting in a large mismatch being presented to
the feed point.

The E, o radial waveguide mode is readily excited by simply making a tee joint
between a circular waveguide, operating in the dominant TE; ; circular waveguide
mode, at the center of the lower plate of the radial waveguide. The spacing of the
plates must be well below one half a free space wavelength to assure that only the
E, o radial waveguide mode is launched.

2.2.2 It has been analyzed and demonstrated that pure traveling wave E; ;
and H, ; radial waveguide modes may be excited in a single radial waveguide in
such a manner as to produce I,*cos ¢ and Igesin ¢ at all radii. An array of any
number of rings of radiating elements, and matched looking into the radial
waveguide, can produce pure linear polarization when the 1,1 radial waveguide
mode pair is used. Launching the 1,1 mode pair is considerably more difficult than
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launching either the 0,0 or the 1,0 E-type radial waveguide modes.

2.3 Polarization Options With Radial Waveguide Fed Arrays - The linearly
polarized radial waveguide fed arrays, described above, which use the E; ¢ or com-
bined E; 1/H;; radial waveguide modes will produce circular polarization by
simply placing a circular polarizer into the input waveguide. For example, a quarter
wave plate or other circular polarizer inserted into the dominant mode circular
waveguide that launched the E g radial waveguide mode makes the standing wave
antenna’s beam circularly polarized. Similarly, if instead of a circular polarizer an
orthomode junction is attached to the TE;,; circular waveguide, one then gets two
coincident beams made independent by orthogonality of their linear polarizations.
Connecting those two ports from the orthomode junction to a network containing a
power divider and a phase shifter enables the antenna to select any arbitrary
polarization characteristic for the main beam of the antenna.

2.4  Monopulse Antenna Excited By Radial Waveguide - The Hy ) radial
waveguide mode has just one electric field component, namely Ey. That means that
the electric field lines close on themselves, forming circles around the z axis. It
follows, then, that slicing that radial waveguide with conducting planes containing
the z axis will not affect the mode since the electric field is always perpendicular to
those conducting planes.

Two conducting sheets were placed in an Hg; radial waveguide at right angles
to each other to create four 90° sectoral regions. A single slot, parallei to the z axis,
at the vertex of each 90° sector provided independent excitation for each sector.
Radiating slots were cut in the top plate for each quadrant. When the four mode
excitation slots, one in each quadrant, were connected to a ¥ and A network below
the bottom plate, a light weight flat plate monopulse antenna was produced.
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In all of the radial waveguide fed antennas discussed thus far, is had not been
mentioned that arrays of concentric rings of radiators, quasi-annular slots, are
spaced a full waveguide wavelength apart. That full wavelength spacing is used
because there is, for radial waveguide fed arrays, no equivalent phase reversal
mechanism such as that which allows half waveguide wavelength spaced slots in
antennas fed by rectangular waveguides. In order to achieve aperture filling with
the monopulse antenna discussed in this section, the rings were spaced only one
half wavelength apart but the innermost ring of slots were all shorter than resonant
length. The next ring had slots longer than resonant. The third ring, again shorter
than resonant, etc. By this means, instead of having the phase of successive rings
alternate 0,m,0,® producing considerable destructive interference, a much more
benign -nt/4,+n/4,-n/4,+1t/4 phasing was achieved.

Again, it needs to be stated that in discussing radial waveguide transmission
lines herg, the term "wavelength” is being used without repeatedly stating that radial
waveguide "wavelength"” is a function of position along the transmission direction

because of the Hankel function's characteristics.

3. CONICAL CONFORMAL SLOT ARRAY

The conical waveguide is suggestive of the shape of the nose of high speed
aircraft or missiles. A thin walled 40 degrees total angle conical shell, 8,=20°, and
an inner cone of total angle 20 degrees, 6,=10°, were combined to form a conical
waveguide. Furthermore, the inner cone was coated with paraffin wax finished so
as to have the wax's surface at 6,,.,=13°. Similarly, the inner surface of the outer
cone had a wax sleeve with the surface of the wax at Gy, =17°.
At the common vertices, a coaxial line excited the dominant TEM wave in the
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conical waveguide. Half wavelength long slots cut in the outer conical shell were
arranged in 180° circular arcs on one half of the cone and spaced to create a forward
looking pencil beam on the axis of the outer cone when both the inner cone and the
outer cone were coaxial. A similar set of slotted 180° arcs on the other half of the
cone are positioned to reinforce the peak of the beam produced by the first set.
When the inner cone's axis was moved off of the outer con's axis, keeping the cone
vertices coincident, the beam is scanned off of the outer cone's axis.

This lowest order mode approach to the use of the conical waveguide has the
same strong generation of cross polarized fields for the same reason as given in
section 2.1.1 above. Though it might be possible to reduce the cross polarized

fields by the use of higher order conical waveguide modes, no attempt was made.

4. EQUALIZING E- AND H-PLANE BEA. ¥IDTHS OF SQUARE HORNS

4.1  General - The square pyramidal horn has been a popular antenna, and
also a widely used type of feed for both focal point fed and Cassegrain type
reflector antennas. Though the square horn will handle any type of polarization, it
is useful to discuss only one linearly polarized component being present-and parallel
to two opposite walls. Excited with only the TE; o mode and built with a small
flare angle, the square horn produces the well known -13 dB sidelobes in the E-
plane, -23 dB sidelobes in the H-plane, and an E/H 3 dB beamwidth ratio of
0.73:1.

For decades the E- and H-plane differences have been practically eliminated by
adding the proper ratio and phase of both the TE; ; and TM,; > modes to the
dominant TE; o mode in the square horn. A very common medhod of achieving the

desired result is illustrated and described in Johnson and Jasik’. An enlarging step
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in the cross sectional dimensions of the square waveguide leading to the horn
throat generates the 1,2 modes, and a following straight section continues for the
purpose of phasing those modes relative to the 1,0 mode. The length of that
phasing section can be quite long and make it impossible to package a feed in the
space available.

4.2 A "Zero Length" TE, 2/TM, 2 Launcher/Phaser - The original 40 KW CW
feeds for the 30" diameter Unified S-band Cassegrain earth station antennas, used
to support the Apollo man-on-the-moon missions, were switchable RHCP/LHCP
monopulse feeds. Packaging two monopulse networks formed of S-Band
waveguide, plus incorporating three large high reliability S-Band waveguide
switches left no room for a conventional 1,0/1,2 mode phasing section.

In a square waveguide a magnetic line source which is transverse and full width
in the top wall, plus an identical in-phase magnetic line source in the bottom wall,
will together scatter only the 1,n modes. Because both magnetic line sources are in
phase (but the direction of their E field vectors are oppositely directed) only even n
numbers can result. If those line sources are located in a square waveguide that
supports only modes lower than n=4, one is assured of having only the TE, ¢ and
TE| »/TM; 2 modes.

Implementation of this concept was achieved with an @ x @ square waveguide
by interrupting all four walls (to handle both polarizations) of the square
waveguide. The interruptions were made by waveguides of width @ and height b,
where b<<a, making tee junctions with the square waveguide. The incident TE; o
longitudinal currents are interrupted by the waveguides stubbed into the square
waveguide and the stubs are thus excited, creating magnetic line sources in the
square waveguide's walls. The discontinuity at the mouth of the stub waveguides
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and the length, [, of the stubs are adjusted to create resonant cavities. Adjustments
of b, [, and sometimes the placement of small inductive irises at the mouth of in the
stub waveguides, give the needed control for adjusting the amplitude and phase of
the 1,2 modes relative to the 1,0 mode. The H-plane patterns are unaffected by the
1,2 modes.

E-plane patterns matching the H-plane patterns were obtained for the Unified S-
Band feeds for the 30' Cassegrain antennas which were positioned around the

globe for communicating with Apollo spacecraft when in earth orbit.

5. RECTANGULAR WAVEGUIDE DUAL POLARIZATION FLAT PLATE$?

An effort was initiated to find a dual polarization flat plate antenna of the slotted
rectangular waveguide type that would have a removable top plate that would permit
punching or etching all slots at one time. One solution to that specification is based
on the use of the rectangular waveguide mode of the standard TE o type but with
the subscript index "1" replaced by a large number. In the initial design and
experiments, the figure "10" was used and thus a TE;p¢ waveguide was
constructed, ten times as wide as a standard TE, ¢ rectangular waveguide but of
height no greater than for standard waveguide.

Looking at the TE g0 mode in an E-plane view one sees the E field of ten
narrow-wall-to-narrow-wall TE; o waveguides which have been alternately fed
with phase 0 or xt radians and all the narrow walls removed except for the outboard
narrow walls of the first and last TE; o waveguides.

Exciters at both ends of a 10°A/v2 length of TE 99 waveguide, each exciter
consisting of ten slots in the plane y=b/2 and phased alternately 0 and =, are used to
launch the TE ;g0 mode. That mode propagates in the z axis direction. Ten other
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exciter slots are cut through each of the narrow side walls of that z-axis-direction

propagating TEjg to launch a second TE;9¢ mode, this time in the x axis
direction. These two orthogonal TE 0,0 modes will hereafter be referred to as the
2TE10,0 and 4TE¢,0 modes, both propagating in a 100A/V2 square cavity-like
region. It can be shown that in a lossless system the two modes are orthogonal in
every sense and thus do not couple to each other. Furthermore, the exciter slots for
each mode are invisible to each other.

The exciter network for the ,TE g has its own input port and is completely
independent of a second similar port for the \TE g that has its own network.
Next, it will be explained that a set of offset longitudinal shunt slots parallel to the z
axis can be positioned so as to couple to the ;,TE;q exclusively, and similarly for a
second set of longitudinal shunt slots parallel to the x axis coupling to the x\TEjq
exclusively.

The exclusivity of coupling with either set of slots is a recult of the fact that the
slots which couple to one of the two modes have their center points precisely on the
virtual wall, the plane of zero E field, of the other mode. There is only one com-
ponent of H field at all virtual walls and that component is parallel to the virtual
wall. Thus, the only current component in the slotted top wall at the center of the
slots for coupling to the first mode, are absolutely parallel to the currents excited by
in the top wall by the second mode and vice versa. Slots are not excited by wall
current parallel to themselves or H fields perpendicular to themselves.

As mentioned above, there is one input port of this antenna which is associated
with the radiating slots parallel to one axis, and another port associated with the
orthogonal radiating slots. The two ports may be uscd to provide two independent

coincident pencil beams in orthogonal linear polarizations, or the ports may be
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combined via a 3 dB quadrature coupler to produce coincident independent RHCP
and LHCP beams, etc.

A unit constructed to operate over a band centered at 12.5 Ghz was built
employing the x and y TEz0 modes. This uniform aperture illumination design
achieved a measured peak aperture efficiency of 88% and an efficiency of not less

that 77% over a 4% total bandwidth, including feed networks losses.
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Abs .: act

The proposed antenna is a special type of Multl-
Beam Anten:a (MBA) . Such antennas are ot course well
known In the llterature‘, The unique feature of this
particular antenna is that beam scanning is achieved
within the confines of a single horn. The additionsal
sdvantagas of compactness and high gain are clearly
evident in this design.

The antanna described Is a compact quad-ridged
Horn . Each ridge in the horn is fed separately at
tour orthogonal Inputs to a square waveguide.

By means of an R.F. network consisting of a number
of 180 degrees Hybrids and detlay l|lines, the beam of
the horn can be switched in azimuth over 110 degrees.

The nominal gailn of the Horn is more than 8 dBi. The

sperturae size l!s about 0.6 x 0.6 wavelengths at the

| ow end of the band. The length of the antenna is
less than three quarter of a wavelength at the | ow
and The santanna is axtremely rugged and is designed

{o operata under severe epvironmenta! conditions.
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1 Desc:iption of Antenna

2.3
A shketch of the quad-ridged horn is shown in
Fig 1 A square waveguide with four or thogonal
Iinputs provides a launcher for the compact horn The
horn ts mounted diagonallty as shown schematicaily in
Fig 2 this is necessary to provide two phase
centers in the horizontal planer reauired for steer ing
the beam The summation matrix together with the
switching arrangement are also shown in Fio 2

Fraom the vector diagram of Fig. 3 It is observed
that the output ports of the 180 deagrees hvbrids AT

and "B" yield vertical and horizontal polarisatinns

It is aiso clear that each pair of vertical and
horizontal polarisations are out o f phase Direct
summatlon ot these outputs via a secnond set of

180 degrees hybrlds provides vertical and horizontal
polarisations at output "X and "Y" respectively
Switching of the beam in azimuth is attained by
means of the four transfer switches and suitable
delay lines
Each polarisation can be steered to the left or
right by switching In a suitable delay line . The
arrangement in Fig 2 ls for a three beam antenna

However more beams are possible with a more complex
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BLOCK DIAGRAM OF FELED MATRIX

F1G.2
CONFIGURATION NO. 1
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feed mat.

An al ‘ernative arrangement for this horn as shown
in Fig 4 yields a steerabie circularly polarised
horn

The present design operates over an octave
bandwlidth An antenna with a wider bandwidth is at

present being designed

2 0 M™Modal Anaiysis

A modal analysis has been made on this horn, the

mathematlica! details of which will not be prasented in
this paper . However, the results of the analysis show
that the vertical and horlzontai polarisations are
genarated by TE and TM modes respectively The

consequence of this analysis predicts a wide beamwidth
for the hortfzontatlt potarisation and a narrow beam
for the vertical potarisation Our measurements on

the antanna modae! verified this analysis

3.0 Resul ts (Configuration 1)
I vswh
The VEWR at port "X" |Is shown In Fia 5 The VSWR

st the input to the Hybrid Port "Y" 1is shown In Fig

6 The VSWH |s bettar than 3 1 over the band Over
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HIG, NO. 4

CONFIGURATION NO. 2
BLOCK DIAGRAM OF FEED MATRIX

FOR CIRCULAR POLARISED MODEL
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most of t - band the VSWR is better than 2 1

3 2 Gain

+;er swept gain of the antenna tor both Vertical
and Horlzontal polarisations is shown in Fig 7 The
gain s abocve 8 dB over most of the band At the Iow
and therae is a degradation In gain due to the high

VEWR of the launcher
3 3 Radiation Patterns

3.3 1 Horizontal Potarisation Patterns

I'n the horizontal polarisation ;hp beamwidths
are vary wide and for this reason the bheam switching
was not of great help Figs 8 to 10 show tvpical
pattarns for the three beam antenpas

A later mode! of this antenna has the switches for
horizontal polarisation removed . No significant

degradation Iin performance was observed.

3.3.2 Vertical Polarisation

The patterns 11 to 13 show the three beams at

frequencies |ow, mid and high ends of the band The

advantage of tha beam switching is very clear here

4 0 Confligurstion 2 - Circularly Polarised Horn
The VSWA snd Gain and Axial Ratio of  the

Clroularly Polarlised Horn are shown In Fligs 14, t5

and 16 The rather ltow gain at the low end of the
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band BE ‘s the poor axlial ratio This could be

Iimprovad with a8 iarger feed adaptor

5.0 Alternative Feeding Arrangement

An alternative feed matrix was designed and |s

shown In Fig 17 The new arrangement knaown as
Confliguration 3 has the advantage that no delay fines
are requlred This arrangement is faciiitated by the

faot that each ridge of the guide when fed separately
teands to squint off Center.

T;;—;é;;-:;;_;a|n of Configuration 3 Is basicalily
Identiocat to Conflguration 1 and hence iIs not shown
separately.

3.3 Radiation Patterns

T;;I;;;---;;;;;;;;; patterns for vertical and
horizontal patterns at the extremities of the band are
shown In Figures 18 to 21 These patterns tend to give
better azimuth coverage and high gain at angles up to
+4/- 43 degrees. For wide angular coverage there is not
muoch ditffarence between the two configurations.

6.0 Conoiuslon

A qusd-fed quad-ridged dua! polarised horn has

been described. The horn operates over an octave
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bardwidtr Arrangement for steering the beam in
a2zimuth hss been described The horn is particularly
usaeful when small size, high gain and wide angqular

coveragge Is required
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MULTI-OCTAVE MICROSTRIP ANTENNAS

Victor K. Tripp
and
Johnson J. H. Wang

Electromagnetic Science and Technology Lab
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ABSTRACT

The microstrip equi-angular spiral antenna has been previously demon-
strated by the present authors to provide a gain enhancement bandwidth of
more than 5:1 wnen compared with the conventional absorber-loaded
cavity-backed spiral. In this paper, the Archimedean spiral microstrip antenna is
demonstrated to have similar performance. As with cavity-backed antennas,
these antennas lose efficiency at the lower frequencies. The gain performance is
thus investigated as a function of the substrate thickness, edge loading tech-

niques, and dielectric constant of the substrate.
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1. INTRODUCTION

Many applications require antennas to be low-profile or even flush-
mounted to a smooth conducting surface. Aircraft and missiles are most notable
in this respect, due to aerodynamic requirements. Further advantages of
low-profile installations include their low cross-section presented to radar and
even to birds. The microstrip antenna 1js generally the antenna of choice for
such applications and has been widely used. However, existing microstrip anten-
nas are limited to a very narrow bandwidth of less than 10%. For low-profile
applications requiring large bandwidth, such as ESM antennas, effort has been
expended in recent years to broaden the bandwidth of the microstrip antenna 2,3
, but little has been accomplished without increasing substrate thickness, thus

increasing the height of the antenna.

On the other hand, the planar spiral antenna, especially the equi-angular
type, has a very wide frequency bandwidth 4, Unfortunately, this simple design
radiates to both sides of the spiral plane, while most applications require a unidi-
rectional pattern. To overcome this difficulty over a large bandwidth, the usual
approach is to place a lossy cavity on one side of the spiral to absorb undesired
radiation. This cavity-backed planar spiral was perfected more than a decade
ago at several industrial firms. It yields wideband frequency coverage of 2 - 18

GHz or more.

The recently developed sinuous antenna S resembles the cavity-backed spi-
ral in both electrical and physical characteristics and is capable of radiating lin-
ear polarizations that do not rotate with frequency. This means that such

antennas having more than two arms can produce dual polarization of either the

linear or circular type.




The lossy cavity of the spiral and sinuous antennas has two undesirable

effects:

1. At least half of the radiated power is lost in the

dissipative cavity, and

)

The cavity is deeper than the radius of the spiral, thus
rendering it unsuitable for low-profile surface mount-
ing.

To avoid the gain loss and system noise increase due to the lossy cavity, the
planar spiral can be designed with the backing of a lossless cavity 6 or a conduct-
ing plane 7. However, only very modest bandwidths of less than 40% have been

reported for such designs to date.

When a low-profile and a broad bandwidth are of primary consideration,
one wonders whether a spiral-shaped microstrip antenna could achieve both
characteristics. Wood 3 initially investigated this possibility. One of his exper-
imental models was a single microstrip line wound as an Archimedian spiral to a
radius of about one wavelength at 10 GHz on a polyguide substrate 1.59 mm
thick. He concluded that the achievement of wideband operation analogous to
the conventional spiral is not feasible because the radiation patterns tend to

exhibit a large axial ratio.

Other researchers have made significant contributions leading to the pres-
ent state of the art, but their zeal was probably dampened by Wood’s disappoint-
ing conclusion. At least that was the case for the co-author of this paper who
demonstrated 8 an excellent impedance match over a 2.7:1 band for a spiral only
0.032 wavelengths above a groundplane at the lowest frequency. The electrical

thickness of the dielectric substrate was about 0.066 wavelengths.

About the same time, Waller and Mayes 9 were experimenting with single
arm spirals over flat (microstrip configuration) and conical ground surfaces.

Their demonstration of a 2:1 pattern bandwidth was promising enough to lead to
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further research. Drewniak and Mayes’ measurements on a single-arm log-spiral
over a conical ground surface provided insight into how such antennas work 10,
though their best performance came from an annular-sector radiating line
antenna 11, To date all the single-arm models have suffered from the skewing of

patterns off broadside.

Recently Nakano 4 reported a theoretical investigation which indicated that
poor radiation patterns are due to the residual power after the electric current
on the spiral has passed through the first-mode radiation zone (which is on a
centered ring about one wavelength in diameter). Thus if we can remove the
residual power from radiation, we should be able to obtain excellent radiation

patterns over a very wide bandwidth.

A simple technique for removing the residual power is to place a ring of
absorbing material at the truncated edge of the spiral outside the radiation zone.
This scheme allows the absorption of the residual power which would radiate in
"negative” modes, causing deterioration of the radiation patterns, especially their
axial ratio. Also the first-order rotational asymmetry of patterns can be elimi-
nated by the use of two arms rather than one. This approach makes feeding less
convenient, but it is a more reliable remedy than increasing the single-arm wrap

rate.

This paper presents the experimental results of a study of two-arm spiral
antennas closely spaced over a ground surface. Various dielectric substrates,

edge loading techniques, and ground spacings are considered.

2. BANDWIDTH

Before examining the parametric studies, we will discuss performance band-
width since that is the motivation for this effort. As there are many definitions of
bandwidth, each important for a different application, we characterize
bandwidth by presenting an array of patterns for a rather arbitrarily selected

hardware configuration. The configuration is similar to that shown in Figure 1,
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except that the spiral is Archimedian, with a separation of about 1.9 lines per
inch. Figure 2 demonstrates that for a spacing of 0.145 inch the impedence band
is very broad -- more than 20:1 for a VSWR below 2:1. The band ends depend
on the inner and outer terminating radii of the spiral. The feed was a broadband
balun 12 made om a 0.141 inch semi-rigid coaxial cable, which made a feed
radius of 0.042 inch. It was necessary to create a narrow cavity in the ground-
plane in order to clear the balun. The cavity’s radius was 0.20 inch, and its depth,

2 inches. This cavity also affects the high frequency performance.

These parameters worked well, though they were by no means optimal.
Better matches were obtained over narrower bands for other configurations.
Figure 3 shows the VSWR of a log-spiral 0.3 inch above a similar ground plane

and balun. Both spirals, incidentally, were complementary.

The outer radius was 1.5 inch with foam absorbing material extending from
1.25 to 1.75 inches. It seems intuitive that if this terminating absorber is good
enough, the antenna match can be extended far below the frequencies at which
the spiral radiates significantly. More importantly, at the operating frequencies,
the termination eliminates currents that would be reflected from the outer edge
of the spiral and disrupt the desired pattern and polarization. These reflected
waves are sometimes called negative modes because they are polarized in the
opposite sense to the desired mode. Thus, their primary effect is to increase the

axial ratio of the patterns.

The patterns for this antenna (d = 0.145) are shown in Figures 4 through
11. The patterns are normalized to the actual gain of the antenna. Since we are
measuring circular polarization with a linear probe antenna, the levels recorded
are about 3 dB below the actual gain. The scale is marked "dBiL" to remind us

of this fact.

For an engineering model, the antenna operates well from 2 to 14 GHz, a

7:1 band. Itis to be expected that the detailed engineering required to produce a
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commercial antenna would yield excellent performance over this range. The
gain is higher than that of a 2.5" commercial lossy-cavity spiral antenna up
through 12 GHz, as shown in Figure 12. (We feel that the dip at 4 GHz is an
anomaly.) This figure also shows gain curves for a groundplane spacing of 0.3
inch. The Archimedian version of this design demonstrates a gain improvement
over the nominal loaded-cavity level of 4.5 dBi (with matched polarization) over
a 5:1 band. The gain of the 0.145 inch spaced antenna is lower because the sub-
strate was a somewhat lossy cardboard material rather than the light foam used

for the 0.3 inch example.

Similar pattern performance for other spiral configurations has been
reported elsewhere. The log-spiral has been shown to behave in an essentially
identical manner to the Archimedian design in microstrip configurations 13,14,
It has also been shown to perform very well when conformed to a curved surface
13,15, Log-periodic antennas have recently been developed in circular shapes
and with loaded cavities similar to the standard broadband spiral antennas.
Examples are the interlog 16 and the sinuous antennas 5. We have no reason to
believe that these antennas cannot be configured as broadband microstrip anten-
nas similar to the spirals. We have designed and built a microstrip sinuous

antenna, and it is presently being tested.

3. EFFECT OF SUBSTRATE

Only two basic parameters of the substrate have been studied to date: thick-
ness, and dielectric constant. We found, as expected, that a decrease in thickness
caused the band of high gain to move upward in frequency, subject to the
limitation imposed by the inner truncation radius. Figure 13 shows gain plotted
at several frequencies as a function of spacing for the "substrate” air. At low fre-
quencies, the spiral arms act more like transmission lines than radiators as they
are moved closer to the groundplane. They carry much of their energy into the

absorber ring, and the gain decreases.
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At high frequencies, gain generally increases with reduced spacing, indicat-
ing that the lines are better radiators when they are less than a quarter wave-
length from the groundplane. This is consistent with our theory 15, but differs
from the apparent assumption of Nakano, et al. 7 that the optimum spacing
should be a quarter wave. For these types of antennas, we have found that effi-
cient radiation generally takes place when the spacing is far below the quarter
wave "optimum". We have observed a gain enhancement over that of a loaded
cavity for frequencies that produce a spacing of less than 1/20 wavelength. If one
is willing to tolerate gain degradation down to 0 dBi at the low frequencies, as
found in most commercial spirals, the spacing can be as small as 1/60th wave-

length.

The effect of the presence of high-dielectric-constant material was studied
in two ways: with and without a groundplane. To investigate the case of no
groundplane both calculations and measurements were used, and the results are
reported elsewhere 15, The basic conclusion was that patterns degrade in the
presence of a dielectric substrate; the higher the dielectric constant, and the
thicker the substrate, the more seriously the patterns degrade. In this paper, we
will show that, even though dielectric substrates cause pattern degredation, it is
possible to design spiral microstrip antennas with acceptable performance over a

narrower frequency band.

The case of dielectric substrates between the spiral and the groundplane
was studied for materials of relatively small dielectric constant, the greatest being
4.37. As is shown in Figures 14 through 17, little degradation was found ath
these frequencies. The upper pattern in each of these figures was measured on
the configuration of Figure 1; while the lower patterns are for the same configu-
ration, with 0.063 inches of fiberglass substituted for 0.14S inches of air. In both
of these configurations the electrical spacing is the same (within 10 %). If the

electrical spacing is considered to be more important the other spiral dimen-
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sions, the upper pattern at 9 GHz can be compared with the lower pattern at 10
GHz (also 10 with 11 and 11 with 12), where the electrical spacings are nearly

the same.

4. EFFECT OF EDGE LOADING
The use of edge loading to suppress reflections from the outer ends of the
spiral arms is well known. We investigated several configurations, most notably

foam absorbing material and magnetic RAM material.

For the foam case, we compared log-spirals terminated with a simple circu-
lar truncation (open circuit) and a thin circular shorting ring. There was no dis-
cernable difference in performance. The magnetic RAM absorber was tried on
open-circuit Archimedian and log-spirals with spacings of 0.09 and 0.03 inches.
Figures 18 and 19 show the VSWR for 0.10 inch foam and 0.09 RAM respec-
tively. Clearly, the magnetic RAM is not nearly so well behaved as the foam. In
addition to the gain loss caused by the VSWR spikes, the patterns showed a
generally poor axial ratio, indicating that the magnetic RAM did not absorb as
well as the foam. In our measurements, the loading materials were always
shaped into a half-inch wide annulus, half within and half outside the spiral edge.
The thickness was trimmed to fit between the spiral and the groundplane or in
the very close configurations it was mounted on top of the spiral. Since this top-
mounting partially defeats the purpose of the low-profile approach, an alterna-
tive loading technique is being sought. Materials under consideration include

Aquadag.

5. CONCLUSION

The spiral microstrip antenna has been demonstrated to work well over a
multi-octave band. It provides gain enhancement over the conventional lcaded-
cavity configuration over a 5:1 band and the desired stability of input impedence

over a 20:1 band. A gain of 0 dBi can be achieved at frequencies where the
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spacing is as little as 0.02 wavelength in air, and dielectrics can be used with mini-

mal pattern degradation provided that the dielectric constant is low. Moderate

edge loading can be obtained with absorbing foam.

ACKNOWLEDGEMENTS

The authors are pleased to acknowledge the support and encouragement of
Mr. Robert L. Davis for this research. They also thank Jason Goth, Robert Zim-

mer and Amy Jacoby for assembly and measurement work.

422




10.

11.

12.

REFERENCES

Munson, R. E. (1974) Conformal Microstrip Antennas and Microstrip
Phased Array, IEEE Trans. Ant. Prop., Vol. AP-22, pp. 74-78.

Pascen, D. A. (1983) Broadband Microstrip Matching Techniques, Proc.
1983 Antenna Appl. Symp., EM Laboratory, Univ. of IL, Urbana, IL.

Wood, C. (1979) Curved Microstrip Lines as Compact Wideband Circu-
larly Polarized Antennas, IEE Microwaves, Optics and Acoustics, Vol. 3,
pp. 5-13.

Rumsey, V. H. (1966) Frequency Independent Antennas, Academic Press,
New York.

DuHamel, R. H. (1986) Dual Polarized Sinuous Antennas, European Pat-
ent Application No. 019 8578, (U.S. Patent No. 703042, 1985.)

Hansen, R. C,, Ed. (1966) Microwave Scanning Antennas, Vol. 2, Array
Theory and Practice, Academic Press, New York, pp. 116-127.

Nakano, H., Nagami, K., Arai, S., Mimaki, H., and Yamauchi, (1986) J. A
Spiral Antenna Backed by a Conducting Plane Reflector, IEEE Trans.
Ant. Prop., Vol. AP-34, pp. 791-796.

Wang, J. J. H. (1985) A Study of the Spiraphase and Anisotropic Sub-
strates in Microstrip Antennas, Interim Report RADC-TR-85-146, Rome
Air Development Center, Griffiss AFB, N.Y. ADA159862

Waller, R. W., and Mayes, P. E. (1985) Development of a Flush-Mounted
Equiangular Spiral Antenna, Electromagnetics Lab Report No. 85-3, Univ.
of IL, Urbana, IL.

Drewniak, J. L., Mayes, P., Tanner, D., and Waller, R. (1986) A Log-
Spiral, Radiating-Line Antenna, IEEE AP-S Intemational Symposium
Digest, Philadelphia, p 773.

Drewniak, J. L, and Mayes, P. E. (1989) ANSERLIN: A Broad-Band,
Low-Profile, Circularly Polarized Anteuna, IEEE Trans. Ant. Prop., Vol.
37, pp. 281 - 288.

Duncan, J. W., and Minerva, V. P. (1960) 100:1 Bandwidth Balun Trans-
former, Proc. of IEEE, Vol. 48, p. 156 - 164.

423




13.

14.

15.

16.

Wang, J. J. H. and Tripp, V. K. (1990) Design of Broadband, Conformal,
Spiral Microstrip Antennas, 1990 URSF Radio Science Meeting,
Dallas, p.18.

Wang, J. J. H., and Tripp, V. K. (1989) Design of Multi-Octave Spiral-
Mode Microstrip Antennas Submitted to IEEE Trans. Ant. Prop.

Wang, J. J. H., and Tripp, V. K. (1990) Spiral Modes and the Design of
Multi-Octave Microstrip Antennas Submitted to Journal of EM Waves and
Applications.

Hofer, D. A, Kesler, O. B, Loyet, L. L., (1989) A Compact, Multi-
polarized, Broadband Antenna, 1989 Antenna Appl. Symp., EM Labora-
tory, Univ. of IL, Urbana, IL.

424




18 -in diameter

3-in diameter
spiral

absorbing
material

3-indiameter

Z, spiral
—~8
d 1/2in wide ring
l of absorber

\
coax balun —/ ground plane

Figure 1. A spiral microstrip antenna configuration.
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ABSTRACT
EXTERNAL LENS LOADING OF CAVITY-BACKED

SPIRAL ANTENNAS FOR IMPROVED PERFORMANCE
George J. Monser
The Raytheon Company

Electromagnetic Systems Division
Goleta, CA

This paper presents the results of an empirical
study to improve the performance of a log-spiral, cavity-
backed antenna.

It is shown that an external lens over the antenna
can be designed to yield improved on-axis gain at Fygy,
minimum perturbance over the middle of the band, and
improved off-axis gain at Fyigy (approximately 2xFypqy) -

Four antenna/lens assemblies were evaluated to

support the reproducibility of the design.
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EXTERNAL LENS LOADING OF CAVITY-BACKED
SPIRAL ANTENNAS FOR IMPROVED PERFORMANCE
George J. Monser
The Raytheon Company

Electromagnetic Systems Division
Goleta, CA

SUMMARY
This paper presents the results of an empirical study
effort to improve performance of a cavity-backed spiral
antenna by external loading.

Data and analysis are presented showing that the
technique is feasible and attractive, yielding gain
improvements of 1 to 2 dB over conventional techniques.

1.0 INTRODUCTION

This paper describes the empirical development of an
external lens over a cavit /-backed spiral antenna. The
purpose of the lens was to reshape the radiated energy to
achieve the required minimum gain on antenna boresight
and at +60° with respect to boresight.

Uniquely, the lens was required to slightly narrow
the pattern at F; .,y for more on-axis gain, minimally
perturb the patterns midband, and at 2 x Frow to achieve

significant beam-broadening for more off-axis gain.
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2.0 BASIC ANTENNA

Figure 1 shows a photograph of the antenna without
any lens over the circuit-board. Here, a log-spiral was
printed on the Duroid 5880 substrate, and only slight
absorber loading was used within the cavity so as not to
reduce the forward gain.

The basic antenna was fed through two equal-length,
0.085 inch diameter semi-rigid cables and an external
Magic-Tee so that maximum effort could be given to
developing the lens. Figure 2 shows a cross-section of
the basic antenna.

3.0 LENS

Two candidate materials were chosen for the lens:
acrylic with dielectric constant of about 2.7; and Teflon
with a dielectric constant of about 2.04. Both materials
had low-loss tangents over the frequency band, and both
materials were easily machined to size and contour.

Figure 3 shows a photograph of some of the lenses
evaluated with the antenna. Each lens had a small
clearance area around the feed-points. For preliminary
tests, the lenses were taped in position. For final

tests, they were cemented in position.
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4.0 TEST RESULTS (BASIC ANTENNA)

Figure 4 shows how the 3 dB beamwidth varies with
frequency without any lens over the antenna. Figure 5
shows on-axis gain versus frequency.

Analysis of the beamwidth and gain data confirmed
that the requirements could not be met without a lens.

The lens would be required to accomplish the
following objectives:

(1) Provide beamwidth narrowing over the lower part
of the band to improve on-axis gain without significantly

affecting the edge-of-view gain.

(2) Over mid-band, the lens should leave the
patterns and gain unchanged.

(3) Provide significant beam-broadening over the
upper part of the band, trading on-axis gain for edge-of-
view gain.

5.0 TEST RESULTS (LENS-LOADED ANTENNA)

Figure 6 shows the minimum linear gain on-axis and
at the edge of the field of view. Both curves represent
performance to the 90 percentile levels (i.e., 90% of the
data equals or exceeds the required data). This data was
achieved using the serrated, contoured Teflon lens.

Figure 7 shows the VSWR for the individual arms of
the spiral. Figure 8 shows the on-axis axial ratio.
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Figure 9 shows on-axis gain versus frequency for the
lens-locaded antenna.
6.0 DISCUSSION

The basic antenna showed deficiencies versus the
requirements when evaluated without a lens. In
particular, the beamwidths showed considerable
variability and narrow pattern coverage near Fyigy-

Here, absorber loading within the cavity could have been
used at the expense of gain for improved pattern
performance. However, from a gain viewpoint, it appeared
that a better approach would be to use an external lens.

Analysis of the data led to the following
requirements: (1) The lens should provide for a slight
gain improvement near Fpny; (2) the lens should not
perturb mid-band performance; and (3) the lens should
yield significant beambroadening near Fyigy-

In the design process, the lens dielectric loading
near the periphery and near the center were used, but for
different reasons (see Figure 10). The peripheral
loading objective was to enhance gain near Fp,y while the
center-loading objectives were to broaden the beamwidth
and reduce on-axis gain near Fyrgy-

The extent of realizing the above objectives is

illustrated in Figure 4. Here, the beamwidths with lens
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loading (dotted curves) are shown for ready comparison to
the basic antenna without any lens. Figures 5 and 9 can
also be compared. There, the effects of the lens on on-
axis gain are apparent. Namely, the lens improves gain
near Fpaou-

7.0 CONCLUDING REMARKS

This effort has shown the following results.

(1) A simple external lens can be used to improve
cavity-backed spiral antenna performance.

(2) In particular, the lens simultaneously improves
gain over the lower part of the band and broadens the
coverage over the upper part of the band.

(3) Compared to conventional techniques (such as
absorber loading in the cavity and lossy terminations of
the spiral windings, both of which improve pattern
performance at the expense of gain), the lens-loading
achieves the same results without reducing gain.

(4) A total of four antennas with lenses were
evaluated. Three of these units are shown in Figure 11.
Results showed excellent correlation supporting the

reproducibility of the empirically-designed lens.
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A COMPACT BROADBAND ANTENNA

Sam C. Kuo and Warren Shelton
GTE Government Systems
100 Ferguson Drive
P.O. Box 7188, Mt. View CA 94039

457




The log-periodic dipole antenna (LPDA) theoretically provides an infinite
bandwidth; therefore, it is invariably proposed when an application demands
broadband antennas. In practice, the lowest frequency at which LPDAs are able to
operate is limited by the length of the largest dipole. For a conventional LPDA that
uses linear wire dipoles as radiators, the length of the largest dipole is on the order
of one-half wavelength at the lowest operating frequency. This physical require-
ment precludes the use of LPDAs in some circumstances.

The conventional LPDA, shown in Figure 1, is defined primarily by two
design parameters: alpha, the enclosed half angle, and tau, the ratio of the distance
between or the lengths of adjacent dipoles. Alpha controls the length of the antenna
structure, and tau determines the number of dipole elements. LPDAs with alpha
smaller than 15° and tau greater tnan 0.9 generally exhibit moderate gain and direct-
ivity. These LPDAs also characteristically provide uniform performance because a
relatively large tau provides many nearly resonant dipoles in the active region of the
structure.

For each alpha, there exists an optimum value of tau. Deviation from the
optimal value tends to result in a degradation in antenna performance. However,
for alpha less than 15°, the LPDA will tolerate a relatively large range of tau without
significant performance degradation. For these reasons, most size-reduction
experiments in the microwave frequency region have been conducted on LPDAs
with relatively small alpha angles. An example is the reduced-size antenna
described in a U. S. Patent by J. C. Pullaral. The antenna disclosed therein is

characterized by an alpha angle of 12° and a tau of 0.95.
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Figure 1. Design Parameters of the Log-Periodic Dipole Antenna

The difficulty in reducing the width of the LPDA increases as the alpha
angle of the LPDA increases. To date, I am not aware that anyone has yet
successfully reduced the width of microwave LPDAs to 50 percent with an alpha
equal to or greater than 45°. The difficulty in foreshortening a LPDA with an alpha
of about 45° lies in the conventional LPDA itself. As a result, broadband LPDAs
with alphas greater than 45° are not commercially available for operating up to
Ku-band frequency range.

The incentive to develop a broadband LPDA with a large alpha becomes
apparent when it is understood that the boom length of an LPDA with a 45° alpha is
approximately one-fifth that of an LPDA with an alpha of 12°. There are instances
when the size restrictions will apply to both the length and the width of the LPDA.

Specifically, when a short LPDA is required due to space limitation, alpha has to be
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increased. In order to optimize performance, the value of tau must be decreased if
the alpha is increased much over 15°.

The art of designing antenna structures with short booms and large alphas
1s not well known; and there has been very limited investigation of the performance
and anamolies of these LPDAs. One study by Bantin and Balmain resulted in an
outstanding paperz. The authors, however, did not provide any practical solutions.
(They did recommend using extremely large values of taus, such as 0.96, for
LPDAs with larger alpha; however, this is very difficult to achieve in practice,
especially in the microwave frequency range.)

The anomalies associated with the LPDAs mentioned above, however, do
not apply to those operating at HF or low VHF because these LPDAs are excited
differently from the microwave ones. The LPDA is a balanced antenna and, there-
fore, must be excited by using a balun for coaxial (unbalanced) systems. LPDAs
operating at HF or low VHF are usually excited by a combined balun/transfomer
attached to the small end of the structure because the size of the balun/transformer is
small compared with the lengths of the small dipole radiators. This gives low-
frequency LPDAs an advantage over microwave antennas because the balanced
transmission line used to excite the dipoles can be made to have a very high charac-
teristic impedance. The higher the characteristic impedance of the LPDA feedline,
the easier it is for the excitation currents to be coupled into the dipole radiators.

A broadband LPDA operating at microwave frequencies, unfortunately, cannot
tolerate such a large device at the small end of the antenna and, thus, is usually

excited by using the "infinite balun” technique. Since the infinite balun is usually
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made of 50-ohm coaxial cable, which is also an integral part of the feedline, a
balanced feedline with high characteristic impedance will introduce high VSWR.
For conventional LPDAs with relatively small alphas and appropriate taus, it
is generally adequate to excite the antenna with a balanced feedline with a charac-
teristic impedance as low as 100 ohms because there are sufficient nearly resonant
dipoles in the active region to radiate most of the excitation current. The amount of
residual current, which goes on to excite the larger dipoles, will not degrade the
performance of the antenna. However, when the alpha is 45° or more, LPDAs with
linear dipoles and low feedline characteristic impedances will have anomalies
caused by too few nearly resonant dipoles in the active region. Some of the exci-
taton current will pass through the active region and introduce anomalies at other
frequencies. These anomalies can be in the form of high backlobe levels which
occur at frequencies where the active region is approximately (2n+1) A/4 from the
open truncation of the balanced feedline. If a shorted termination is used instead of
an open at the end of the feedline, the anomalies will shift to different frequencies.
Another form of anomaly is the excitation of the 3/2- or 5/2-wavelength
dipoles by the residual currents. When this happens, the E-plane radiation pattemns
will have narrower beamwidth and sidelobes. These can be eliminated by simply
increasing the charactenistic impedance of the balanced feedline (i.e., increasing the
spacing of the feedline). A higher-impedance feedline will allow more energy to be
coupled to the dipoles, thus decreasing the residual current. This can be
demonstrated by an LPDA with a 45° aipha and a tau of 0.80. When a relatively
low-characteristic impedance feedline (90 ohms) is used, the swept-frequency gain

and radiation patterns both show anomalies. The dips in the swept-frequency gain,
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shown in Figure 2, represent an increase in the backlobe level of the radiation
pattern at those frequencies. The radiation pattern measured at a gain-dip frequency
is shown in Figure 3 and is characterized by a very high backlobe. When the
characteristic impedance of the feedline is increased to 200 ohms, the anomalies are
gone, as shown in Figure 2. However, this technique can be used only for LPDAs
operating at relatively low frequencies where a balun/transformer can be placed at

the feedpoint without perturbing the antenna performance.

1 I L

m——— HIGH CHARACTERISTIC
IMPEDANCE FEEDLINE L]

LOW CHARACTERISTIC
IMPEDANCE FEEDLINE

5db

%
A
<

START  0.50000000 GHz
STOP 3.00000000 GHz

Figure 2. Swept Gain of a Short, Microwave LPDA with Linear Dipoles
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New techniques that can eliminate these anomalies in short, microwave frequency,

broadband LPDAs, are very desirable. An in-line transformer, formed by tapering

the center conductor of the feedline, can provide some limited impedance transfor-

mation, but the cost is high, and the fabrication is difficult.

Another design

method is to replace the linear dipoles with radiators having a lower Q, such as the




triangular dipole. The Q of the dipole decreases as the base of the triangle
increases. These lower-Q, triangular radiators will couple more energy from the
feedline than will linear dipoles, with an effect identical to that achieved by
introducing additional radiators into the active region. LPDAs with triangular
dipoles and alphas smaller than 25 degrees have more uniform pattern and VSWR
performance than those with linear dipoles. Feedlines with characteristic imped-
ances as low as 75 ohms (which provides a nearly optimum match to the 50 ohm
coaxial cable) have been used without any noticeable anomalies. Triangular-tooth
LPDAs with alphas of 45° and with variable-impedance feedlines have also been
built and tested at GTE, with no anomalies observed.

A disadvantage of the triangular-dipole, however, is that it resonates at
frequencies higher than a linear dipole of the same length. For a triangular-dipole
having a height-to-base ratio of 5 :1 (where "height” is defined as one-half of the
dipole length), the triangular dipole is approximately 20 percent longer than a linear
dipole that resonates at the same frequency. Thus, an LPDA with such triangular-
elements must be 20 percent wider and longer than one with linear dipoles oper-
ating over the same frequency range. This clearly is not desirable, inasmuch as the
prime purpose of using the triangular-elements is to reduce the size of the antenna.

We developed a new configuration to reduce the width of a short LPDA -
with the goal of making one whose physical size is equal to or smaller than
6 inches by 6 inches and that will cover the frequency range of 0.5 to 18.0 GHz.

This proposed antenna has a mixture of triangular, linear, and size-reduced dipole
elements and may be viewed as being divided into four regions as shown in

Figure 4. Region | includes a group of solid triangular dipoles. Region 2 is a
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Figure 4. Configuration of the Proposed Antenna

transition region consisting of triangular dipoles that exhibit a gradually decreasing
base-to-height ratio as the lengths of the dipoles increase. Thus, the triangular
dipoles gradually become linear dipoles. Region 3 contains conventional linear
dipoles (possibly just a single linear dipole). Region 4 contains size-reduced
dipoles where the width reduction of the LPDA is achieved.

In order to demonstrate this technique, an LPDA with this configuration

was fabricated and tested using an alpha with 45°and a tau of 0.80. (See
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Figure 5.). Some of the size-reduced dipoles used in this investigation were of the
type introduced in "Size-Reduced Log-Periodic Dipole Armmay Antennas,"” Micro-
wave Journal, Dec. 1972. This type of size-reduced dipole, can in practice, achieve
a maximum size reduction of 40 percent; so only two of these are used in

Region 4. Since the last radiator requires reduction up to 50 percent, one of two

other types of size-reduced dipoles must be used.

Figure 5. Picture of the Proposed LPDA

The first type is similar to the above-mentioned foreshortened dipole except

that the thickness of the rectangular-shaped portion is increased, as shown in
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Figure 6. The reduction factor increases as the thickness of the fat part of the
dipole increases, while the size of the stem is kept constant. However, the
thickness of the loaded section is limited to 0.25 inch for this application in order to

keep the LPDA from being too bulky or heavy.

(a)

(b)

Figure 6. Size-Reduced Dipole

The other type of size-reduced dipole, which can be used as the largest
linear dipole and can achieve a size reduction greater than 50 percent , is shown in
Figure 7 (US Patent, 4,814,783). This type of dipole can be made to have the
same resonant frequency as a linear dipole that is 2.5 times longer. If this second

type of size-reduced dipole is used for the last radiator, the thickness of the LPDA
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Figure 7. A Size-Reduced Dipole

can be limited to approximately 0.10 inch as compared with 0.25 inch when the
structure of Figure 6 is used.

Another novel feature of this antenna is the use of a balanced feedline with
variable characteristic impedance. At the feed point, the characteristic impedance is
100 ohm or less. The characteristic impedance of the feedline is increased by
increasing the spacing of the balanced rwo-wire feedline. Thus, the characteristic

impedance of the feedline near Region 2 is over 200 ohms and is even higher in
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Regions 3 and 4. This configuration of feedline will provide a good match to the
50-ohm coaxial line at the feedpoint and yet have a higher characteristic impedance
where the Q of the dipoles is also higher because of their shape change or fore-
shortening. The gradual change of the feedline spacing provides a natural imped-
ance fransformation and will provide a good VSWR over the entire operating range.
This can be seen from the measured VSWR  as shown in Figures 8 and 9.

E-plane radiation patterns measured at frequencies in all four active regions
are shown in Figure 10. Typical H-plane radiation patterns, measured in
Regions 1 and 4, are shown in Figure 11 to demonstrate the change in directivity.
The directivity of the radiation patterns decreases as the operating frequency
decreases, because of the configuration change of the dipole radiators. The
absolute gain of this antenna in Region 1 (above 2 GHz) is about 5 dBi and
decreases to approximately 4 dBi in Region 3 and 3 dBi in Region 4 (below
1.0 GHz). At 500 MHz, the absolute gain is approximately 1 dBi. The swept-
gain data showed no gain dropout anomalies.

These experimental results demonstrate that a 6" by 6" LPDA can be
designed to operate over the 0.5-to-18 GHz frequency range with good electrical
performance without anomalies. The reduction in gain and directivity at the lower
operating frequencies is caused by the size reduction of the dipoles and should be

accepted as the price paid for the reduced size.
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Figure 10. Measured Z-plane Patterns




Figure 11. Measured H-plane Patterns
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REDUCED PROFILE LOG PERIODIC DIPOLE ANTENNA
DESIGNED FOR COMPACT STORAGE AND SELF DEPLOYMENT

G. D. Fenner, J. Rivera and P. G. Ingerson

TRW, INC.

Redondo Beach, California
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ABSTRACT

A wideband, log periodic dipole antenna is designed for easy transpor-
tation and deployment requiring a significantly reduced unobstructed space
for operation. The longest dipole elements are reduced in length and flat-
tened and tapered in shape to allow bending for self-deployment. To main-
tain antenna performance in the frequency band of the foreshortened ele-
ments, several options were considered, including helices, “dumbbell”
shaped elements, and inductive loads near the center of the dipole element
lengths. Inductive loads at the base of the elements are selected to allow the
elements to fold for temporary storage and to deploy easily. Results show
that accounting for mutual coupling between elements has a negligible ef-
fect on the inductance values selected for optimum performance. The shap-
ing of the dipole elements alters their characteristic impedance and requires

compensation in the feeder impedance.
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1.0 Background

A log periodic dipole array (LPDA) is a medium-gain, wide
bandwidth, linearly polarized antenna with relatively frequency-independent
performance over its operating band. A standard LPDA is defined by its
scale factor, tau, and its apex angle, alpha (Figure 1). The lengths of adja-
cent dipole elements are related by the scale factor tau, and their spacing is

then determined by alpha.

_ -k = l
Pirection of Radiation l
Y

—

-—

Alphg -~
<B\‘a j Lo tau = Ly /Lp-1
Feed Point 74

™ —
-~

Figure 1. Standard LPDA Design

The LPDA is in a class of antennas known as “backfire”. It is fed at
the front end (toward the apex), and a transmission line supports a slow
wave moving from the front to the rear of the antenna. The energy is radi-
ated back toward the apex when it reaches a section of the LPDA where the
dipoles are nearly one-half wavelength long. The group of dipoles radiating
energy at a given frequency is known as the “active region” and contains
about three elements, depending on the design parameters. In a correctly
designed LPDA, almost all of the energy is coupled from the feed line by
the active region, which allows the antenna structure to be arbitrarily trun-
cated at any point past the active region without reflected energy interfering
with the radiation patterns or input impedance. The shorter elements pre-

ceding the active region act as shunt capacitive loads on the transmission
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line, and are a primary factor in determining the input impedance of the
antenna. Through the use of crossed dipoles, the antenna can Le operated in
circular polarization. The antenna’s overall width is determined mainly by
its low-frequency cutoff since the longest dipoles must be approximately

one-half wavelength at cutoff.

The size of the LPDA can be significantly reduced by foreshortening
and electrically loading the longer sets of dipoles, allowing the antenna to
be deployed and operated in a smaller space. For operation in the Mega-
hertz and lower frequency bands, this may offer a significant improvement
in ease of handling and setup. The antenna can also be stored in a very
compact configuration for transportation by folding the elements. The de-

sign of such an LPDA is discussed in this paper.

2.0 Foreshortened Elements

In an LPDA, the low-frequency cutoff is determined by the length of
the longest dipole. To reduce the size of the antenna while maintaining the
operational bandwidth of a full-size antenna, the elements are shortened

and modified so that their electrical lengths remain unchanged.

Quite a few methods are available for shortening a dipole while main-

taining its electrical length, including:1, 2

— capacitive loading
— series inductive loading

— helices

each of which has advantages and disadvantages for this application.
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Capacitive Loading

This type of loading can be accomplished in several forms, as shown in

Figure 2.
] - L] Q )
U
a. Capacitive disk b. Capacitive ¢c. Ca aciﬁve
(dumbbell) loading sheet loading “TE loading

Figure 2. Capacitive Loading of Dipole Elements

Compared to series inductive loading and helices, capacitive loading
results in the lowest values of element Q for a given amount of foreshorten-
ing. Low Q is desirable because high-Q elements reduce the number and
bandwidth of elements in the active region of the LPDA and lead to vari-

ations in RF performance.

Series Inductive Loading

This type of loading can also be accomplished in several ways; either
with a lumped element inductor or with a length of coaxial line in series

with the element. Figure 3 illustrates these methods.
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a. Mid-element b. Inductive c. Series-coax
inductive loading base loading inductive loading
Figure 3. Series Inductive Loading
Helices

Helix wire dipoles are a version of inductive loading in which helical
dipoles, rather than straight rods, are used as the elements. In this case the
inductive loading is distributed along the length of the element rather than

lumped as in inductive base-loading.

Of the loading methods considered, inductive base-loading is chosen
for the reduced profile LPDA primarily for mechanical reasons. The dipole
elements are made of thin strips of heat-treated beryllium-copper (BeCu)
so that their mechanical properties are similar to that of a metal tape meas-
ure. To minimize design variations throughout the LPDA, BeCu was used
for all of the antenna elements. By using heat-treated BeCu, the elements
can be easily folded for storage. Series-coax inductive loading would be
difficult to implement with such elements. Capacitive loading would put too
much weight at the ends of the elements, causing them to collapse. In addi-
tion, most of the capacitive loading methods would likely cause damage or
tangling of the elements during deployment. Mid-element inductive loading

offers some improvement in radiation efficiency over base-loading,3 but at
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the expense of mechanical complexity and added weight toward the ends of
the elements. Helical dipole elements, though effective in reducing the re-
quired element length, would be extremely difficult to build so that they

would fold for storage, and they would certainly tangle upon deployment.

3.0 Electrical Design

An LPDA design is driven by the performance required throughout the
band. Based on the minimum operationai space available in this application,
it is necessary to shorten the four longest sets of dipole elements to the
same length as the fifth set of elements (this is a maximum foreshortening
of 31%). Space restrictions also drive the overall length of the antenna, even
though it has been shown that extra sets of elements and an increasing tau

through the truncated region improves performance.4

To analyze and implement the truncated design, the following steps

were taken:

1. The design of a full-width LPDA is established. This sets the tau
and alpha of the basic design.

2. The resonant frequency of the full length elements which are to be

shortened is determined.

3. The elements are shortened to the desired length and the base
impedance of each element is adjusted until they resonate at the
same frequency as the corresponding full length element.

This method provides the amount of inductance necessary to reso-
nate each shortened element at the same frequency as its full

length counterpart.

This procedure was adopted after it was determined that the inductive

loading at the base of each element has an insignificant effect on mutuai
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coupling between elements, and hence on performance. The coil is attached
in series at the base of each shortened element. This assembly can be easily
mounted on a ground plane to verify that it resonates at the desired fre-
quency. It is then incorporated into the LPDA structure and is ready for

evaluation as part of the array.

4.0 Mechanical Design

The antenna is illustrated in Figure 4 and consists of the following

main components:

Stem. The stem is the central support structure for the entire LPDA. It
is an aluminum tube designed for stiffness and light weight. Its diameter is
chosen so that the separation between element pairs is a small fraction of

the wavelength.

Feed Line. The dipole elements are fed by BeCu strips mounted along
the outside of the stem. They function as strip transmission lines and use
the stem as the return path. The height of the strip above the tube and the

element configuration determine the antenna’s input impedance.

Dipole elements. The antenna employs four sets of elements for circu-
lar polarization. The BeCu digole elements are attached to opposite feed
strips. Elements longer than six inches have a concave cross-section for
stiffness and are heat-treated to allow them to spring straight after being
bent for storage. The element width is gradually tapered, which moves the
center-of-gravity of the elements away from the tips and reduces sagging.
The longer elements are reinforced at their feed points with support collars
attached to the stem. The heat-treated elements can be easily folded along

the stem and the entire array enclosed in a cylinder for compact storage and
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Figure 4. Reduced Profile Log-Periodic Dipole Antenna
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easy transportation. The cylinder can be rigid or made of a suitable flexible

material in which the elements are folded.

Radome. The fragile high-frequency elements are protected by a foam

radome which does not affect performance.

Coax cables. Coaxial cables are located in the interior of the stem.
They excite the four feed strips at the tip of the array, and provide a suit-
able RF connector at the back of the antenna. This method of exciting the
antenna requires the use of a beamforming network to achieve circular po-

larization.

Inductors. The inductors consist of magnet wire wrapped around a
threaded dielectric core and soldered in series between the feeder strip and
the base of the elements. The core is threaded to assure repeatability of
indu :a-ce values by maintaining uniform spacing between wire turns. The

design is illustrated in Figure 5.
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5.0 Characteristic Impedance of Shaped Elements

As stated in the previous section, the dipole elements are tapered in
width and are semi-flat, rather than being uniform round rods as in most
LPDAs. Boih the flattening and the tapering have an influence on the char-
acteristic impedance of the dipole elements. This is significant because the
feed line impedance required to achieve a desired antenna input impedance
is a function of the element characteristic impedance.5 The average charac-

teristic impedance, Za of a dipole element is
Z, = 120[In(h/a) - 2.25] (1)

where h/a is the length-to-radius ratio for a circularly cylindrical dipole
element. For elements that are not circularly cylindrical (see Figure 6), an
“equivalent h/a” is required, (h/a)eq. Elliott6 examines this for an ellipti-
cally shaped dipole, which leads to the following expression for equivalent
h/a:

(h/a) eq = h/[(b+c)/2] (2)

The elliptically shaped dipole is actually a general case which includes
the special cases of circular (where c=b) and flat rectangular (where c«b).

For the latter case, the equation reduces to

(h/a) oq= 210, (3)

Since w, = 2b, the above can be expressed as

(h/a)eqz 4h/wr (flat rectangular element). (4)
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Testing of circular, flat rectangular and flat tapered monopole elements
on a ground plane verifies the above relation experimentally, and also pro-

vides an empirical relation for flat tapered elements,
(h/a) eq” 8h/w,  (flat 4:1 tapered elements). (5)

The strip transmission line is designed using the above relation to

achieve the desired antenna input impedance.

wl
__JT.._

/4 /

— v, —

h

a. Circular b. Elliptical c¢. Flat rectangular d. Flat tapered

Figure 6. Dipole Element Types

6.0 Measurements and Results

The antenna’s radiation patterns (contours) and input impedance
(VSWR) were measured. Figures 7 and 8 show sample contours. The first
contour is for the LPDA with full-length elements, the second is at the same
frequency for the LPDA with truncated and base-loaded elements. Figure 9
illustrates the measured VSWR in the truncated region of the LPDA com-

pared to the predicted VSWR, showing good agreement.

7.0 Conclusions

Profile reduction of a large LPD antenna has shown itself to be feasible

and practical. Designing the elements for compact storage is an attractive
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Figure 7. Sample Contour of Untruncated LPDA
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Figure 8. Sample Contour in Truncated Region of LPDA—Same
Frequency as Figure 7.
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Figure 9. Measured and Predicted VSWR in Truncated Region.
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feature which does not sacrifice too much in RF performance. Inserting
inductive coils at the bases of the elements allows the antenna size to be

reduced, and does not prevent the elements from folding.

Analysis and tests show that the base loading does not significantly
affect the mutual coupling between elements. Hence, the procedure for de-
termining the amount of inductance required is straightforward; choose an
inductor which forces the shortened element to resonate at the same fre-
quency as its full-length counterpart. The inductor design is quite simple
and straightforward; no ferrite cores are required and there is no risk of

damaging the inductors or elements as the antenna is unfolded.

This technique can be attractive for low-frequency LP antennas. Fold-
ing the elements in a cylindrical shell allows the antenna to be easily trans-

ported in a minimum amount of space.

The shape of the elements affects their characteristic impedance and

must be considered in designing the antenna for a desired input impedance.
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A PRINTED CIRCUIT LOG PERIODIC DIPOLE ANTENNA WITH AN
IMPROVED STRIPLINE FEED TECHNIQUE

Jeffrey A. Johnson

GE Aerospace
Aerospace Electronic Systems
Utica, NY 13501

ABSTRACT

A printed circuit log—periodic dipole antenna with 100 percent bandwidth is introduced.
This antenna has an improved stripline feed technique that differs from those previously
found in the literature. A method of reducing the antenna width to less than A/6 at the
lowest frequency is also presented to permit the antenna to operate in a grating lobe free
phased array. Return loss, gain, and beamwidths are also presented.

1.0 INTRODUCTION

Operation of an active phased array over a wide bandwidth places severe requirements
on the individual radiators. Such radiators must demonstrate good impedance characteris-
tics, high gain, broad beamwidths, and be easily manufactured. In addition, for bandwidths
approaching the order of 100 percent, the element width must be less than a half-wave-
length at the low frequencies to fit into a grating lobe free array.

This paper presents a printed circuit log—periodic dipole (LPD) antenna designed to meet
these requirements. The design introduces a stripline feed technique that differs from those
previously found in the literature. This technique provides a wideband impedance match
using substrates of equal thickness and readily available design data. The dipole lengths
and separations were found by modifying the LPD spacing factor, O, to account for the
effects of the dielectric. The design also presents a practical method of reducing the ele-
ment width by shaping and loading the printed dipoles. Test results for a 6 to 18 GHz
design are also presented.

2.0 FEED DESIGN

The basic geometry of the feed structure along with the dipole placements is shown in
Figure 1. [t should be noted that there are three major transitions required for the feed
structure: the connector-to-stripline interface, stripline—to—parallel wire feed line balun
at the apex, and the termination of the paraliel wire feed line beyond the largest radiating
dipole. For the printed circuit LPD antenna, the transition between the stripline (SL) and
parailel wire (PW) line becomes the most challenging. This is because the stripline, which
brings the signal from the connector to the antenna apex, uses the two conductors of the
PW feed as its two ground planes. A further constraint is that the SL—PW balun requires
a four-to-one impedance transformation as outlined by Pantoja (1).
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Figure 1. Printed Circuit Log-Periodic Dipole Antenna

Campbell (2) first presented the stripline feed design but neglected the required four-to-
one impedance ratio. His design used a stripline feed with a narrow center conductor so
that fringing fields of the noninfinite ground planes could be neglected. Also, with a narrow
center conductor, its effects on the PW feeder line could be ignored. Two techniques have
been proposed in the literature to account for the four-to~one impedance ratio at the ba-
lun. The first uses two substrates of unequal thickness to place the SL center conductor
asymmetrically between its ground conductors (3), thereby lowering the SL impedance
relative to the PW impedance. This method tends to be limited to approximately a three—
to—one impedance ratio for practical substrate thicknesses. The second technique uses a
wide center conductor but takes its effects into account by using finite element analysis
to calculate the effective dielectric constants and characteristic impedances of the SL and
the PW feed (1).

The design presented here retains much of the simplicity of Campbell’s initial design
by using three impedance transformers to permit both a four-to—one balun and a narrow
center conductor. The first transformer converts a nominal 50—-ohm impedance of a coax
connector to a high impedance SL, thus creating a narrow center conductor. At the apex—
balun region past the smallest dipole. the high SL impedance is lowered by increasing the
center conductor width. Since the SL impedance was increased from 50 ohms at the con-
nector, it would be difficult to lower the impedance of the SL to a quarter of the PW line
impedance by only increasing the center conductor width. Therefore, to assist in the transi-
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tion, the PW line has its impedance increased by reducing the outer conductor line widths
at the balun.

The feed design, along with the printed dipoles, is shown schematically in Figure 2. The

antenna structure consists of two laminated 0.015-inch polyimide substrates (Er = 4.5,

tan § = 0.01). The input impedance of the LPD radiating structure was chosen to be
50 ohms, which corresponds to a PW impedance of 60 chms and a conductor width of
0.065 inch. Each of the transformers was of a three-section Tchebyscheff design. The
transformer at the connector raises the S0-ohm connector/stripline impedance to 75 ohms
by decreasing the center conductor width from 0.035 to 0.005 inch. The two other trans-
formers occur at the apex—balun. Here, one transformer decreases the SI. impedance to
22 ohms by increasing the center conductor width to 0.040 inch; simultaneously, the two
outer conductor widths are reduced to 0.040 inch to raise the input impedance of the LPD
structure to §8 ohms. Subsequently, the four-to—-one balun is created by shorting the center
conductor of the 22—ohm SL to the bottom conductor of the 88—ohm PW feed and leaving
the top conductor open circuited.

3.0. LPD DESIGN

The radiating structure design starts by finding the parameters for a free—space LPD
antenna given the desired directivity, bandwidth, and input impedance. The design uses
the work by DeVitto and Stracca (4,5) which is a refinement of the original design proce-
dures (6,7). The directivity of the free space design was chosen as 9 dB; this corresponds
to a scale factor, T, of 0.88 and a relative spacing., 0. of 0.17. With these parameters,
the number of dipoles, N, was found to be 12. The desired input impedance for the LPD
structure was chosen to be 50 ohms. The dipole average characteristic impedance was de-
termined to be 254 ohms, and the required feed line impedance was 60 ohms. From these
values, the dipole lengths, spacing, and diameters were derived.

The second step in the design was to account for the effects of the diefectric on the
dipole lengths and spacings. This was done by changing the spacing factor while maintaining
the sami scale factor for the above design. The value of O was modified according to the

equation:

O giel. = 94

where Gpw is the effective dielectric constant of the PW feeder line. The value €4 is the

effective dielectric for the dipole on the substrate and was determined to be 1.9 by the
method outlined by Campbell.

506




A/4 TRANSFORMER

\OPEN CIRCUIT

SHORT CIRCUIT

Figure 2. Electrically Narrow LPD with Transformer Feed

Since the center conductor is narrow relative to the two outer conductors, its effects

on the PW feed line can be neglected. For this design. the value of €, was determined

P
to be 3.7 using Wheeler's (8) design data. The new value of O was found to be 0.12. The

method of modifying 0 is equivalent to the procedure used by Pantoja, who reduced the
dipole lengths and separation from the free space values by a factor of

1/\/ €, and 1/\/€pw . respectively

Using the new value of O, the dipole lengths and separations can be calculated. The
width of each dipole can be calculated as 4 x a, where a is the calculated radius for the
dipole (9).

4.0 ELEMENT WIDTH REDUCTION AND PERFORMANCE

The goal of this LPD was to operate over the 6 to 18 GHz bandwidth and be able to
fit into a grating lobe reduced array lattice. This required that the element be no more
than 0.31 inch in total width, which is less than A/6 at the lowest frequency. Several tech-
niques were employed to achieve this dimension and maintain the A/2 dipole resonance
at the lower frequencies. The first technique was to use a substrate with a dielectric constant
of 4.5 (polyimide). This reduced the width by approximately 20 percent over an equivalent
design with a dielectric constant of 2.3 (PTFE). Although using an even higher dielectric
constant would further reduce the width. an increase in substrate thickness would be re-
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quired to maintain the desired SL and PW impedances. This increase in thickness could
cause tilting of the element patterns (10) at the higher frequencies.

A further width reduction of approximately 30 percent was achieved by tilting the dipoles
forward 45 degrees. Through a method of moment analysis (11) of a free space dipole,
the beamwidth was broadened while only slightly raising the resonant frequency. The low
frequency dipoles which were sull too large were then truncated, and capacitive top—hat

loading was applied.

After testing this design. it was determined that the top~hat loaded dipoles had improved
patterns and gain over the straight tilted dipoles. Empirically it was determined that all
dipoles should have a top-hat length, P, of about 35 percent of the total dipole length
(I. + P).

In order to meet the desired element width and to eliminate excessive overlap of the
top=hats for adjacent dipoles. the last four dipoles had equal lengths (l.) and top=hats
(). If teft unaltered, these dipoles would have a desired resonant frequency around
X.9 GHz corresponding to the desired resonant frequency of the fourth largest dipole. To
improve the low frequency performance, a thin coating (12) of high dielectric, electrically
and magnetically lossy material (Eccosorb (13) CRS117, €, =21.4 -j42, u . =1.2 -jl1.63

at 8.6 GHz) was applied to the last three dipoles and the corresponding section of the
PW feed line. The high dielectric constant lowers the magnitude of the reactance of the
dipoles by lowering their resonant frequency. The high loss characteristics of the Eccosorb
lossy material serves to raise the input resistance of the dipoles and increases the attenua-
tion of the signal traveling towards the short circuit terminating the PW feed line. This
attenuation is necessary to reduce the magnitude of the reflected signal from the short
circuit, which can cause anomalous behavior (14) in the element performance.

The final design, with the addition of the load material, was fabricated and its perform-
ance was measured. Figure 3 shows the return loss, which was better than 10 dB from
6.2 to 18 GHz. The element gain was measured at 0.1 GHz iiicrements and is shown in
Figure 4. Also shown is the dielectric loss associated with the SL feed and caused by the
high loss tangent of the material. This loss accounts for the decrease in gain i.t the higher
frequencies. Patterns were measured at 0.5 GHz increments, and showed cross—polariza-
tion levels better than 20 dB down from the main polarization over 120° beamwidcth. F-
and H-plane beamwidths are shown in Figure §.

5.0 CONCLUSIONS

A printed circuit log-periodic dipole antenna operating over a 100 percent bandwidth
was presented. The design introduces an alternative stripline feed technique which uses
three impedance transformers to achieve the required four—to—one impedance ratio at the
balun. The dipole lengths and separations were found by a method similar to those pre-
viously reported. The design was electrically narrow at the low frequency so that it could
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fit into a grating lobe reduced lattice. Measured performance of the radiator was shown
to demonstrate the usefulness of the design.

Future work for this element will involve finding a lower loss substrate, modifying the
balun area to reduce its length and maintain its performance, and increasing the parallel
wire feed impeclance and scale factor to improve the efficiency. Also, a small test array
will be tabricated to verify its performance in an array environment.
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HALF WAVE "V" DIPOLE ANTENNA

Valentin Trainotti, Senior Member IEEE
Carlos Calvo 665-1°
1102 Buenos Aires, Argentina

ABSTRACT

Half wave dipole antenna has been used during many
vears in free space and over artificial or physical
ground in HF, VHF and UHF operations. It was used alone
or in large arrays, because of its simplicity and high
radiation efficiency. Nevertheless half wave "V" dipole
and its perfomance are not so well treated in technical
literature. For this reason characteristics of this
useful antenna are presented here where input impedance
and radiation patterns are treated in theoretical and
practical form for different dipole wimrg angle " ¥" and

length-diameter relationship.

INTRODUCTION

Half wave dipole antenna has been studied since
long time ago and it is one of the most popular, effi-
cient and used antennas all over the radioelectric spec-

trum. Lots of papers have been written analyzing their
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impedance and radiation properties for several length-
diameter relationship. Different approaches have been
developed in order to obtain their characteristics as
exact as possible compared with the measured practical
models. These characteristics depart quite a lot from
the theoretical very thin dipoles especially in VHF and
UHF, In these particular cases length-diameter relation-
ship is generally low and the dipole has the mechanical
properties of self supporting in space with only the
feeding line structure. For moderate to low length-dia-
meter relationship the sinusoidal current theory fails
completely to determine their characteristics and for
this reason one of the hest approaches used lately is
the method of moment theory.

Several computer programs have been made to analyze
them even for P.C. Nevertheless measurements are always
useful in order to know the under test antenna characte-
ristics and especially those of very complicated mecha-
nical structures whose analysis is quite difficult to
simulate or in other cases to compare with theoretical

approaches,
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FREE SPACE HA!F WAVE "V'" DIPOLE CHARACTERISTICS

Analysis of a free space input impedance and ra-
diation pattern using moment method theory is made 1in
classical form where the linear dipole is placed along
the Z axis. Figure 1 shows the "V" dipole geometry in
free space. "V" dipole is contained in the YZ plane
and the " ¥" wing angle is taken from the Z axis because
the classical linear dipole is taken as reference and
its "¥" angle is zero. "H" is the half antenna length
and "a" is the wire radius. Generally half wave antenna
"H" is always a little bit shorter than O.ZSXW in order
to obtain dipole resonance depending on the length- dia-
meter relationship. Here its value is taken as 0.24)1
for any practical or theoretical cases. Figure 2 shows
the input impedance values of a typical dipole as a fun-
ction of "® " angle and H/a relationship for center band
frequency fo. It can be seen that an increase in "J "
angle leads to a decrease of input resistance values
and an increase of input capacitive reactance typical

of shorter antennas. Hence this effect produces a de-
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crease in radiation resistance and directivity. To com-
pensate this effect larger H values must be used as "%~
angle is increased. Nevertheless is important not use
very high "8 " angle values because the "V" dipole trans-
forms itself in a parallel wire transmission line with
very low radiation resistance and almost no radiation.
Figure 3 shows input impedance values near center fre-
quency for a typical HF and VHF "V" dipole where H/a is
3600 and 100 respectively. Figure 4 shows calculated ty-
pical imput impedance referred to 50 ohms as a function
of "8 " angle and frequency for several H/a relationship.
These H/a relationship are among those most used in pra-
ctice, so a general view of a "V" dipole behavior can

be seen. In the same figure, " &" angle curve for 40
degreesand for any value of H/a relationship gives the
best match to 50 ohms feeding lines. Figure 5 shows a
comparison of measured and calculated input impedance
values for "8" 40 degrees where good agreement is
achieved. Some departure can be seen for low H/a rela-
tionship due to the feeding point geometry effects.

Zevertheless good matching to 50 ohms is obtained near
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center frequency band without any other additional mat-
ching system as measured models suggested. Similar re-
sults for other "¥ " angles are obtained. "V" dipole
radiation patterns are modified as " U " angle is in-
creased in both horizontal and vertical plane. Nulls
of vertical plane radiatiocn patterns are filled in and
departure from omnidirectionality in horizontal plane
radiation patterns are obtained. Fill in in vertical
radiation pattern nulls is due to a decrease in cross
polarization relationship for e=0°and 6=180? Calcu-
lated cross polarization is very low (less than -40 dB)
for e =90° for any 2 angle and for any H/a relation_
ship. Figure 5 and table 1 show radiation patterns in
horizontal and vertical planes and directivity in equa-
torial plane as a function of ¢ angle and H/a Relation-
ship. V'ery small directivity variations (less than a

tenth of dB) are obtained for any value of H/a and these

variations are even smaller as "¥ " angle is increased.
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TABLE 1
CALCULATED DIRECTIVITY dBi
"K"
10 20 30
@ =90° H/a=3600
11 7 N4 1 94
09 1.99 1.85
.08 1.©5 1.77
.09 1.99 1.85
11 2.04 1.94
.10 2.02 1.88
)10 1.99 1.82
.10 2.02 1.88
8 =90°  H/a=500
11 2.05 1.94
.09 1.99 1.84
.08 1.95 1.76
.09 1.99 1.8%
11 2.05 1.94
.11 2.03 1.89
.11 2.00 1.83
11 2.03 1.89
8 =90° H/a=100
12 2.06 1.95
.10 1.99 1.83
.08 1.94 1.74
10 1.99 1.83
12 2.06 1.95
13 2.05 1.91
13 2.03 1.85
13 2.05 1.91
@ =90° H/a=20
16 2.08 1.97
11 1.98 1.80
.09 1.92 1.69
11 1.98 1.80
.16 2.08 1.97
.18 2.11 1.97
18 2.09 1.92
18 2.11 1.97
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40 50
H=0.24 A
.82 1.68
L6/ 1,49
.54 1.31
.67 1.49
.82 1.68
.71 1.52
.60 1.36
.71 1.52
H=0.24 X,
.82 1.68
.67 1.48
.53 1.29
.67 1.48
.82 1.68
.72 1.53
.61 1.36
.72 1.53
H=0.24 A,
.82 1.68
.65 1.46
.50 1.26
.65 1.46
.82 1.68
.74 1.54
.63 1.37
.74 1.54
H=0.24 A,
.82 1.67
.60 1.40
.43 1,17
.60 1.40
.82 1.67
.78 1.57
.69  1.42
.78 1.57
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near center frequency as a function of
"¥" angle.
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Figure 5. Comparison between calculated and measured
free space "V" dipole input impedance.
o—o0—0 Measured x—-—-x-—-x Calculated
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GROUND PLANE "V"DIPOLE CHARACTERISTICS

To determine the radiation and impedance characte-
ristics the half wave "V" dipole is placed over a ground
plane whose conductivity is varied from infinity to low
values typical of low conductivity soils. " ¥ " angle
is varied from zero (classical horizontal half wave di-
pole) to 70 degrees if driving point height permits.

Iin this case "V" dipole antenna is called generally in-
verted "V" dipole antenna and is very popular because
it needs only one supporting pole. This makes it suit-
able for HF portable civilian and military communications
and other applications. The center supporting pole per-
mits to place a driving point balun on it improving the
dipole radiation characteristics through outside shield
line current elimination in coaxial feeding lines. For
VHF and .UHF applications half wave "V" dipole is placed
generally over metal ground planes and its behavior is
quite similar as infinite conductivity ground plane
where radiation along the metal sheet is almost zero if
size is very large in wavelengths. If not edge diffrac-

tion radiation will occur. Here infinite extention of
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ground plane is considered. Figure 7 shows the "V" di-
pole geometry over ground, Input impedance values have
been calculated and can be seen in figure 8 and 9 as a
function of " ¥ " angle and height h over the ground plane
for a typical LF and VHF inverted "V" dipole at éenter
frequency. Among them a 40° " §" angle inverted "V" di-

poles have input impedance values close to 50 ohms for

h/kb between 0.2 and .55 and for any H/a relationship !
commonly used in practice. Input impedance as a function
of frequency and "% " angle can be seen in figure 10,
Comparison between calculated and measured input impe-
dance "V" dipole values is shown in figure 11 and typi-
cal HF "V" dipole input impedance as a function of height
at center frequency can be seen in figure 12 for three
values of dipole length and for a ."¥ " angle of 40 degree.
In the same figure measured values for h/)b=0.24 can be
seen too. Good matching to 50 ohms lines could be obtai-
ned without matching units, choosing the proper dipole
length.,

Inverted "V" dipole radiation properties depend on
dipole driving point height over the ground plane and

soil conductivity. Maximum directivity decreases as "3 '
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angle increases due to an increase in radiation pattern
beamwidth and null fill in. Calculated maximum directi-
vity as a function of " ¥ " angle and ground conductivity
is shown in table 2 for different antenna height. In
average so0il conductivity and relative dielectric con-
stant are taken as 0.01 siemens/m and 20 respectively

and for poor soil 0.001 siemens/m and 4. Typical HF ra-
diation patterns between 0.25 and 0.5 wavelength in height
and for a "¥ " 40° inverted "VVY dipole are shown in fi-
gure 13. Loss of directivity is generally less or around
1 dB for "¥ " angles between 0 and 40 degrees and for
soil conductivities higher than 0.01 siemens/m.

"¥ " angle effect on radiation patterns can be seen in
figure 14 for a perfect conductivity soil., Similar effect

for less conductive soils is obtained.

CONCLUSIONS

Half wave "V" dipole has been analyze in fr:e space
and over ground plane. Results can be very useful in
designing HF or VHF-UJHF systems in order to choose a
self impedance matching for 50 ohms lines or to obtain

the proper radiation pattern. Input impedance, radiation
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or directivity pattern have been determined in any case

and only few cases can be seen here in order to be syn-

thetic. Nevertheless given data intend to be as ccmplete

as possible in all aspects.
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MAXIMUM DIRECTIVITY dBI

TABLE?2
HKH
20 40
h/A, =0.20
.83 6.99
14 5.36
61 4.06
h/)\o =0.25
.46 7.00
70 5.26
96 3.59
h/AO =0.30
85 6.60
30 4,92
.68 3.26
h/X, =0.35
Ll
56 6.03
27 4.74
78 3.28
h/x, =0.40
77 6.30
.59 5.01
20 3.61
h/d, =0.45
24 6.66
.17 5.52
88 4,22
h/x, =0.50
89 7.15
70 6.22
76 5.00
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Figure 7. "V" dipole over
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Figure

10.

Typical HF inverted "V" dipole input impedance

as a function of

"¥" angle and frequency.
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Figure 12 a. " " 40° inverted "V" dipole input impedance
as a function of dipole length and height h/A,.
H/Lo o—o—0 0.24 x-—x—x 0.244 *—%—=% 00,2475

Figure 12 b. "¥ " 40° inverted "V" dipole measured input

impedance as a function of height h/X\ .
o
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of "O" angle and soil conductivity in siemens/m
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Figure 14. "8 " angle effect on inverted "V" dipole
radiation pattern and directivity.
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COMPACT HIGHLY INTEGRATED DUAL LINEAR ANTENNA FEED

Joseph A. Smolko
Daniel M. Earley
Daniel J. Lawrence

Michael J. Virostko

Raytheon Company
Missile Systems Division
Tewksbury, MA 01876-0901
Abstract
Active array antenna feed designs are facing increasingly severe design require-
ments. Microwave distribution networks are used o feed active element T/R
modules in a prescribed fashion. A row/column architecture is often chosen to
facilitate module cooling system design. This necessitates the need for multi-
function linear feed assemblies. Typically these feeds require low-sidelobe re-
ceive sum and difference illuminations, along with a separate uniform transmit
illumination in the interest of module efficiency. Perhaps the most stringent re-
quirement is that the feed has to be extremely compact, not only in profile, but
also in depth. A Compact Highly Integrated Dual Linear Antenna Feed was re-

cently developed that meets all these contrasting requirements.

1. Introduction

This antenna feed, shown in Figure 1, provides independent transmit, receive
sum and receive difference functions in an extremely compact design. The net-
work is made compact primarily by taking advantage of a series architecture
to reduce overall depth and by using specially designed feed-thru transitions so

that the microwave signal can be routed vertically in addition to being routed
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only horizontally as in conventional layouts. This particular design uses plug-in
connectors to feed 10 T/R modules mounted on a coldplate cooling assembly.
The feed has three channel interfaces (Transmit, Receive Sum, and Receive
Difference) and 20 array interfaces (10 Transmit, 10 Receive) as illustrated in
Figure 2. The feed architecture employs a separate 2:10 center-fed series re-
ceive feed and a 1:10 end-fed series transmit feed integrated into a single as-
sembly with inputs and outputs occurring in the same plane. The series nature
of the feed reduces the depth of the assembly at the expense of limiting the in-
stantaneous bandwidth. The operating bandwidth exceeds 40 percent and is

centered around 8.5 GHz.

Figure 1. Compact Highly Integrated Dual Linear Antenna Feed
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Figure 2. Feed Outline Drawing

2. Feed Architecture

The receive feed employs a center-fed series dual-rail ladder (more specifically
Lopez!) architecture as shown in Figure 3. The sum illumination is a 20 dB
linear Taylor (NBAR=3) and the independent simultaneous difference illumi-
nation uses a sinusoidal ramp across the central elements to achieve a low-
sidelobe difference pattern. In this configuration, the sum illumination appears
wholly on the first, or primary rail, while the difference illumination is realized
as a linear combination of coupled outputs from the primary and secondary

rails. The secondary rail only spans the central elements, as the delta illumina-
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tion tracks the sum identically at the outer elements of the array. Error-free
predicted patterns for the receive illuminations are shown in Figure 4. The
transmit feed utilizes an end-fed uniform series feed architecture as sho.n in

Figure 5.

2:10 Center Fed Ladder Network (Column Feed)

Secondary Rail Primary Rall
- ?{ Y Y \ Y YV Y V\Y 3

Il N

i \
1 l $
Sum
AV - Input - M-
Difference Input JS-3 mactt

Figure 3. Receive Architecture
Thorough computer models to determine coupler values and interconnecting
linelengths for these series feeds were developed under this effort. These mod-
els account for the coupler’s ideal frequency characteristic and the frequency-
. dependent dissipative loss . the s.ructure. The programs ultimately design the
feed network and predict performance and errors as a function of frequency.
- These tools proved to be quite accurate as measured data on the completed

feeds correlated well with predicted performance.

3. Implementation
Both transmit and receive feeds are implemented in a 0.067 in. (0.031 - 0.005
- 0.031) offset stripline medium; variable overlap couplers are used to direct

energies in the desired fashion. Two of these 0.067 stripline assemblies are
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Figure 5. Transmit Architecture
then bonded together to form a single integral structure that includes both
functions. The most innovative aspect of the design is that the transmit and re-
ceive feeds are not completely segregated each on their own stripline board,
rather the microwave energy is routed back and forth between the layers to
make the most efficient use of available real estate in a manner similar to that
of a multi-layer low frequency printed circuit (PC) board. This “stitching” be-
tween layers is made possible by the development of a wideband microwave
layer-to-layer (“piggyback”) transition that behaves nearly as well as a pure
TEM transmission line from 2 to 18 GHz. This inventive device performs the
function of transitioning between two stripline boards that are bonded togeth-
er, one atop the other. The transition is realized through simple sequential
drilling and plating operations, which minimizes touch labor while maximizing
producibility. A total of 13 of these transitions have been employed on the in-
tegrated feed assembly. The“piggyback™ transition and measured VSWR on an

isolated test piece are shown in Figure 6.
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Another component which is key to this feed network is the wideband, multi-
section 180 degree hybrid used to realize the phase difference at the center of
the feed. The classic ratrace device has only 10 percent bandwidth which is not
adequate for this design. By adding another section to the ratrace, the band-
width was extended to greater than 40 percent. The printed circuit representa-

tion of the hybrid along with its data are shown in Figure 7.

4. Measured Data

Measured data illustrates that the feed exhibits adequate performance over the
specified bandwidth for all functions. From 6.5 GHz to 11.5 GHz, the average
VSWR of the input and output ports is less than 1.4:1; with a maximum
of 2.0:1. Figure 8 illustrates the uniform transmit illumination at 7, 8, 9 and
10 GHz. The progressive droop as frequency increases is due to both the cou-
pler characteristics and the increasing dissipative loss with frequency. Figure
9 i1s the measured receive illumination also at 7, 8, 9, and 10 GHz; RMS errors
across the ports relative to the ideal illumination range from 0.22 dB to 0.55
dB. Finally, Figure 10 shows the magnitude of the difference illumination
across the band. This illumination shows more variation, and hence error with
frequency, as a line-length dependent phase difference between the primary
and secondary rail drives the function synthesis. This effect was predicted be-
fore the hardware was built and is deemed to be tolerable, as difference pattern
sidelobes are still considerably better than could be realized with a simple
phase difference. Overall, the feed provides all the functions required by the
design criteria with accuracy that is suitable for feeding an active array of mod-
ules with additional amplitude and phase adjustment available. The design is
not suited to passive arrays however, where extremely small errors are required

to maintain sidelobe performance.
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5. Conclusion
The novelty of the Compact Highly Integrated Dual Linear Antenna Feed is
simply the extremely aggressive packaging of the distribution circuitry. The
dense packaging is made possible primarily by the “piggyback™ feed-thru de-
sign, and also by careful attention to detail in the multi-layer board layout and
specially designed components. Figure 11 shows that, to achieve the desired
functions, the assembly incorporates 24 variable overlap couplers, two 180 deg
hybrids, one split-tee power divider, 27 resistive terminations, 13 piggy-back
feed-thrus, and 23 input/output connectors into a package approximately 10
in. long x 3 in. deep x 0.150 in. thick. This package is thin enough to fit onto
coldplates between columns of tightly spaced radiating elements and shallow
enough so that it does not significantly degrade array depth. Although this feed
was designed specifically for a small demonstration array, further work has re-
cently been done which indicates that longer feeds (up to 40 elements), needed
for full-sized arrays, are feasible with minor changes in the architecture. Feed
designs of this type have potentially great utility for use in a variety of active
array applications where multi-functionality is required but space is at a pre-
mium.
References
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SHAPED BEAM DESIGN WITH A LIMITED SIZED APERTURE

F.Rahman

Telesat Canada, Ottawa, Ontarnio, Canada.

INTRODUCTION

Forn satellite systems «t s often necessarny to plan the antenna coverage
such that the satellite powen distribution overn the service area cornnesponds
to that dictated by communications traffic and at the same time the spifL
over to the adjacent area whene frequency and onbit 44 to be coorndinated 74
mniral. In ordern to achieve these rnequirements shaped beam antennas are
utilised. The most commonly used method of beam shaping in a satellite s
to ulilse an cversized neflecton and (RLuminate X with an optimally excited
feed elements. In Lts basic form each feed produces a cirnculan eflemental
beam and the shaped beam {4 then produced through §{tting of these cincles
to the senrvice coverage area as seen §rom the satellite. Unforntunately, in
mosl cases the service coverage areas are of irregular shapes. Therefone,
the smalfew the elementuf beam the betfer s the beam shaping. Obviously,
a smallen elemental beam demands a Langer neflector size. Fon satellites the
coverage 45 specibied such that the compliance can be made with a neglecton
seze that s compatible with satellite bus and Launch vehicle constrainis
without significantly increasing the overall mass, cost and complexity. A
design example for beam shaping undern a situation where the neflecton size
W restricted by physical and economical €imi{tations (as has been wsed §on

Anck E sustem definction) 44 presented.

REFLECTOR AND FEED ARRAY DESIGN
As stated previcustu, beam shaping <4 achieved by combining the elementul
beams appreprwte tuy such that the composdte beum becomes close to the desined

service arew as viewed from the satellite. An optimum neflectorn adze 4s that
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when a furthen (increase in size would not .(mprove the antennu performance

by any appreciuble amount because the guin area product [1] at the edge 0§
coverage approaches the physical Limit associated with the beam size and beam
ehficiency [2]. Forn a cost efhective design 0§ Anick E satellites the physical
Cimitations {mposed constraints on the maximum A{ze of neflecton which 45 fuar
short 0§ optimum Alze required for an efficient beam shaping. Unden these
creumstances a partial beam shaping can be obtained by an optimised phase
dstnibution between feed elements. Such a beam hewever, do not conrespond to
maximsed edge 0§ coveruge gain as can be achieved with the optimised Largen
neglecton. But with proper design £t can produce a gain clese to above and
best of all Lt generates a shaped beam matched to the coverage with mununal
spilloven to adjucent areas and a gain distribution close to that demanded by
the trufbic. The requinement on Anik E was a higher gain at the two coasts
of U.S.A. and a minumal radiation 2o areas adjacent to Mexdico forn the purpose
0§ §requency and onbital coordinations. A §ully shaped beam with the above
nequinement demunds a neflecton sdize {in the onden of 1.5m to 2m. Such a shaped
bearm design although would produce a higher edge of coverage with a good gain
dustribution over the coverage area, was not feasible on Anik E since the
satellite had to carny two other Larngern (2m) antennas for Ats prime coverage

nequinements.

The analysis uses physical optics apernturne (ntegration method [3]. The
princdple used s that when two adjucent elemental beams are combined in phase
at fgeed antay the composite beam becomes an eflipse. The shape of composite
beam gradually changes to §igure eight as the phase differential {5 increased
from zeno. As can be seen from the (LLustrations of Figure 1, the gawn reduction
(5 phasc dependent. The gain at the edge of coverage 48 not neduced appreciable

a phase differencal of upto 60 degrees. For phase difference above 60 degrees
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gain statts droppina significantly untill the design becomes too Anefficient.
By a suitable algonithm a combination of amplitude and phase between muliple
feed efements could be optimised 40 as to produce a shaped beam with a Limited
sized neglector without significantly compromising the performance. Maximum
physical size available for Anik E was only Im which {4 Less than two thind the
optimum ALze for a gain muximized design. Figure 2 shows the perfommance tnat
could be achcieved with an edge of coverage gain maximized design using a 1.8m
neflecton with equiphase feed efements. A cornresponding gain maximized design
with Im neflecton s shown at Figure 3. As cun be Aeen this does not provide
the beam shaning nequinements. A desdign example with phase adjustments s
shown at Figure 4. The antenna geometny togethen with feed element phase and
amplitude excitation coefficients are <LLutrated at Figure 5. This desdign

was used as the busis for Anik E system definition and a contract was awarded
forn construction of two spacecrnits. The contractor provided the §inal design
and a pergoumance close to above was achdieved [4]. The finst Anik E wif?

be Launced in March 1991 and the antennas have been successpully tested and

integrated.

REFERENCES :
[1] Stegen, R. : "The Guin Beamwidth Product of an Antenna”, TEEE Trans.
on Antennas and Propagations, Vol. AP-12, 1964, p. 505-508.

(2] Rahman, F. : "Pernfornmance Evaluation of Spacecraft Antenmnas §rom Gain
Contouns", URST Int. Symp. on E M Theory, August 25-29, 1986, Budupest, Hungany
(3] Rudge,A.W., Adatia,A.N. : "0ffset Parabolic Reflectorn Antennas - A

Rev.cew", Proc. TEEE, Dec. 1978 p.1592-161§.
[4] Whitehouse,R.C. : "Anik E Antenna Farm', 1989 TEEE International

Symposium on Antennas and Propagation, p.503-506.
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Shaped Beam Coverage Pernformunce with the Limited Sized Reffecton Design

Figqure 4:
How #  Amplitude Phase (degrees)
1 0.20 0.0 4
2 0.05 0.0
3 g.15 30.0
4 0.25 -30.0
5 0.10 -30.0
6 .10 -30.90 "
7 g.15 60.0 38

Fiaure 5: Reflector Confiquration and Feed Layout fon the Anik E Conceptual Desig
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ADAPTIVE ALGORITHMS FOR ENERGY DENSITY ANTENNAS
IN SCATTERING ENVIRONMENTS

James P. Phillips Motorola
Dr. Donald Ucci Illinois Institute of Technology
ABSTRACT

Energy density antennas (EDA) provide independent outputs for the E-field and
the H-field energy and have been described by Dr. William C.Y. Lee and others.
These independent outputs can be selected or combined to enhance or diminish
the strength of the scattered signal. In the scatter environment, the characteristics
of the fields change so rapidly that even LMS methods of adaptation impose an
impractical computational burden. The maximal-ratio combiner can optimally
combine the signals but is hardware intensive. The use of sub-optimal adaptive
algorithms reduces the computational burden and hardware complexity to an
economical level and the algorithm can then be implemented with simple micro-
controllers. The methods described here are based on a finite state machine. The
hardware that is simulated and tested has 64 states created by four quadrature-
phase shifters that process the signals from the energy density antenna.
Algorithms which require memory are examined and compared to conventional
algorithms. Algorithms with memory will find and attempt to track chaotic limit
cycles. Adaptive antennas using these algorithms benefit in environments where
there are a few major scatterers. As the number of scatterers increases, the limit
cycles become too chaotic and convergence is not possible.

1.0 ANTENNA STRUCTURE

The energy density antenna [1] consists of four conductors arranged in loops or
pairs of loops that can be connected in sum and difference modes to extract
energy from both the electric and the magnetic field as shown in Fig 1. This
antenna shows advantage in multipath propagation [2] such as mobile radio in
which the receiving antenna is moving among many reflectors of the signal. In
this environment, the plane-wave, relationship between the electric and magnetic
fields is not valid. With these many sources, the electric and the magnetic field
components from each add vectorially and produce independent random variables
[3]. These random variables are functions of the antenna location (X,Y), a
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random variable. If only the vertical E-field polarization, E,, is considered, then
the associated H-field consists of H,, and H,.

These three fields, E,, H,, and
H,, are intercepted by the
antenna structure and produce
three outputs V., V., and
Viy- A small loop in the x-z

plane (Fig. 1) has a response

[ — pattern
e o goron?::tivo [Vig| =K cos ¢ n
Del 8y Sun _Del
ot = e crundPare|| Vi = Kcos'y )
Ouput

A similar loop in the y-z plane

Figure 1. Energy Density Antenna.
has a response pattern

Vil =Ksin g ©)
Vi |* = Ksin® ¢ 4

An Ez field probe has the response independent of angle ¢ as
V| =K )
Vi, [P = K (sing+eos 9) = K'(|Vu [+ Viy ) (6)

The output power of the energy density antenna, VEz°, VHx? and VHy", can be
expressed in their quadrature components.

Vl'/ = Vl*zrrmlk_,-*- vl'z-imﬂgb (7)
VHx = vllxﬂ'.il:' +V
VHy = VHyﬂ-‘\]h +V

Hx-1mag

te o rg te

tJ 9

Hy-1mag

Each of the six quadrature voltages can be expressed as the sum or difference of
the random variables, Sn.r(X,Y) or Sn,i(X,Y). This is accomplished using the
weighting functions in Table 1 on the sources in the environment.

to
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S.(X.Y) = X" W,(0) Re[Source,] (8a)

S.(X,Y) = Ej:lN W.(¢) Im[Source ] (8b)
n=1234 r=real i=imaginary

W (p) = Weighting Functions shown in Table 1

Source; = scattering signal from source j of N

The voltages can therefore be expressed as:

Viee = S14850-83-80c Vg = §,;45,-5;;-S, (9a)
Vige = Sic + S5, Vi = Sy + S5 (9b)
vlly.r =8, + S, va.i =Sy, + Sy (9¢)
Wn(9) Range

W,(9) = cos ¢ for -n/2 < ¢ <n/2 and O elsewhere

W,(¢) = sin ¢ for O0s¢<mn and O elsewhere

W,(9) = cos ¢ for n/2 < ¢ s3n/2 and O elsewhere

W,(¢) = sin ¢ for ns¢s2n and O elsewhere

Table 1. Weighting functions for Sources.

The probability density function (PDF), f5 . (S,.), of each random variable,
S, ;i[X,Y], is Gaussian for an infinite number of reflectors [3]. However, for a
small number of sources, the PDF can be approximated by a truncated Gaussian.
n the limit of truncation, the PDF for each of the random variables, S,
becomes uniform [4]. Thus, the quadrature components of Vy;, ; are the sum of
four RV’s with uniform distribution. The PDF of Vg, is the convolution of
four uniformly distributed RV’s. It resembles the Gaussian as shown in Fig 2.
The PDF of Vy;,, the sum of two uniformly distributed random variables, is
triangular and yet still closely approximates Gaussian. This assumption conforms
to measured data and conventional models [3]. The cumulative distribution
function (CDF) of |V,;| departs from the Rayleigh distribution by a maximum
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of 0.56 Decibels (dB) as

P e e it R A il e e e I

shown in Fig 3. The |§ [ g, T
. . b - Four Distribution

distribution of |Vg,| departs |3 [ ]
by 0.16 dB. This is well || L i
within the experimental error | ¢ ¢ .
of propagation measurements. : - .
The correlation coefficient of | ¢ [ :
the power envelopes {Ppopp» | i | i
where Pa, PR = |E, | |H, |5 | !54& -~

[H,|’} of the three outputs Standind Deviations
from the energy density
antenna determines the benefit
of selecting or combining
these together to avoid nulls  Figure 2. PDF’s of Signals.

in a fading environment [2].

Cumulative Distribution
| | |

Rayleigh 1 Branch
Sum of Z Unif. 1 Branch “————_

Picery2 = O as seen by the
orthogonality of the crossed
loops. Peame (k=xy) is
determined by the PDF of
fsoriSne) and therefore the
truncation point of the
Gaussian PDF.

CHmmmFdordsn

dB relative to Mean E-f

Figure 3. Rayleigh and Hy CDF.

Con(V2, V2,
P et Weo Vi) where:H,=Hx or Hy (10)

{Var(Va)Var(vVy)
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The correlation coefficient is a function of the second and fourth moment of the
components S, as shown below.

nrji

E(S,,]-3E1S,, ) an

P

» Vzm-
VCELS:, J+SEIS., I QELSE 1+ 2E1SL, 1)

nrli

The correlation coetficient versus the truncation of the Gaussian PDF is shown
in Table 2.

Truncate @ + Correlation py,” 1y for Sources

Std. Dev. In all 4 sectors In only 2 sectors

% 0.0000000 0.0000000
5.0 -0.0000411 -0.0000822
4.0 -0.0017540 -0.0035111
3.0 -0.0221290 -0.0447505
2.5 -0.0505844 -0.1037599
2.0 -0.0901283 -0.1885627
1.5 -0.1316281 -0.2811517
1.0 -0.1657003 -0.3599927
0.5 -0.1871468 -0.4109525

A Unif -0.1944611 -0.4285714

Table 2. Correlation Coefficient vs. the PDF of the S

The uniform PDF for the components, S

nrlis

n,cli

produces a correlation coefficient of

Components.

-0.194 and thus offers greater diversity benefit than 3 independent antennas. For
selection diversity, this advantage is equivalent to having four independent
branches as shown in Fig. 4. If all of the sources are in only two of the four
sectors, then the correlation coefficient is -0.428 and the benefit is greater. This
advantage is based on the assumption of a uniform PDF for S_ ;.
If the number of reflectors or sources is reduced further to two and they have
equal power, then the PDF of |V, j or |V, | is peaked at the ends and is .i:own
in Fig 5. The envelope correlation coefficient is
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Ptz = -1 (12)
With only two sources, the power output is constant. That is:

Vet + Vit + V2 =K (13)

Ia‘tiue D§strib1|xtion

1.
y Thus, for two sources, the energy i 523{33? %miﬁ
. . . - Rayleigh 3 Branch
density antenna lives up to its Eﬁlug)‘ § Branch
name and provides constant output i $ Branch
power. For three sources,
complete  adaptation is  still
possible. In signal environments
where there are four or more
sources, the energy density
antenna cannot avoid nulls [5] and
can only adapt to an ,fgm o
approximation based on the @ relative to Nean I-field
characteristics of the sources. The

limitations of the EDA are due to Figurc 4 CDF of EDA and 1 - 4

the number of its available y,405endent Channel Diversity.
outputs. With only three outputs,

the EDA has only two degrees of
freedom for control of its response. Thus, the performance of the antenna is very
dependent on the signal source environment.

A et P T "N
-
o

2.0 Signal Source Environments

' To quantify the signal environments where a finite number of sources are present,
the parameter of source entropy is used. It is defined as

N
1
E~)p, log,()
1 i
where:E, -Source Entropy (14)

power of source i
Total Power of Sources

and p,-
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This parallels the use of
entropy in information theory
[6] in that entropy is a
measure of the randomness of
the system. As the number of
sources and the distribution of
power among them increases,
the entropy increases. How
well  the energy density
antenna will reduce the fading
of the signals will be ¥ TR
determined by the entropy of Handand Deviations
the sources.

'M'iilty knlsity Functi
Gaussian Dish:ibul on.
Tw Signals Distmbutio

8.25

ME 72 WA D B S e gt O S "D

For the energy density poure’s PDF of Two Signals.
antenna to adapt to the

environment and reduce the
tading, a control mechanism needs to be added that can combine the outputs in
a constructive manner.

3.0 Antenna Control Hardware

The adaptation of antennas in the multipath environment is very difficult due to
the rapid changes in the signal characteristics. Least mean square algorithms
(LMS) are too computationally intensive to be practical in the multipath
environment [7]. Direct search algorithms are a possibility but require rapid
sampling to determine the gradients. A first step to a practical controller is to
construct it as a finite state machine.

The antenna combiner as shown in Fig. 6 uses only phase weighting and has steps
of 7t/2 on each of the four inputs from the antenna. This controller has 2* = 256
unique settings. Because only the relative phase among the four wire outputs (Fig
1.) is significant, there is a redundancy which reduces the number of unique states
to 2*/4 = 64. This creates one more pair of adjacent states (total of eight) for each
state. These additional adjacent states allow more flexibility in a stepped
trajectory through state space. The importance of these trajectories will follow.

The 64 states are selected with a one-byte word. The penalty for this simplicity
is two-fold. First, there is the lack of amplitude weighting and second, the phase
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quantization is very coarse. The lack of amplitude weighting (equal gain
combining [2]) sacrifices 0.98 dB of signal relative to an ideal combiner, a pre-
detect*on maximal-ratio combiner [2]. This is calculated by finding the expected
value of the square of the difference of two Rayleigh distributed random variables.
This assumes that the two signals are co-phased before combining them in a
Wilkenson Tee [8].

E[vi]- [py(vp)vadv
0 (15)
where v,=|V,-V,| and p‘,(Vi)-Ze_y‘2 Sfor Osy<e
i-12
E[Vi]-213  EIVA-E[VA)-1
E[VA+E[V]-E[V3]
LOSS- 1 A (16)

E[V}1+EIV3]

~0.8935-0.49dB

LOSS- 1+1-2o.213

The four-way combiner consists of two 2-way combiners in series. The total loss
is twice 0.49 ¢B or 0.98 dB.

The coarse quantization of the phase steps, 7/2, also introduces losses of 0.87 dB
as shown below.

cos(0) 2
- [ X _ar-1-05.1-0818--087aB (17

2 19
m(%)nVI—X

The analysis assumed that there would be a uniformly distributed phase error of
+ 1/4 for each of the four inputs from the energy density antenna. The total loss
is the sum of the loss due to » ,ual gain combining and that due to large phase
quantization and is equal to 1.85 dB. This loss has been verified as part of the

8
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system simulation, see Fig. 9, and is described in section 5.0.

Self Tuning Regulator Adaptive Control

of an Energy Density Antenna
PROPAGATION  EMERGY DiScReTE

RADD RADIO
A ENCY BYMAXWELLS  DENSTY il PASSVE  FREQUENCY
ENVIRONMENT EQUATIONS ANTENNA SUMMER  ReCEVER
X(1) Y(1) P(1)
X(2) YO) pR) Ez(d vie
@@

R Hx(Y) v
X(N) YO PO @—@4 p
Hy(1) v
VEMICLE @"@' BASE

el BAND
Xi) Yy e (P m"“’“
R F. VOLTAGE
DISCRETE ANALOG
WAVELENQTH—— RELDS F VOLTAGE DIGITAL SIGNAL
PHYSICAL AT CONTROL STRENGTH
DIMENSIONS RECEIVER
w1
STR
- MEMORY
ALGOTITHA -
2K ROM oMos 1K RAM

Figure 6. Antenna Controller.

The 64 states of the antenna can be diagrammed in a 4 x 4 x 4 Euclidian state
space cell as in Figs. 7 and 8. These cells are periodic in all three axes.
Allowing the controller to step only to adjacent states limits the switching
transients to small values compatible with analog and digital modulation [9].
These single step trajectories in state space are easy to incorporate into the control
algorithm.

4.0 ADAPTIVE ALGORITHMS
The adaptation algorithms used with this antenna must be very simple. The

intended application is small, battery powered equipment where size and power
consumption must be minimized. There is no active processing (gain or

9

566




conversion) of the input signals before
combining and the receiver itself
provides evaluation of the combined
signals. Two algorithms have been
simulated and compared for use in this
application, a direct search [7] and a
newly developed, chaotic-cycle-
tracking (CCT) routine.

The direct search is a simple routine
in which the receiver samples all eight
adjacent states and then switches
whenever the criterion (signal strength,
S/N, C/1, etc.) of any one of them
exceeds that of the present state. This

i

Figure 7. Limit Cycle from

Measurements.

requires extensive sampling and is slow. However, it works well at low fading
rates [9]. At higher fading rates, even this simple algorithm exceeds the capacity

of the control hardware.

This study demonstrated that often multipath propagation has chaotic [10] rather
than stochastic [3] characteristics. The existence of chaotic limit cycles has been
demonstrated for many different environments by field measurement, Fig. 7, and

computer simulation,

Fig. 8. For each simulated ENTROPY
physical path of the |retras 1.8
antenna, the "most |[fatht o
traveled" closed path

through state space was
identified and showed the
chaotic characteristic. This
chaotic nature can be
exploited allowing the use
ur a fast algorithm.

The chaotic-cycle-tracking
(CCT) algorithm is fast
because memory is used to

78 BOVES IN MAIN e'

156 MOVES IN LOOP
27?7 TOTAL MOVES

model the environment and
maintain an estimate of the

Figure 8. Limit Cycle from Simulation.
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best next state for each present state. The system is modeled as a Markov chain
[11, 12, 13] with a non-stationary transition matrix. The transition matrix is

sparse and each row contains
only two values, one on the
major diagonal and the other
in  one-of-eight  possible
positions (adjacent states).
The position of the latter is
determined by the greatest
element of the criteria benefit
vector (CBV) for that state.
The transitions occur when
the criterion of the present
state falls below a standard.
It the switching is beneficial,
then the new state is
continued until the value of
the criterion decreases. If the
switching is detrimental, then
the opposite adjacent state is
selected.

] Cumulative Signal Strength
- Ez Antenna
=1 Adaptive ~
n Max imum
[ Total Pwr.
u
m ¥
u -
l -
a
t 2
1 -
v
e
—Ar:r T T Y LI | T—T1 1 T —¥ T T— T T T T 1
Signal Strength 3dB-Div

Figure 9 CDF of Antenna.

A criteria benefit vector (CBV) of length 8 is maintained for each of the 64 states
of the antenna. The essence of the adaptive algorithm is the method of updating
the elements of the CBV’s. Each time the antenna changes state, the change in
the value of the criterion is used to update the vector element, V; by

Vii-(1-a)V,;+a(0;-0)

where 0<a <1 (18)
O,~output in state i )

and 0,‘-output in state j
after transition from state i

The value of «, is important as it is the "forgetting factor" [14, 15] of a self tuned
regulator (STR) adaptive system. The value of a; is a function of the
Kolmogorov-entropy (K-entropy) [10] of state i.

11
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All calculations are done while waiting for the delay caused by the IF filter of the
receiver and the A/D conversion. The switching then occurs without having to do
significant calculations because the next state is estimated while measurements are
being done. This estimate is based on the past history of benefit or loss of this
transition.

A series of the most beneficial estimates predict a closed path in state space [16,
17} while the antenna traverses the environment. This path is only an estimate of
the ideal instantaneous path which shows wandering or chaotic behavior in most
environments. This predicted closed path is defined as the limit cycle.

The use of the concept of chaos to describe the multipath environment is a
departure from conventional thought. It requires an entropy value. The entropy
of the system is the sum of the K-entropy for each state. One method of
obtaining the entropy is to estimate the transition probabilities from a histogram.
The histogram is only available during simulations and is not available during
real-time operation of the algorithm. Another method of estimating the entropy
is from the variance of the benefit of the criteria. This is available during real-
time operation of the algorithm.

Those states with high entropy are steering states where the system may select
quite different paths [18, 19, 20]. If the entropy of a state is low, then the next
state is consistent. The forgetting factor for each state is made a function of the
entropy of that state as estimated from the variance of the benefit to the criterion.

The variance for each element of the CBV’s needs to be stored in addition to the
value itself. If a single byte is used to store these variables, then the system can
be defined within 1 K-Byte of memory. This is within the capability of low-cost,
low current, CMOS controllers.

5.0 Results - Antenna Performance

The performance of the antenna is measured in the form of a cumulative
distribution function of signal strength, see Fig. 9.  This shows the overall
effectiveness in reducing the multipath fading. For any particular probability
level, e.g. 5%, the advantage can be expressed in dB of signal strength. This dB
advantage can be used in any other part of the system, e.g. lower transmitter
power. The advantage of the antenna is shown in Table 3. The benefit is that
relative to an E-field antenna.
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Difference in Signal Levels Relative to an E-Field Antenna when Fades
Occur Five Percent of the Time
Envirorment Combining  Algorithm
Source Maximal Equal Direct Cycle Track
Entropy Ratio Gain Search

0.5 11.5 dB 9.6 8.6 8.5

1.0 11.5 dB 9.6 8.6 8.3

1.5 11.5 dB 9.6 8.6 7.4

2.0 11.5 dB 9.6 8.6 6.4

2.5 11.5 dB 9.6 8.6 5.5

3.0 11.5 dB 9.6 8.6 3.2

4.0 11.5 dB 9.6 8.6 24

5.0 11.5 dB 9.6 8.6 1.5

Table 3. Benefit of the Adaptive Energy Density Antenna with Various
Algorithms.

6.0 Conclusions

1.

The energy density antenna is an effective receptor in a multipath fading
environment. It is a single antenna structure which provides three
independent outputs that can be selected or combined to provide a
diversity gain of typically 12 dB. The entropy of the scattering
environment determines the improved performance of energy density
antenna relative to that of three independent antennas. For scattering
environments with high entropy the performance is equivalent. For
environments with low entropy the energy density antenna performance far
exceeds that of three and approaches that of an infinite number of
independent antennas.

A simple, phase only, 64-state antenna controller and combiner can be
used with the energy density antenna and invokes a mean loss of
performance of 1.9 dB resulting in a typical net diversity gain of 10 dB.
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The scattering environment often produces fields that have chaotic
characteristics when viewed in the state space of the energy density
antenna. The periodicity of the fields becomes more apparent when
viewed in three-dimensional state-space rather than in scaler time plots.

An adaptive algorithm which uses memory to retain an estimate the
gradients and converge to a limit cycle is effective in a scattering
environment. In many environments the penalty is less than 2 dB when
compared with a continuous direct search algorithm. The benefits include
operation at mobile vehicle speeds, reduced switching transients and low
power consumption.

This algorithm can be run on very low-cost, low-power CMOS controller
chips, such as the 68HC04, for antennas on moving vehicles at highway
speeds. It is effective in systems with voice bandwidth channels at
900 MHz.
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