**Abstract**

A new geometry for array construction is discussed, which employs two sets of orthogonal striped electrodes. While obtaining $N^2$ intersecting points in a two-dimensional structure, only $2N$ control points are required. Thus, $N^2$ active elements are controlled with $2N$ degrees of freedom which both simplifies implementation and data handling. This gain in simplicity is traded off against reduced performance when employed as a projector and increased signal processing when employed in beamforming mode. It is shown that no performance is lost in beamforming if the process is carried out in a two-step process. The limitations of the crossed-electrode geometry are discussed and a theory is presented for operation as a projector and a receiver.
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Abstract—A new geometry for array construction is discussed which employs two sets of orthogonal striped electrodes. While obtaining $N^2$ intersecting points in a two-dimensional structure, only $2N$ control points are required. Thus, $N^2$ active elements are controlled with $2N$ degrees of freedom which both simplifies implementation and data handling. This gain in simplicity is traded off against reduced performance when employed as a projector and increased signal processing when employed in beamforming mode. It is shown that no performance is lost in beamforming if the process is carried out in a two-step process. The limitations of the crossed-electrode geometry are discussed and a theory is presented for operation as a projector and a receiver.

INTRODUCTION

The purpose of this paper is the introduction of a new geometry for planar structures which allows simpler implementation and construction while trading off higher signal processing costs and possible reduced performance (the term planar is not strictly necessary although most applications are concerned with planar devices). Since two-dimensional structures are important in acoustic arrays and optical imaging devices, the structure described here has applications which cover a wide variety of technical areas. In this analysis, we will give the basic operation principles of the geometry and leave detailed analysis of specific applications to a forum where the physics of each may be dealt with in detail.

The generic physical description of our device is shown in Fig. 1(b). It is assumed that an active material (acoustical or optical) is placed between two electrodes as shown. By applying a voltage, the device is able to act as a projector of acoustical or optical energy or, left in a passive state, it may create a voltage by the action of a field (acoustical or optical) impinging upon it. Obviously, this is a simplification to any real device, but for the purposes of describing a new geometrical implementation for a two-dimensional array, it is sufficient. The active material could be a piezoelectric material for acoustical applications (polymethylmethacrylate PMMA), a nematic liquid crystal or light emitting diode material (GaAs) for optical projection applications or a Si-based optical imaging device. There exists a plethora of materials and applications which we will not discuss; however, we do make the realistic assumption that all electrodes are transparent to the type of field (acoustical or optical) under consideration.

Fig. 1 shows a two-dimensional structure which is typical of the planar arrays under consideration. In a conventional implementation, the active element is sandwiched between electrodes and each may be addressed individually either by a random address scheme where each pair of electrodes leads is available, or through a parallel-to-serial conversion such as in charge coupled devices (CCD). The problems of individual access of each element are myriad: large numbers of connections, large numbers of wires, greater potential for failure, etc. The heat loss along conducting wires in cooled detectors, and the inability to package a random array were two major motivations for the development of the parallel-to-serial conversion devices such as CCD's. The basic problem is that for an $N \times N$ device, $N^2$ elements must be addressed. The contribution of this paper is to suggest another type of structure, that of crossed electrode strips as shown in Fig. 1. Here the device has one set of electrode strips on top of the active material, and another orthogonal set on the bottom. This leaves $N^2$ intersection points while resulting in only $2N$ electrodes which are brought out to the edge. Obviously, an array with $2N$ degrees of freedom (DOF) will not function as efficiently as one with $N^2$, but if one considers the savings for a device with, for example, $10^7$ elements,
per side (2 × 10^4 versus 10^6) this loss of performance may be acceptable.

We will analyze this structure through reciprocity, i.e., as a projector first, later as a receiver for beamforming. We will neglect crosstalk which can be present in a device with either 2N or N^2 DOF. Given the results shown in subsequent sections on projection and beamforming, a decision can be made on the feasibility of employing a crossed-electrode edge-coupled array in specific acoustical or optical applications.

**Two-Dimensional Edge-Controlled Array**

Consider Fig. 1. The device pictured has an active material sandwiched between two sets of electrodes. The top set consists of a number N of strips, while the bottom has a similar pattern rotated 90°.

By applying a voltage to each top electrode and each bottom electrode, a potential difference at the intersection of the ith bottom and jth top electrodes of (B_i - T_j) is formed. Electric field strength may be approximated as this potential difference divided by the electrode separation, and the emitted field will be assumed to be the product of the electric field and a constant which describes the material. In acoustics, this constant would be the piezoelectric d constant, whereas in optics it is the dielectric ε constant for liquid crystals or another conversion factor which relates light intensity to voltage for devices such as a biased light emitting diodes operated over their linear regions.

The figure indicates the active area to be the spatial intersection of two rectangular electrodes. Actually, fringing of the fields will cause a response pattern to fall off more gradually than the perfectly rectangular shape shown. This structure is both physically realizable and controllable within current signal processing technology.

Questions which remain are what types of fields may be created by such a device, and the possibility of employing such a device as a receiver. Additional investigations must center around control stability, possible implementation problems, and methodology for possible improvements.

**Theory—Projection**

The field generated from each active area is linearly proportional to the electric field, which is nearly proportional to the potential difference at that location. Then the potential difference at any intersection point where the ith bottom electrode crosses the jth top electrode may be written as

\[ M_{ij} = B_i - T_j \]  

where B_i, T_j are the top and bottom electrode voltages for the ith row and jth column. Notice that while the number of active areas of an N × N structure device has N^2 (DOF), the edge-interconnected structure reduces this to 2N DOF thus limiting the types of patterns which may be represented. It is expected that the desired two-dimensional spatial fields have finite correlation lengths and times, which will reduce the number of DOF required to describe their spatial and temporal behavior. An alternate position from which to view this is to consider the description an isotropic field (isotropic assumption is not necessary but simplifies the discussion) in terms of its Karhunen-Loève (K-L) expansion [1]-[4]. The diagonalization of the autocorrelation (expanding in terms of its eigenfunctions) matrix typically shows that the autocorrelation matrix is not of full rank and the number of eigenvalues which exceed some arbitrarily small number is less than the dimensionality of the autocorrelation matrix.

Whereas for two-dimensional fields: without correlation, each eigenvalue provides the same amount of information for describing the field in terms of an expansion of eigenvectors, with finite correlation each eigenvalue provides proportionally more information than the next smaller one, so that truncation of the expansion after a few terms yields an accurate description [5].

Thus practically speaking, the required number of DOF to expand a function which has finite correlation properties, is less than the dimensionality of the problem if the expansion is allowed to have a finite but small mean-squared error. Since even full expansions will have some variance from the original function due to noise, this limited DOF expansion may not be an overwhelming constraint.

The problem of approximating N^2 independent potential differences by 2N edge voltages may be represented in matrix form as

\[ AV = W \]

where V is the array of edge voltages, bottom voltage first, followed by top voltages. For N channels it takes the form (see Fig. 1).

\[ V = \begin{bmatrix} B_1 \\ B_2 \\ \vdots \\ B_N \\ T_1 \\ T_2 \\ \vdots \\ T_N \end{bmatrix} \]

The array W is the array of two-dimensional potential differences ordered row-wise (the array W is proportional to the desired two-dimensional field on the surface of the array)

\[ W = \begin{bmatrix} M_{11} \\ M_{12} \\ \vdots \\ M_{1N} \\ M_{21} \\ \vdots \\ M_{N1} \end{bmatrix} \]  

and the matrix A has the form

\[ A = \begin{bmatrix} 1 & 0 & 0 & \cdots & -1 & 0 & 0 & \cdots \\ 1 & 0 & 0 & \cdots & 0 & -1 & 0 & \cdots \\ \vdots \\ 0 & 1 & 0 & \cdots & -1 & 0 & 0 & \cdots \\ \vdots \\ 0 & 0 & \cdots & 1 & 0 & 0 & 0 & \cdots & -1 \end{bmatrix} \]

\[ \text{of } 2N \text{ elements, } \]

\[ \text{of } N^2 \text{ elements.} \]  

\[ (5) \]
Since \( A \) has more rows than columns the generalized inverse is
\[
A^T = (A'A)^{-1} A' \quad \text{(overdetermined case)} \tag{6}
\]
and it is well known that the solution to (2) takes the general form (if the original equation is consistent) [7]
\[
V = A^T W + (I - A^T A) Z \tag{7}
\]
where \( A^T \) is the Penrose–Moore inverse and \( Z \) is arbitrary. We choose a solution of the form
\[
V = A^T W \tag{8}
\]
which given the form for \( A^T \) in (6) for the overdetermined case, the solution (8) is best in a least squares sense.

Since the quantities of interest are voltage differences between the rows and columns, it is convenient to introduce a normalization which fixes the absolute voltage. This can be achieved in a variety of ways, one which is sufficiently general is to write
\[
\sum_{i=1}^{N} B_i + \sum_{j=1}^{N} T_j = C \tag{9}
\]
i.e., fix the sum of all edge voltages at some arbitrary constant \( C \). Other forms of normalization can be found from this approach. This adds a constraint equation to (2) and changes the form of \( A \) and \( W \). Writing the augmented equation in the form
\[
BV = T
\]
\[
B = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & \cdots \\ A \end{bmatrix} \quad T = \begin{bmatrix} C \\ W \end{bmatrix} \tag{10}
\]
where \( A \) and \( W \) are given by (5) and (4), respectively. Equation (10) has solution
\[
V = B^T T; \quad B^T = (B'B)^{-1} B'. \tag{11}
\]
In this formulation
\[
(B'B) = \begin{bmatrix} \alpha & 0 \\ 0 & \alpha \end{bmatrix}
\]
\[
\alpha = \begin{bmatrix} N + 1 & 1 & 1 & 1 & \cdots \\ 1 & N + 1 & 1 & 1 & \cdots \\ \vdots \end{bmatrix} \tag{12}
\]
and \( 0 \) is the \((N \times N)\) null matrix.

The inverse is easily found to be
\[
(B'B)^{-1} = \frac{1}{2N^2} \begin{bmatrix} \beta & 0 \\ 0 & \beta \end{bmatrix}
\]
\[
\beta = \begin{bmatrix} 2N - 1 & -1 & -1 & \cdots \\ -1 & 2N - 1 & -1 & \cdots \\ \vdots \end{bmatrix} \tag{13}
\]
which may be written as
\[
(B'B)^{-1} = \frac{1}{N} I + \frac{1}{2N^2} S
\]
\[
S = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \tag{14}
\]
where \( I \) is the \((N \times N)\) matrix consisting of all ones, \( 0 \) the \((N \times N)\) null matrix. The pseudoinverse is then written as
\[
B^* = (B'B)^{-1} B' = \frac{B'}{N} + \frac{1}{2N^2} S B'
\]
\[
Q = \begin{bmatrix} -N & -1 & -1 & -1 & \cdots \\ -N & -1 & -1 & -1 & \cdots \\ \vdots \end{bmatrix}
\]
The final solution may be written in terms of the nonaugmented operators as
\[
V = \left[ \begin{array}{c} \frac{1}{N} A^T + \frac{1}{2N^2} G \end{array} \right] W + K \tag{17}
\]
where
\[
G = \begin{bmatrix} -1 & -1 & -1 & -1 & \cdots \\ \vdots \end{bmatrix} \tag{18}
\]
and
\[
K = \frac{C}{2N} \begin{bmatrix} 1 \\ 1 \\ \vdots \end{bmatrix} \tag{19}
\]
The action of each matrix in (17) is easily seen if one analyzes the eigenvectors of \( AA^T \), where \( A^T = (1/N) A^T + (1/2N^2) G \). This matrix has eigenvectors which are analogous to the impulse response of the structure. The eigenvectors are unity row or column matrices which would result if a voltage were imposed on one of the edge connections. If the resulting two-dimensional pattern were analyzed by discrete Fourier transform, the first term in (17) correctly predicts the Fourier components at the price of overestimating the dc component of the two-dimensional pattern. The second term corrects the two-dimensional dc component by adjusting the overall gains of the electrode voltages row-wise or column-wise as a whole. The final
term biases the row and column voltages to obtain the desired range as initially constrained by the constant C.

Of greater importance, any two-dimensional pattern must be expandable in terms of the sum of these basis vectors which are functions of the row coordinate or the column coordinate. Analysis of the basis functions indicates that traveling harmonic disturbances moving parallel to the row or column are possible thus allowing the device to reproduce specific monochromatic spatial frequency convective waves, however, isolated impulses are not capable of accurate reproduction without the same type of error found in liquid crystal displays [8].

EXAMPLES

Consider the example of a $3 \times 3$ device in Fig. 2 where the desired spatial pattern is shown. Pattern $W_1$ is the sum of an eigenvector expansion. Voltages applied at each electrode are given by $A^T W$, an expansion of these voltages results in the original desired pattern as shown. This is guaranteed since $W$ was given as an expansion of eigenfunctions of $A A^T$. Note that the voltages $V = A^T W$ are not unique (the last ten in (17)) and alternate voltages shown will also reproduce the pattern (different $K$ in (17)). Notice that the latter voltages are specified by integer values. Consider $W_2$, a pattern which cannot be generated by an eigenvector expansion. Voltages are again shown by $A^T W$, however, this time the resulting pattern $A A^T W$ has been altered. This is expected since all output will have to be an eigenvector of $A A^T$ whether the input was or not.

Figs. 3 and 4 display two examples for a $10 \times 10$ device with 100 two-dimensional elements. At the top of each figure are desired two-dimensional fields. These patterns are typical of shading which might be required in producing a uniform convective pressure field from a planar array, in coherent optical spatial filtering employing liquid crystals or similar devices, or optical apodization of an optical system by tailoring illumination through devices such as LED's.

It can be seen that the two-dimensional field produced is in both cases a close replica of the desired field. Fig. 4 has more spatial structure than Fig. 3 and hence the replicated field has higher error in reproducing it. This is a general property of this type of replication, the more structure or high spatial frequency information the field contains (particularly in regions away from the spatial frequency axis if one visualizes performing a two-dimensional discrete Fourier transform on the desired two-dimensional pattern), the greater the error may be in reproducing it.

Beamforming, Tracking

The geometry under discussion can also be employed as a receiver, and this is perhaps the application of greater interest in both acoustics (beamforming) and optics (imaging and target tracking). Of particular importance in acoustics is the use of this geometry as a wave vector filter in rejection of turbulent boundary layer noise in favor of low frequency radiative acoustic signals, and the measurement of low frequency evanescent turbulent pressure fields [9]-[12]. In optics, it will be shown that the geometry has advantages in that tracking may be accomplished with high resolution with considerably less complication. By way of demonstration of the use of the device and how it differs in application from conventional devices, while retaining the ability to achieve the same results, we reformulate the beamforming problem for the crossed-electrode geometry and contrast it to the case of independent sensing elements.

![Example A](image)

<table>
<thead>
<tr>
<th>Desired spatial</th>
<th>-3</th>
<th>-3</th>
<th>-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>pattern $W_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Electrode voltages $V = A^T W = \frac{1}{3}$</td>
<td>-10</td>
<td>7</td>
<td>13</td>
</tr>
</tbody>
</table>

Produced spatial pattern

| $A A^T W$ | -2 | 1 | -2 |

Alternate electrode voltage

<table>
<thead>
<tr>
<th>Desired spatial</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>pattern $W_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Electrode voltages $V = A^T W = -278$

| $A A^T W = \frac{1}{3}$ | -112 | -112 | -112 |

Device Implementation

Ex. A

Example of desired spatial patterns which can be reproduced exactly ($W_1$) and (b) which cannot ($W_2$).

![Fig. 2. Example of desired spatial pattern which can be reproduced exactly ($W_1$) and (b) which cannot ($W_2$).](image)

<table>
<thead>
<tr>
<th>Desired two-dimensional pattern</th>
<th>$W_1$</th>
<th>$W_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern $W_1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pattern $W_2$</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
| Electrode voltages $V = A^T W = -278$

<table>
<thead>
<tr>
<th>$W_1$</th>
<th>$W_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Electrode voltage and resulting two-dimensional pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>-079 -335 -552 -552 -547 -446 -439 -435 -435 -419</td>
</tr>
<tr>
<td>017 -492 -510 -589 -504 -724 -707 -693 -693 -670</td>
</tr>
<tr>
<td>057 -552 -646 -920 -944 -783 -747 -633 -649 -561</td>
</tr>
<tr>
<td>071 -552 -646 -920 -944 -784 -757 -633 -659 -571</td>
</tr>
<tr>
<td>072 -552 -646 -920 -944 -784 -757 -633 -659 -571</td>
</tr>
<tr>
<td>077 -532 -646 -920 -944 -784 -747 -633 -649 -561</td>
</tr>
<tr>
<td>071 -492 -510 -589 -504 -724 -707 -693 -693 -670</td>
</tr>
<tr>
<td>079 -335 -552 -552 -547 -446 -439 -435 -435 -419</td>
</tr>
</tbody>
</table>

Average error per point $= 8.5 \times 10^{-4}$

![Fig. 3. Example of a desired $10 \times 10$ two-dimensional field and the crossed electrode structure reproduction.](image)

The difference between the measured two-dimensional field from an edge-connected device and that measured by an array of independent elements can be visualized by contrasting the impulse response of the two devices. Consider a unit impulse
Consider the geometry shown in Fig. 5. We will analyze this structure with the following assumptions [13]-[15]:

1) the transducer possesses 2 orthogonal principal axes;
2) separations between centers of successive transducer elements lying in the direction of a principal axis are equal;
3) time delays between successive transducers elements lying in the direction of a principal axis are equal;
4) the temporal response of each active segment is identical for all segments of the array and is specified by the power spectral density $|F(\omega)|^2$;
5) the spatial response of each active segment is identical for all segments of the array and is specified by the power spectral density $M(k_\nu, k_\nu')$.

For the geometry of Fig. 5

$$M(k_\nu, k_\nu') = \text{secant}^{2} \left( \frac{k_\nu b}{2} \right) \text{secant}^{2} \left( \frac{k_\nu' d}{2} \right)$$

(24)

Given the assumptions above, it has been shown that the receiver transfer function is

$$W(k, \omega) = 8\pi^4 |F(\omega)|^2 M(k_\nu, k_\nu') \sum_{j=0}^{N-1} \sum_{m=0}^{N-1} \exp \left[ -i k \cdot (y_j - y_m) \right] e^{-i k (\tau_\nu - \tau_{\nu'})} s_j s_m^*$$

(25)

where $y_j$ is the position of the $j$th active segment, $\tau_\nu$ is the time delay applied to the output of this segment, and $s_j$ is the relative sensitivity. This then can be written

$$W(k, \omega) = 8\pi^4 |F(\omega)|^2 M(k_\nu, k_\nu') \sum_{j=0}^{N-1} \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \sum_{m=0}^{N-1} \exp \left[ -i (jk_\nu d + mk_\nu' d + j \omega \tau_\nu + m \omega \tau_{\nu'}) s_j s_m^* \right]$$

(26)

This may be extended to include a more general case than the case where each active element is independent, by rewriting (26) as ($\tau' = \omega \tau$)

$$W(k, \tau') = 8\pi^4 |F(\omega)|^2 M(k_\nu k_{\nu'}) S(k_\nu, k_{\nu'}, \tau')$$

(27)

$$S(k_\nu, k_{\nu'}, \tau') = \sum_{j=0}^{N-1} \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \sum_{m=0}^{N-1} e^{-i (\omega \tau_\nu + \omega \tau_{\nu'}) s_j s_m^*}$$

(28)
where $I_{\text{spm}}$ is the impulse of the structure. For the case of independent active elements, $I_{\text{spm}}$ is simply a Kronecker delta function, i.e., each element responds to a point pressure input at only the active element to which it is applied. Then for the previous case [13]-[15]

$$I_{\text{spm}} = \delta_{j,n} \delta_{m,n}$$  \hspace{1cm} \text{where } \delta_{j,n} = 1 \text{ if } j = g \hspace{1cm} \text{otherwise} \hspace{1cm} (29)

it was shown for $s_i = 1$

$$S(k_n, k_p, r') = \sum_{j=0}^{N-1} \sum_{m=0}^{P-1} \exp[-i\{j(k_n d + \omega r_n) + m(k_p e + \omega r_p)\}]$$

$$= 1 - e^{-i(Nk_n d + \omega r_n)} - e^{-iP(k_p e + \omega r_p)}$$

so that

$$|S(k_n, k_p, r')|^2 = \frac{\sin^2 N \left| \frac{k_n d + \omega r_n}{2} \right|}{\sin^2 \left| \frac{k_p e + \omega r_p}{2} \right|} \left(30\right)$$

For the case of the edge-connected array, the impulse response may be found to be (17)

$$I_{\text{spm}} = \frac{1}{N} \delta_{j,n} + \frac{1}{P} \delta_{m,n} - \frac{1}{NP} \delta_{j,m}$$ \hspace{1cm} (31)

This is a cyclic convolutional impulse response and can be contrasted with that of the independent elements as shown in Fig. 6.

In this case, (28) takes the form

$$S_j(k_n, k_p, r') = \sum_{j=0}^{N-1} \sum_{m=0}^{P-1} e^{-i\frac{\omega r_n}{N} \cdot \frac{m}{P}} \sum_{k=0}^{N-1} \sum_{l=0}^{P-1} e^{-i\frac{\omega r_p}{N} \cdot \frac{k}{P}}$$

$$+ 1 \sum_{k=0}^{N-1} \sum_{l=0}^{P-1} e^{-i\frac{\omega r}{N} \cdot \frac{k}{P}} - \frac{1}{NP} \sum_{k=0}^{N-1} \sum_{l=0}^{P-1} e^{-i\frac{\omega r}{N} \cdot \frac{k}{P} + \frac{\omega r_p}{P}}$$

$$\left(32\right)$$

similarly

$$S_k(k_n, k_p, r') = \sum_{j=0}^{N-1} \sum_{m=0}^{P-1} e^{-i\frac{\omega r_n}{N} \cdot \frac{m}{P}} \sum_{k=0}^{N-1} \sum_{l=0}^{P-1} e^{-i\frac{\omega r_p}{N} \cdot \frac{k}{P}}$$

$$+ 1 \sum_{k=0}^{N-1} \sum_{l=0}^{P-1} e^{-i\frac{\omega r}{N} \cdot \frac{k}{P}} - \frac{1}{NP} \sum_{k=0}^{N-1} \sum_{l=0}^{P-1} e^{-i\frac{\omega r}{N} \cdot \frac{k}{P} + \frac{\omega r_p}{P}}$$

$$\left(33\right)$$

The last two terms cancel leaving

$$S_j(k_n, k_p, r', 0) = \left(1 - e^{-i\frac{\omega r_n}{N}} \cdot \frac{m}{P}\right) \left(1 - e^{-i\frac{\omega r_p}{N}} \cdot \frac{k}{P}\right)$$

$$\left(34\right)$$

For $s = 1$ (34) reduces to

$$S_j(k_n, k_p, r', 0) = \left(1 - e^{-i\frac{\omega r_n}{N}} \cdot \frac{m}{P}\right) \left(1 - e^{-i\frac{\omega r_p}{N}} \cdot \frac{k}{P}\right)$$

$$\left(35\right)$$

The easiest way to visualize the process is to analyze a spe-
cific geometry. Consider the case (dimensions in centimeters)

\[
N = 10 \\
P = 10 \\
d = 10 \\
e = 10 \\
b = 5 \\
l = 5.
\]

Fig. 7 displays the single element transfer function \( M(k_n, k_p) \) along several \( k_n \) axes. Fig. 8 shows the product \( M(k_n, k_p) |S(k_n, k_p, r')| / N^2 P^2 \) along the \( k_p = 0 \) axis for the above example \((r'_n, r'_p) = 0)\). The results of the edge-connected array are the same for this case. The effect of changing \( N \) and \( P \) may be seen by comparing a similar calculation for \( N = P = 3 \) in Fig. 9. The effect of a single time delay are seen in Figs. 10 and 11 which displays the product \( M|S|^2 / N^2 P^2 \) along the \( k_n = 0 \) axis for the time delays \((r'_n, r'_p) = (1.57, 0) \) and \((5.0, 0)\). For this case, the peak in the \((k_n, k_p)\) plane moves from \((0, 0)\) to \((0, -0.157)\) and \((-0.5, 0)\) as expected. In the latter case, a second lobe has come into the region of the function \( M \) to appear similar to the main lobe in Fig. 8 for no time delay. Fig. 12 shows the product \( M|S|^2 / N^2 P^2 \) along the \( k_n = 0 \) axis for a time delay \((r'_n, r'_p) = (0, 1.57)\) which appears like Fig. 10 by symmetry. Fig. 13 displays a time delay \((r'_n, r'_p) = (1.57, 1.57)\) along the \( k_p = -0.151 \) axis (near the peak) for the independent element array. As expected, the peak moved to \((-0.157, -0.157)\). Fig. 14 displays a similar calculation for the edge-connected array. It can be seen that the lobes have split into two sets of components, one contribution remaining at the origin, the other smaller one moving to the expected position. Thus, applying time delays simultaneously along both axes will result in a transfer function which is different than a similar operation on an independent element array, i.e., \( S(k_n, k_p, r'_n, r'_p) \neq S(k_n, k_p, r_n, r_p) \). However, as shown by Figs. 10, 12-14 and (27) and (39), if time delays are applied along a single axis (normalized by zero time delay) and the results are multiplied by a time delay of the orthogonal axis, the resulting transfer function will be the same as the independent element case. This is easily seen in our example since (Fig. 13 and (31)) \( S(k_n, -0.157, 1.57, 1.57) = S(k_n, 0, 1.57, 0) \). The more general case is also true as shown by (39). The edge-connected array must be operated in a two-step product mode where each step beamforms along a single axis. The results of this process will be identical to an independent element array.

As an aid in visualizing the operational characteristics of a system with a specified number of processing channels, consider Figs. 15 and 16. The assumption is that a system which
Fig. 11. Results similar to Fig. 10 for time delay $\tau_i = 5.0$. Note the main lobe has moved further to the left and a second lobe has entered from the right to the right of the origin. $\tau_i = 0, \ N = P = 0$.  

Fig. 12. Normalized transfer function for the conventional and crossed-electrode geometries along the $k_e = 0$ axis for a time delay $\tau_i = 1.51, \tau_j = 0, \ N = P = 0$.  

Fig. 13. Normalized transfer function for the conventional geometry for the time delay $\tau_i = \tau_j = 1.51$ along the $k_e = -0.151 \text{ cm}^{-1}$ axis. The main lobe has been swept to the left of the origin as expected from Figs. 12 and 10. $N = P = 0$.  

Fig. 14. Normalized transfer function for crossed-electrode geometry for the time delay $\tau_i = \tau_j = 1.57$ along the $k_e = -0.151 \text{ cm}^{-1}$ axis. Note that the lobe has split, one contribution remaining on the origin and a smaller one moving to the expected position. This indicates the beamforming cannot be done in a one-step procedure with two time delays, but can be accomplished in two single time delay processes as shown in Figs. 10 and 12. $N = P = 0$.  

Fig. 15. Normalized transfer function for a hypothetical system with capacity for 16 inputs. A conventional system would have 16 elements ($4 \times 4$) individually addressed $\tau_i = \tau_j = 0, \ N = P = 4$.  

Fig. 16. Identical assumptions as Fig. 15 for the cross-electrode geometry which would have 8 elements on a side. Note the reduced width of the lobes. $\tau_i = \tau_j = 0, \ N = P = 8$.  

can process 16 channels of data exists ($d = e = 10, h = l = 5$ as before). for the independent element case this results in a 4 $\times$ 4 array. Fig. 15, whereas the edge-connected case has 8 connections on a side or 16 total and 64 interconnected sensing
areas. The pattern \( M|S|^2/N^2P^2 \) displayed for \((r_s, r_p) = (0, 0)\) displays the superior resolving power of the edge-connected array.

**Conclusion**

The concept of a crossed-electrode edge-coupled array has been introduced and shown to have several significant advantages over conventionally addressed two-dimensional structures. Specifically this geometry requires only \(2N\) electrode leads as opposed to \(N^2\) for an \(N \times N\) device. While this structure requires an additional signal processing step for applications such as beamforming, this will in many instances be acceptable since the cost of signal processing is decreasing with time.

As a projector, the device is shown to be capable of replicating two-dimensional fields which have most of their energy located near the spatial frequency axis. As energy moves to higher frequency, particularly away from either axis (spatial frequency axis corresponding to the top electrode direction or bottom electrode direction), the device suffers more error. There are many applications, however, which fall within this constraint, particularly those which would gain from the addition of more active areas at the expense of a limited performance degradation.

The analysis concerned with employing this geometry in a beamforming mode shows no performance degradation provided an extra signal processing step is included. This is an attractive tradeoff for many applications since signal processing costs are continually being lowered. This analysis does not concern itself with the implementation of beamformer signal processing hardware, but the observation that no performance degradation occurs if a two-step process is used (rather than the conventional single step) should make this geometry attractive for further consideration in beamforming and tracking applications.
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