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ABSTRACT

A Comparison of Optically Measured

and Radar-Derived Horizontal

Neutral Winds

by

Michael S. Christie, Master of Science

Utah State Unversity, 1990

Major Professor: Dr. Vincent B. Wickwar
* Department: Physics

Nighttime thermospheric winds for Sondrestrom, Greenland {66l9a-72.-W,

759 A from 11 nights between 1983 and 1988, have been compared to learn about

the O+-O collision cross section and the high-latitude atomic oxygen density. The

horizontal winds in the magnetic meridian were derived indirectly from incoherent-

scatter radar (ISR) measurements on ion velocities antiparallel to the magnetic field

and directly from Fabry-Perot interferometer (FPI) measurements of Doppler shifts

of the (6300-A) emission of atomic oxygen. In deriving the radar winds, the O+-O

collision frequency, which involves the prodict of the atomic oxygen density and

the O+-O collision cross section, was scaled by a factor of f that was varied from

0.5 to 5.1. On the basis of several arguments the altitude of the 6300-A emission

was assumed to be 230 km. The best agreement between the ISR and FPI winds

was obtained when f was increased substantially, to between 1.7 and 3.4. If the

average peak emission altitude were higher, these factors would be larger; if it were

lower, they would be somewhat smaller. However, if the average altitude were

substantially lower it would have been more difficult to have obtained agreement

between the two techniques.- If it were assumed, in agreement with Burnside et

al. [19871, that the 0+-0 colision cross section should be increased by a factor

of 1.7, then any departure of f from that value would indicate a variation of the

atomic oxygen density 101 fr6m the value determined by the MSIS-86 model of the

neutral atmosphere. The full range of [0] variation was then from 1/3 to 3 times

the MSIS value, with the most frequently found factor being 1 during period of

moderate solar activity (F 10.7 > 100) and 2 during periods of low solar activity

(F 10 .7 - 70), i.e., solar-cycle minimum. In addition, f and therefore 10] were often



I1
i found to vary significantly during the night. An increase was associated with the

appearance of gradients in the FPI meridional wind, suggesting auroral activity as

a common cause. Finally, superimposed on the radar wind, close to the time on

a day when Kp increased from 2 to 4-, were two periods of a large-scale gravity

i waves. (103 pages)
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INTRODUCTION

In the last two decades much has been learned about the behavior of the hor-

izontal neutral winds at F-region altitudes (200 to 300 km) in the thermosphere.

The term "wind" is taken to mean large-scale motions of the neutral atmosphere.

Additionally, to avoid confusion with meteorological definitions, for example, an

eastward wind means from west to cast. It has been found that winds can be

caused by several processes: thermal (differential heating), solar wind interactions

with the Earth's magnetic field in the polar cap and auroral zone causing E x B

drift of ions which drag the neutrals along; tides, waves propagating up from below;

etc.

In the basic pattern, winds tend to blow away from the subsolar point, the hottest

point of the thermosphere, to the coldest part, which occurs in the early morning

or predawn sector. In addition, they tend to blow over the polar caps and zonally

around the Earth at all latitudes. The neutral winds are strongly influenced by

frictional forces and collisions with ions. Ions can exert a drag on the neutral wind

[Rishbeth, 19721. This "ion-drag" is a result of the Earth's magnetic field. Ions

cannot move freely because their motion is strongly influenced by the geomagnetic

I field (B). They can move freely along (parallel to) B like "beads on a string"

but cannot easily move perpendicular to it except when an electric field is present.

This is expressed quantitatively by the equation of motion for a charged particle

(assuming E = 0), the Lorentz force, as:

S= qV x B.(1.1)

I Thus, ion drag can act to limit the neutral wind when flow is perpendicular to B

[Rishbeth, 1972]. However, ion drag can also act to enhance the neutral wind at

high latitudes. This is a result of the E x B drift of the geomagnetic field in the

antisunward direction across the polar cap and sunward at lower latitudes [Schunk,

1988]. This process is called convection. Since it is roughly in the day-to-night

direction within the polar cap, ions will tend to move with the neutrals "dragging"

them along, this time accelerating them and increasing the neutral wind speed.

Additionally, because the geomagnetic field is inclined, as ions and electrons move

along perpendicular to B, there will be a vertical component to their motion. This

I
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vertical motion can have a significant role in the ion density distributions. Further-

more, returning to the wind, a poleward wind on the dayside forces ions down B

(Figure 1.1a), lowering the ion number density by forcing the layer into a region

where chemical reactions reduce the concentration. Conversely, an equatorward

wind (Figure 1.1b) tends to maintain the ion concentration by elevating the layer

above the region where chemical reactions deplete it IRishbeth, 1972].

The equatorward wind is particularly important. It is obvious that solar ion-

ization in the Earth's atmosphere stops at night. When this happens, these major

chemical reactions:

N2 +O +  NO + +N (1.2)

o2+o 0++0o (1.3)

02 + e - O O (1.4)

NO + + e N + 0 (1.5)

reduce the ion densities [Schunk, 19831. As previously discussed, wind-induced5vertical plasma drifts are a major process in the maintenance of the nighttime

ionosphere. However, the nighttime ion densities are still sharply reduced compared

* to those during the day.

Another significant process at F-region altitudes is ambipolar diffusion. The

physical reasoning behind ambipolar diffusion is straightforward. In the case of a

quasi-neutral ionospheric plasma, ions and electrons are moved together to prevent

large-scale electric fields from setting up. The lighter, faster electrons will, however,

separate slightly from the heavier, slower ions under the influence of gravity. As a

result, a small polarization electric field sets up preventing any further separation3 between them. This is the process that prevents the large-scale electric field. The

ions and electrons then move together, slightly separated, under the influence of3 gravity as well as density and temperature gradients, as expected in a quasi-neutral

plasma [Schunk, 1983].

3 Near the F-region peak, ambipolar diffusion and chemical process are in competi-

tion with one another. Above the peak, ambipolar diffusion dominates, while below3 it, chemical processes dominate [Schunk, 1983]. Quantitatively, the coefficient for

I
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Figure 1.1. An example of how ion flow along an inclined geomagnetic field line

can respond to a horizontal neutral wind. (a) shows how a poleward wind can act3to move ions down B. (b) shows how an equatorward wind can act to move ions

up B.
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I anibipolar diffusion is given by

D 2kT, c - (.
7niv~in V/in 1n'

where k is Boltzman's constant, Tp is the plasma temperature, m i is the ion mass,

Vin is the ion-neutral collision frequency and nn is the neutral density. The diffusion

coefficient is ultimately proportional to the neutral density. As altitude increases,

the neutral density decreases exponentially and, therefore, Da increases. Thus, at

high altitudes, diffusion dominates; at low altitudes, chemistry dominates. Because

we are making observations at approximately 230 km, ambipolar diffusion is signif-

icant for our calculations of the winds from the radar observations. As we will see,

* diffusion is a significant term in our equation for the derivation of the wind from

the radar data.

It is obvious that an understanding of the neutral wind is important because it

affects the behavior of the ionosphere and its constituents. Clearly, the neutral

wind affects the altitude of the F-layer and the ion number density. It is also

important for understanding the combination of forces (solar, magnetospheric and

lower atmospheric waves) that drive the upper atmospheric circulation.

Because winds are so important in the ionosphere, several methods of measur-

ing them have been developed. The two of primary interest to this research are

incoherent-scatter radar and the Fabry-Perot interferometer.

The incoherent-scatter radar (ISR) technique relies on the fact that particles

(electrons) interact with a radar beam and act as individual scattering centers that

scatter energy uniformly in all directions. This type of scatter is called incoherent

because the phases of the scattered radio waves are random. Because the scattering

cross section is very small, the return from the transmitted radar signal is weak. To

obtain a strong enough signal to analyze, a powerful transmitter and large antenna

are required. The returned signal can be analyzed to determine the winds because

if the ions are moving, the returned signal will be Doppler shifted by an amount

proportional to the ion motion [Evans, 19691. We can then develop an equation

for the horizontal neutral wind based on the radar measurements of the ion drift

Iparallel to magnetic field lines (see Chapter I1) [Wickwar, 1989; Wickwar et al.,

1990].

I Among the axvantages of the radar are its ability to make measurements in any

weather, night or day. The ISR has an added benefit in that it allows us to determine

I



altitude profiles of the observed parameters. This is by virtue of the fact that it

can be pulsed. As with any monostatic radar, the time between when the pulse is

transmitted and a signal is received gives the range of the scattering. This allows us

to obtain altitude profiles subject to the resolution determined by the pulse length

and signal processing methods.

The ISR technique allows us to measure ionospheric properties from which we3 can derive the horizontal neutral winds in the magnetic north-south direction. An-

other instrument, the Fabry-Perot interferometer (FPI), uses optical techniques to

measure the Doppler shift of the 01 ('D _3 p) emission at 6300-A in the airglow

and aurora and thereby obtain the neutral winds directly [Hays and Roble, 1971;

Hernandez and Roble, 1979b; Hernandez, 1980, Burnside et al., 19831. The emission

can be the result of dissociative recombination [ Wickwar et al., 1974], energetic

particle precipitation or hot thermal electrons [ Wickwar and Kofman, 1984], or any

I combination of these.

The first attempts to measure upper atmospheric properties (winds and temper-

atures) [Armstrong, 19691 with the FPI were difficult due to the limitations of the

equipment available at that time. But newer technology has made using the FPI5more feasible for measuring both neutral winds and temperature JHernandez, 1980;

Hernandez, 1986]. The instrument itself is fairly simple in design. Two flat, semi-

transparent mirrors are set a fixed distance apart. Any single wavelength of light

incident on these mirrors, or plates, at some angle will undergo multiple reflections

within the mirrors [Nagy et al., 1974; Hernandez and Roble, 1979b; Hernandez,

1980]. By virtue of the two mirrors, a constructive/destructive interference pattern

is transmitted as a set of bright concentric rings against a dark background. An

imaging system then resolves this pattern into a quantifiable spectrum [Hernandez,

1980]. For the 6300-A emission, the spectrum is that of atomic oxygen, as previ-3 ously stated. The Doppler shift of this spectrum will indicate the speed at which the

neutral particles (atomic oxygen) are moving toward or away from the FPI. Hence,

we have the component of the neutral wind in the line-of-sight (LOS) direction. By

combining LOS winds from different directions, as discussed in Chapter III, a vector

neutral win(d may be resolved.

One disadvantage of this instrument is its inability to be pulsed like a radar. It

does not produce altitude profiles. The wind we obtain represents an average over

the emitting layer IHernandez, 1980; Meriwether, 1983). For chemical excitation

(airglow), the peak of the emission profile is about 50 km below the F-region peak,

I
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I i.e., typically between 225 and 300 km altitude [ Wickwar et al., 1974]. For energetic

par".icle excitation (aurora), the peak depends on the energy of the particles and the

quenching. It is typically between 180 and 270 km [Rees and Roble, 1986; Meier et

al., 19891. This question of emission altitude will be specifically addressed in Chap-

ter III. However, the two instruments should reflect the same wind field because in
principle, the variation of horizontal neutral wind with height above approximately

200 km is usually small [Meriwether, 19831 and can often be neglected. This is
primarily due to viscosity. This term is expressed mathematically in the equation
of m otion as IL _ 9UZ

-- × (1.11)

p (z 2

where p is the coefficient of molecular viscosity, p the density and U" the horizontal

neutral wind velocity [Rishbeth, 1972]. We assume jA is constant and p varies with

z. At the upper boundary of the atmosphere it is usually assumed that the vertical

momentum flux dU,/Dz is zero. From that it follows that U, is constant at high

altitudes. A more detailed treatment such as Richmond [19831 has shown that U,

should be constant down to altitudes approaching 200 km. Detailed calculations,

such as those with the NCAR thermospheric global circulation model, show the

horizontal wind almost constant above a region beginning between 200 and 300

km [e.g., Figures 12 and 13 in Johnson et al., 1987]. Then, if the vertical velocity

gradient is small due to viscosity, the bulk motion of neutrals in the emission region

will be Doppler shifted due to the neutral wind velocity component along the line-

of-sight of the FPI [Hays and Roble, 19711. Therefore, the wind averaged over the

emitting region is fairly indicative of the actual horizontal neutral wind of the layer

(assuming small vertical gradients). There has been concern that the vertical shear

of the horizontal neutral wind is not small, especially in auroral regions [Schunk

and Walker, 1973; Wickwar et al., 1984a]. This is something we will consider as

well when we look at the data.

Another limitation to the accuracy of the Fabry-Perot technique is determining

the location of the observed fringe for zero velocity. This important reference point

is not known beforehand. It has to be determined from the observations.

Since we have two methods of measuring the horizontal neutral winds, one direct

and one derived, the obvious question is how do they compare? In addition, if they

differ, what can we learn about the two techniques in tile upper atmosphere. That

is tile topic of this research.

I
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In order to compare the radar-derived winds with those of the FPI, there are

some variables that need to be known before the radar ,clculations- can be made.

Specifically, we need to know the ambipolar diffusion coefficient

D, k(T, A- 7)
k(e (1.12)

Mib'in

(see Chapter III for a detailed derivation of this parameter), which depends on the
ion-neutral collision frequency, vi. This parameter is the Achilles heel of the radar

calculation. The ion-neutral collision frequency is proportional to the product of

the neutral density, n,, and the collision cross section, Q,

SVin oc nnQ. (1.13)

At F-region altitudes, the dominant neutral is atomic oxygen, and the major ion is
0+. The collision cross section we need is that of 0+-0. There have been attempts

to obtain a value for Q [Dalgarno, 1958; Banks, 1966] using various techniques.

Dalgarno [1958] deduced, based on theoretical estimates, values for Q to an accu-
racy within a factor of two. There have also been laboratory experiments designed£to measure it. However, the necessary measurements are extremely difficult to

make due to the high reactability of atomic oxygen with the walls of the container.

Therefore, these attempts have met with various levels of success. Stebbings et al.

[1964] used cross-beam experiments to measure it in the laboratory to an uncer-

tainty of 25%, while Carlson and Harper [1977] deduced it from ISR observations

to an uncertainty of 40%. Roble [1975] deduced it by combining ionospheric obser-

vations and numerical models. Thomas and Williams [1975] also found, through

I observations of time lag response to changes in the electric field, that vin needed

to be increased. Djuth [private communication, 1990] as well found an increase was

Snecessary through ionospheric heating experiments.

The collision frequency is not solely dependent on Q. The neutral atomic oxygen

density, [0], enters as well. It is not adequately known either. There are em-

pirical models of the neutral atmosphere available that provide neutral densities,

temperatures and composition, but they are empirical models, not simultaneous

observations. Roble (1975] had to increase his iaodel-predicted nighttime values of

[0] by 50% at 120 km over those of the daytime values to get agreement with obser-

vation. Other neutral atmospheric models like Jacchla's [1971] and MSIS [Iledin et

al., 1977; Hedin, 1983, 1987] are more recent. They are generally very good on av-

I



I erage but can vary significantly from observation on a day-by-day, or hour-by-hour

basis.

bBy using these neutral models to calculate winds from ISR data, comparing them

to FPI-measured winds and varying the product of the neutral oxygen density and

the collision cross section to obtain the best match, new values of Q can be deduced

by assuming MSIS is correct on average [Burnside et al., 1983, 1987; Sipler and

Hagan, 1989]. The FPI serves as a benchmark for the comparison. This type of

experiment uses cithcr the Jacchia or MSIS model in one form or another. Most of

this experimentation agrees with the other results described above in that Q needs

to be increased. For example, Burnside et al. [1987] found Q needed to be increased

by a factor of 1.7 (70%).

Clearly, there is some ambiguity in [0] and Q. This means there is also uncertainty

in Vin and Da. Since Da and ui are important to all thermospheric and ionospheric

models that include transport effects, we need to better understand the neutral

density and collision cross section, Q. It is my intent in this research to see if any

of the above findings apply to a high-latitude data set consisting of some 11 nights

of overlapping ISR and FPI data. Comparisons of these two sets of wind data will

help us learn more about the 0+-0 collision cross section and neutral atomic oxygen

density. In addition, because this type of comparison has not been done at such

high latitudes before, new effects previously not observed may emerge.

Previous research with different data sets at different locations seems to indicate

the ion-neutral collision frequency or [0] used to derive the radar neutral winds is

either too low or has a rather large associated error [Thomas and Williams, 1975;

Carlson and Harper, 1977; Burnside et al., 1987; Wickwar, 1989; Sipler and Hagan,

1989; Djuth, private communication, 1990]. The above authors generally obtain

the atomic oxygen density from some form of a neutral atmospheric model such as

MSIS or Jacchia and assume it is representative of the actual densities. It is my

intent in this thesis to see if these previous findings apply at high latitudes or what

changes are needed in the analysis to improve them. It may also tell us about the

behavior of the atomic oxygen at high latitudes. This, then, will tell us how well we

can determine the winds with the radar. The ISR technique is important because

of the clear, dark sky limitation of the FPI. The radar can help us fill in details

about diurnal and seasonal variations which, in turn, reflect different combinations
of solar and magnetospheric processes.

I
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CHAPTER II

INSTRUMENTS

2.1. Incoherent-Scatter Radar

The incoherent-scatter radar located at Sondre Stromfjord, Greenland, began op-

eration in February 1983. The radar was previously located at Chatanika, Alaska.

When it was moved to Sondrestrom, it was upgraded and its capability increased

[Kelly, 1983]. The Sondrestrom location is 66.9870 N, 59.9490 W. Its present loca-I tion anchors a meridional chain of incoherent-scatter radars that provide coverage

from the equator to the pole. This makes it a prime instrument for studying mag-

netospheric, ionospheric and neutral atmospheric interactions.

The magnetic field at Sondrestrom has a geographic azimuth of -39' (declination)

to the north with an 80' dip angle at F-region altitudes [Kelly, 1983; Wiekwar et

al., 1984b].

The normal operating parameters for the radar are as follows:

Frequency 1290 MHz
Pulse Length 320 L or 60 gs and 320 As
Peak Power 4 MW

with an antenna diameter of 32 meters [Kelly, 1983; Wickwar et al., 1984b].

For the data I am using, the radar was operated in one of several modes. In the

simplest it was directed parallel to the local magnetic field. In the most complex

it was used in a multi-position scan pattern comprised of 11 fixed position. The

pairs of pointing directions were at elevation angles of 30', 500 and 650 to the north;
30' and 50' to the south; and parallel to the local magnetic field [ Wickwar et al.,

1984b]. It is the last position that was used for this research.

The physical parameters that are derived from the radar data depend on: The

sequence of the antenna positions, the sequence of the transmitted pulses and the

sampling of the return signal [ Wickwar, 1984]. For this reason, details of specific

radar parameters are presented in the following subsections. The material for the

succeeding sections was obtained from the catalog and header records which accom-

pany the data tape from the incoherent-scatter data base at the National Center3 for Atmospheric Research (NCAR). Those records were written by the primary

investigator, I)r. V. B. Wickwar.I
I
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I 2.1.1. Densities

The plasma densities were obtained from observations parallel to B. They were

fully corrected for temperature ratio and Debye length. To get these, the raw

densities were obtained from the actual radar power measurements. These raw

densities are then corrected for temperature and Debye-length effects and smoothed

as a function of altitude.

I The raw density profile is obtained from the long-pulse data or is constructed

using the data obtained from two pulse lengths. The short pulse data is appropriate

to the small scale heights at low altitude. The long pulse data is appropriate to

the longer scale heights in the F-region and has a much better signal-to-noise ratio.

The combined raw density profile is corrected and smoothed.

2.1.2. Parallel Ion Velocities

The geophysical parameters are derived by fitting theoretical autocorrelation

functions to an observed autocorrelation function via a non-linear least squares

fit. Wickwar et al. [19811 gives details and references. The procedure to calculate

these parameters apply from altitudes ranging from high in the D-region where

ion-neutral collisions dominate (not to include negative ions), up through the E

and F-regions.

I The ion composition is assumed to be 75% NO + and 25% O+ (a molecular mass

of 30.5 AMU) in the E-region to predominantly O+ in the F-region. A smooth

transition from molecular ions to 0+ is assumed inbetween. These are reasonable

estimates most of the time. Occasionally, however, the relative concentration of

molecular ions is underestimated. When this occurs the effect is to underestimate

the electron and ion temperatures. The deduced ion velocity is unaffected and the

* electron density is practically unaffected.

11+ has not been seen in the Sondrestrom data over the operating range of al-

titudes and at the level of precision available. As a result, it is not taken into

account.

The neutral density comes from a model. The model used for the N2 , 02 and 0

densities is either Jacchia [Jacehia, 19711 or MSIS [Iledin et al., 1977; Iledin 1983,

19871. For our derivation of the winds, we use MSIS-86. These estimates are good,

on average, provided there is no auroral heating. These models, specifically MSIS,

do not reflect rapid changes in geomagnetic activity because they utilize the 24-hour

I



Ap variation. Additionally, they do not have as much data from the high latitude

region as from mid to low latitudes [Hedin, 1983, 1987], especially during solar-cycle

minimum. During magnetic storms, MSIS may also significantly overestimate the

atomic oxygen density [Iecht et al., 1989].

I 2.2. Fabry-Perot Interferometer

With the Sondrestrom radar facility is an optical facility. The FPI in use is a

10-cm aperture instrument with an etalon spacing of .624 cm used for the 1983-84

observations and 1.116 cm spacing for the observations after that [Meriwether and

Shih, 1987]. The spacing was changed due to the decrease in exospheric tempera-

ture toward solar-cycle minimum. The smaller spacing corresponded to solar-cycle

maximum when the 6300-A signal was wide while the larger spacing corresponded

to a decrease in the width for solar-cycle minimum. The different conditions re-

quired a spacing change to obtain the needed precision (- 15 m/s) in determining

the winds [Meriwether and Shih, 1987].

SObservations were taken in eight directions separated in azimuth by 450 with a

zenith angle of 45' (Figure 2.1). The stability of the instrument was deduced by3 observing a neon source. Neon was selected due to its proximity to the 6300-A

emission [Meriwether, private communication, 1989]. The neon source also serves

as a baseline against which the zenith measurements are compared. The reason for

doing this is the neon source, unlike the zenith measurement, is stable. It does not

drift or fluctuate in wavelength throughout the course of the night. By combining

the neon and vertical observations, the zero velocity reference can be established

as a function of time and then used to correct the observed line-of-sight winds

[Meriwether and Shih, 1987].

Additionally, the etalons in the FPI were maintained at a constant pressure of 1.7

PSI in an atmosphere of N 2 gas [Meriwether, private communication, 1989]. This is

important because the index of refraction between the etalon mirrors is dependent

on the temperature, type and pressure of the gas in the cavity [Hernandez, 1986].

N 2 was chosen for its stability [Meriwether, private communication, 1989].

The 6300-A emission in the airglow is due to dissociative recombination. The

following reactions describe the dissociative recombination source:

O+ +O 2 -O + + O+1.53eV (2.1)

I
I
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NW N NE
(-45,45) (0,45) (45,45)

i NW NE
(45,30) (-45,30)

W Z E
(90,-45) (90,00) (90,45)

SW SE
(-45,-30) (45,-30)

SW S SE
(45,-45) (0,-45) (45,-45)

I
I

I Figure 2.1. FPI scan positions. The numbers below the direction are the measured

azimuth and zenith angles respectively. Azimuth is defined in the usual way, in-3 creasing from north toward east. The zenith angle is positive when in the direction

of the azimuth; negative when in the opposite direction.I
I
I
I
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0- e -- 0 1- 0 4- 6.96 eV (2.2)

where the number in each equation represents the amount of energy given off by

the specific reaction [Dalgarno and Walker, 1964; Wallace and McElroy, 1966]. In

reaction 2.2, it is enough to excite one or both 0 atoms into the 'D state or to

excite one of them into the 1S state from which they can cascade into the 1D state.

The threshold for exciting the 0(1 D) state is 1.96 eV. An additional minimal source

for the emission in the airglow is [Vallance-Jones, 1974]:

N( 2D) + 0( 3 p) - N( 4 S) + 0('D). (2.3)

For the 01 ( 1 D- 3P) emission, the radiative lifetime is 147 seconds [Link et al.,

1981]. Because of this long time, the emission can be easily quenched by collisions

and the effective lifetime can be significantly reduced. As a result, it is "quenched"

in the laboratory and below about 300 km in the ionosphere due to loss of excitation

energy through collisions with N2 [Peterson et al., 1966; Vallance-Jones, 1974; Link

et al., 1981] as follows:

U N 2 + O('D) -, N2 + O(3p). (2.4)

This emission, as described above, is focused on the etalon. The interference

pattern emerging from the etalon was focused on a twelve channel photo-multiplier

detector. The 12 channels are sampled to determine the emission spectrum. The

Doppler shift of this spectrum provides the line-of-sight neutral wind. These line-

of-sight winds can then be resolved into horizontal or vector velocities as discussed

in Chapter III.

I
I
I
I
I
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I CHAPTER III

i DATA REDUCTION PROCEDURES

* 3.1. Radar

There is a different form of data reduction required for each instrument involved

in this comparison. Of the two, the radar data requires the most processing. We

adopted a program developed by Dr. V. Wickwar while at SRI called MERWIND

to derive the winds from the radar data. This program retrieves the data from an

NCAR formatted record, performs the calculations outlined below and dumps the

horizontal neutral winds at various altitudes to various plot files.

3.1.1. Diffusion

I The horizontal neutral winds play an important role in the physics of the iono-

sphere. Ion motion parallel to the geomagnetic field arises from ambipolar diffusion

as well as both horizontal and vertical neutral winds. We can measure this ion flow

along B by measuring the Doppler shift of the ISR return signal [Evans, 1969].

I The process of ambipolar diffusion discussed in Chapter I will now be discussed

mathematically. From Boltzmann's relation we can derive a generalized ion and

* electron momentum equation appropriate for the F-region that describes ion and

electron motion (in MKS units),

Unimi [9T- ±(ui.v)ui] +VPi+V.,r-en4 E+UixB] nrjI
nimivie(Ue - Ui) + nimiEvin(Un - Ui) (3.1.1)

I [Schunk, 1983] where the following notation is used:

ni,,, the electron or ion number density,

mi,e, the ion or electron mass,

U i,,,,, the vector velocity of the ions, electrons or neutrals,

Pi,e, the ion or electron pressure,

I r, the stress tensor,

e, the elemental charge, negative for electrons,

I
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E, the electric field,

B, the Earth's magnetic field,

1, the inclination angle of the magnetic field,

I G, the gravity vector,

g, the acceleration due to gravity, such that G = -g-;,

vin,eni the electron or ion collision frequency with each neutral

* species,

k, Boltzmann constant,

Ti,e, the ion or electron temperature.

This ion momentum equation (3.1.1) can be simplified by making several initial

assumptions:

(1) The Magnetic Field is Vertical;

(2) Steady State, -7, 0;

3 (3) Subsonic Flow, (Ui . V)U = 0;

(4) Charge Neutrality;

I (5) No Currents, Ue = Uj;

(6) No Stress, r = 0.

If we assume all the neutrals have the same velocity, then -nirvin(U i - Un) =

-nimivi(Ui - Un) and equation (3.1.1) becomes

IVP - e ni(E + Ui x B) - nimiG = -nimiviu[Ui - Un]. (3.1.2)

For a horizontally stratified ionosphere, the one-dimension momentum equation

I parallel to the magnetic field for ions is

RE!i - en 1 E + nimig = -njmv(Ui - Un), (3.1.3)dz

and where the equation of state for each ion type is

Pt = nkT. (3.1.4)

I



Ui and UI are tile components of the ion and neutral velocity, respectively, parallel

to the magnetic field. When (3.1.4) is substituted into the ion momentum equation

I (3.1.3) we obtain

I , On, l
kT--az + nik- - eniE + nimig = -nimwi(Ui - U). (3.1.5)

A similar result can be obtained for the electrons,

kT- + nek- + ene E + nemeg = -nemve(U - Un). (3.1.6)
iaz az

We can now combine the ion and electron momentum equations (3.1.5) and (3.1.6)

* to obtain

On a
k(Ti + Te)-z + nk-(T + Te) + nmig = -nmwiv(Ui - Un). (3.1.7)

Where we use the fact that the mass of the electron, me, is much less than that

of the ion, mi. We also use our assumption of charge neutrality (n. = ni = n).

Additionally, we realize that the contribution to the change in momentum as a£result of electron-neutral collisions is small compared with ion-neutral collisions.

Solving the combined momentum equation (3.1.7) for U1, the parallel ion velocity

* becomes

SVi = U1. k(Te + T)[1 On 1 O(Te + Ti) mig 1 (3.1.8)
mivi [n az (Te + Ti) dz 2kTpJ"

Equation (3.1.8) is for one ion species only. Obviously there may be more than one

ion present in what the radar is measuring as Ui. Therefore, U, is essentially an

average velocity of all the ions observed in motion parallel to B. If q is taken to

be the fraction of the ion present, we can approximate this measured Ui by using

< mi >= Eqimi for the average ion mass and < mivi >= Eqimivi for the average

mit. qi is provided by a model [ Wickwar et al., 1990]. So,

Da - k(Te + T) (3.1.9)I 
< mi'i >

the ambipolar diffusion coefficient [ Wickwar, 1989],

II, 2kTp (3.1.10)

< mi > g

I
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I the plasma scale height and
I 1 T

T e + T,) (3.1.11)I 2
is the plasma temperature. In actuality the field line is inclined at angle I, the dip

angle, as indicated in Figure 3.1. The parallel ion velocity, equation(3.1.8), must

be corrected for this. If we take the diffusion velocity in the vertical, or . direction,
* to be in 1T 1

Ud Darn5-, + ITP + - (3.1.12)

I and, U, to be the horizontal neutral velocity, positive toward magnetic north, then

the parallel ion velocity corresponding to equation (3.1.8) becomesI
U- = -Un cos I + Ud sin I. (3.1.13)

U Solving the parallel ion velocity equation (3.1.13) for Un and rearranging,

lan 1 aT 1
cos/ DtanI[n- + a + T (3.1.14)

N [Wickwar, 19891, we obtain the fundamental equation used to derive the horizon-

tal neutral wind from the radar observations. We can see from equation (3.1.13)

that parallel ion velocities, Ui, originate from two sources: ambipolar diffusion and

horizontal neutral winds as previously discussed.

With the use of the MSIS model [Hedin, 1983; 1987] and the horizontal neutral

wind equation (3.1.14), calculations can be made using measurements of the ion

motion parallel to the magnetic field. The density, ion and electron temperatures

and parallel ion velocity profiles are all obtained from the ISR measurements. Equa-

tion (3.1.14) for the horizontal neutral wind is then used. A discussion of how the

various terms in (3.1.14) are calculated follows.

1 3.1.2. Collision Frequency

The ion-neutral collision frequency, vin , is determined by combining contibutions

from each of the ions 0 + , NO + and 0 + with the neutrals N2, 02 and 0. For

example, 0+ is combined as: 0+ - 0, 0+ - N2 and 0+ - 02 to get vo+. This

I is done using the respective collision frequencies tabulated in Schunk and Walker

[1973], Schunk and Nagy [1978] and Schunk [1983, 19881 and densities obtainedI

I



I18

U B Zenith

Ui Ud

I
I! < >

Magnetic -Un Un Magnetic
South North

I
I

I Figure 3.1. Geometry used in the horizontal meridional wind calculation [adapted

from Wickwar, 19891.I
I
I
I
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I from the neutral atmosphere. For example,

3 O,N 2 = (constant)(Qo+_N,)(density of N 2 ) -- 6.82 x 10- 1 [N 2 ] (3.1.15)

for [N 2 ] in cm - 3 . QO+-N 2 represents the collision cross section for momentum

transfer. The collision frequencies for each ion, vo+, vNO+ and 1o+ are simply the

sum of the respective ion collision frequency with each of the neutrals' or simply

vi = Ev.n (3.1.16)

U the sum of the collision frequency of ion i with neutral n. These collision frequencies

for each ion are then combined based on the ion concentration at a particular

altitude. The concentration for 0+ is obtained from the ISR data using an assumed

ion composition profile, the same profile used in reducing the ISR data [ Wickwar

et al., 1990]. Given the 0+ concentration, the NO+ concentration is assumed to

be 75 percent of what is left over and O+ is the other 25%. For example, if the3 concentration of 0 + is given as 50%, then the NO + concentration will be .75(1-.5)

= 37.5% and that for O+ will be 1-(.875) = 12.5%. Or generally, if we take qj

to be the fraction ion i is of the total ion concentration and define qo+ = q, then

qNo+ = 0.75 * (1 - q) and qo+ = 0.25 * (1 - q). These concentrations are then
2

multiplied by the respective collision frequencies and summed to give the total or

3 average ion-neutral collision frequency

< v i >= qo+Vo+ + qNO+VNO + qo+vo+. (3.1.17)I2 2

We assume molecular ions below 150 km (75% NO + , 25% O+), atomic ions above

I 250 km (O + only) with a height-dependent variation of composition in between.

One additional calculation is made using the individual ion collision frequencies,

vO+, VNO+ and vo+. This calculation is for the product of the ion mass and the
ion-neutral collision frequency, miv1 t. This is essentially the same calculation as

3 described above except the ion mass now enters into the sum of the products such

that

S< m i vi >= qirnivin. (3.1.18)

Given the < mivi >, the diffusion coefficient Da can be calculated.

A new feature has been added to this calculation in MERWIND. Because vo+ -o (

[O]Q as discussed in Chapter I and in equation (3.1.15), a multiplicative factor (f),

I
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I was added to this term such that voi -o ( fJOJQ. This facilitates changing the size

of this product so we can obtain the best possible agreement with the FPI winds.

This follows a similar procedure used by Burnside et al. [1987].

3.1.3. Neutral Atmosphere

One of the major modifications to the program that calculates the horizontal

neutral wind from the radar data was to incorporate the 1986 version of the MSIS

(Mass Spectrometer/Incoherent Scatter) [Hedin, 1987] empirical model of the neu-

tral atmosphere. This was done to take advantage of some of the changes made to

MSIS-83 and designated MSIS-86. The model still produces the neutral tempera-

tures and densities needed to calculate the horizontal neutral winds. It represents

seasonal, longitudinal (UT), semi-annual and solar activity effects as well as lo-

cal time variations in both the high (polar cap) and low latitude regions during

magnetically quiet and disturbed periods [Hedin, 1987]. One modification was the

inclusion of atomic nitrogen to the other previously included neutrals: N 2 , 02, He,3 0, H and Ar. The updated model also includes additional data from various sources

including the Dynamics Explorer satellites.

The base of the model is still at 85 km, which we can extrapolate down to 60 km

in MERWIND. However, the altitudes of interest to this research are above the 85

* km value so the details of the extrapolation to lower altitudes will not be discussed.

There are several important points to note regarding the model. First, it is based

on actual data. It gives a realistic description of neutral density and temperature

in the region of interest. Second, the model can represent magnetic activity effects

by using either the daily magnetic index, Ap, or the 3 hour, ap index. We use the

daily Ap index. Third, the model atmosphere is recalculated for every data record

because the solar zenith angle changes. Fourth, since molecular oxygen is important

Slow down, the 02 modelling is based on direct measurements by mass spectrometer

and atmospheric absorption of Extreme Ultra Violet (EUV) radiation rather than

derived from chemistry arguments [Hedin, 1987]. Fifth, the MSIS model is the

internationally agreed upon model comprising part of the COSPAR model of the

neutral atmosphere.

For a more detailed description of how the modelling is done, see A. E. Hedin

[1983, 1987] listed in the references. Table I gives a comparison of the radar derived

winds between the two models, MSIS-83 and MSIS-86. Clearly, there is a difference,

but it is very small.

I
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U
U

I Table 1. Comparisons of the Horizontal Neutral Winds Derived from the Radar
Data Using MSIS-83 and MSIS-86. The Wind and Error are from Calculations
of the Horizontal Neutral Wind made Using the Neutral Composition, Density and
Temperature from the Respective Models. The Last Column Labeled '% Change' is
how much of a Change Occurred in the Wind Speed as a Result of the New Model.

* All Dates and Times are in UT.

I
Model Comparisons

MSIS-83 MSIS-86 C-N4E %
DATE TIME ALT WIND WIND 86-83 CHANGE
(YYMMDD) (HHMM) (km) (m/s) (m/s) (mIs) MSIS-86

831206 0005 228 -202.0 -195.2 6.8 -3.48%
831206 2029 228 332.1 344.4 12.3 3.57%
840224 0033 231 -71.4 -71.2 0.2 -0.28%
840224 2032 231 295.9 297.9 2.0 0.67%
840223 0838 231 -122.6 -128.2 -5.6 4.37%
840223 0330 227 -321.9 -325.8 -3.9 1.20%
870226 0829 228 -218.5 -21 7.5 1.0 -0.46%
870226 0217 228 -284.3 -281.4 2.9 -1.03%I

I
I
I
I
I
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3.1.4. Plasma Density Gradients 

22

'The vertical density gradient was calculated using a parabolic fit to the natural

logarithm of the density profile. The parabolic fit works well over half a scale height

in altitude with data points every four to nine kilometers. This method generates

I a smooth density curve that is easily differentiated.

3.1.5. Temperature Gradients

The measured ion and electron temperatures are handled differently partly be-

cause those data points are separated by 50 to 60 km. A B-spline is fitted using

several knots located between the mesopause and upper thermosphere. The spline

then provides smooth and continuous profiles of electron and ion temperatures, and

of their first derivatives, over the same altitude range as the density profile. The

spline gives us temperature values and derivatives at the density altitudes.

To completely overlap the range of density points, the temperature profiles are

extended both above and below the measured values. This gives a reasonable esti-

mate of temperatures outside the measured ranges. To extend the values below the

measured range, new values are added as follows:

Alt (kin) T, (0 K) T (0K) Uncert

105 245 245 T,/20

120 395 395 Te20

Above these levels the actual data points are used. For a data point to be considered

good and coded as such, on the data record that MERWIND then retrieves, it must

pass several tests. First, the reduced chi square fit must be between 0.4 and 1.6.

Second, the uncertainty on T and Ti must each be less than 25%. Third, the

difference in the radar velocity found by two different techniques must be less than

80 m/s. And finally, the temperatures must be above 100' K. If there is a bad point

among the good ones in the profile, it is rejected and replaced by a point midway

between the surrounding good points.

Another point 25 km above the altitude of the highest good point is added based

on that point's value. The uncertainty is also based on the last good point. A

spline fit is then made to these modelled and measured temperatures. A weighting

of (1/) 2 , where a is the uncertainty, is used at each point. The altitudes and

temperatures of these points (knots) through which the spline will be fitted are

saved (up to 8).

I
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If there are fewer than three radar-measured temperatures, the ion and electron
temperatures are constructed from a neutral temperature profile that is calculated3 from the exospheric temperatures, T.. (as generated from MSIS), obtained from a

running average over the last 20 records (or over however many are available). In

this case, the following assumptions are made:

1) Tr = - (T, - T 120)e8- (h- 120), where h = altitude and s = 0.02;
I 2) Tj Tn;

3) Te/Ti = T, as shown in Figure 3.2.

The uncertainties are all set to 1 in this case.

At this point, the spline smooth fitting procedure is applied using the eight knots3 to interpolate temperatures to the altitudes of the density points between 105 to

700 km.

U Once this profile is generated, the temperature gradients are calculated based on:

SVT= [ ± + (3.1.19)ia 4-- ]

3 This term is then included in the meridional wind equation (3.1.14).

3.2. Fabry-Perot Interferometer

The FPI requires less actual manipulation than the radar because it measures the

LOS winds directly. Prior to processing, all data are screened for clouds and small

zenith angles that may adversely effect the data. Then the reduction is begun. With

the exception of the zero velocity determination and LOS correction, all processing

is done via programs FPIRED and WNDVEC.

3.2.1. Zero Velocity Determination and
LOS Velocity Correction

I The (FPI) data had to undergo several modifications before being provided to
us for comparison to the radar-derived horizontal neutral winds. The raw data3 consisted of relative line-of-sight velocities and associated error bars.

The LOS velocities (VLos) can be corrected to zero in a three-step process

_ (J. W. Meriwether, private communication, 19891. First, a polynomial based on

the time (t) is fitted to the neon calibration measurements, which indicate the3 instrument stability,

I
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Figure 3.2. Assumed Tr profile. These T values are used when constructing the

temperatures needed for the radar calculation of the neutral wind on those occasions

* without temperature observations.
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P(t) = a -+ bt + ct 2 - -dt 3 +. ........ (3.2.1)

Typically, a third order fit was found to give a smooth, slowly varying fit to the

data points.

Once this curve representing how the FPI wavelength stability varies during the

night is defined, it can be fitted to the zenith velocities. Although there may be

periods of vertical winds, it is assumed that during a night the net vertical wind

is zero. The weighted average, A, of the difference or offset between the zenith

observations, y and the polynomial, P(ti) is given by

A ,7 (3.2.2)

Ii=
where ai is the uncertainty of yi. This expression for the offset A is equivalent to3 a least squares fit of P(t) to the zenith data points yi. This fit can be refined by

comparing P(t) + A to the yi and dropping any of the yi that differ from this curve

by more than two standard deviations. A new value of A can then be found. This

fit then provides the zero velocity baseline for the Fabry-Perot. The offset can be

then applied to each measured LOS velocity according to:

VRLOS : VLOS - A, (3.2.3)

I where VRLOS is the corrected LOS velocity. In the case of the zenith observations,

an estimate of vertical velocities is given by vzen = Yj - A.

It is important to note that this zero velocity determination described above

is of critical importance to the data analysis. This is illustrated in Figures 3.3

through 3.6. Figures 3.3 and 3.5 show the radar data as the dashed line and the

FPI observations to the north and south plotted separately using two independent

FPI data reductions and zero velocity determinations. The top reduction in both

figures was done by Dr. Rick Niciejewski (R. N.) of the University of Michigan while

the lower plot was done by Dr. John Meriwether (J. M.) of GL. Figures 3.3 and 3.5

show significant differences in the FPI north and south observations. Figures 3.4

and 3.6 show the resolved FPI and radar data. The different reductions shown in

Figure 3.4 lead to significant differences in the FPI velocities, the largest being 50

I
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Figure 3.3. Plots showing the radar data (dashed) and the FPI data (solid) for 23-

24 February 1984 for two independent data reductions. Clearly there are significant

differences, reaching 50 m/s, in the FPI north and south observations especially

after 00 UT. The altitude for the radar winds is 231 km and f = 1.7.
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Figure 3.4. Plot of the radar data and resolved FPI data for 23-24 February3 1984 showing how the two independent reductions can affect the overall agreement

between the radar and FPI. While usually smaller, the difference at 0030 UT is

approximately 50 m/s. The altitude of the radar plots is 231 km for f = 1.7.
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Figure 3.5. Plot of two independent reductions of the data for 4 March 1987

showing differences in observed gradients. After 05 UT the differences reach 100

m/s. The altitude of the radar data is 228 km at f = 3.4.
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Figure 3.6. Plot of resolved N-S FPI data for 4 March 1987 showing little differ-

I ence between the two reductions. Despite the large differences in the line-of-sight

velocities from the two reductions, the resolved velocities are nearly identical in this

I example. The altitude of the radar data is 228 km and f = 3.4.
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m/s. This affects the ISR-FPI comparisons. In Figure 3.6 the differences are not

as great. Clearly, the way in which the FPI data is reduced is extremely important

in a comparison of this sort.

3.2.2. FPI Interpolation

Once the data are corrected for the zero offset it is ready for interpolation. This

is done by the FPIRED program. Because the data in the magnetic north and

south directions are at different times, interpolation of the LOS's to a common

time is performed to resolve the vector. The interpolation is a linear interpolation

of the north and south LOS velocities to each other's time. This is done for our

i geomagnetic data from 1983, 1984 and 1987. Therefore, for each input time two

velocities are generated, one north and one south. This is done via the following

3 equations:

I 
and

-( ) G) 2 [ t-r c] (3.2.5)

[Bevington, 1969] where t is the time, V the LOS wind and or the error on the

wind. It is important to note that as a result of the averaging involved the data are

smoothed. Also, the first and last data records in each day's data are lost because

it takes two like points in each direction to do the interpolation. Otherwise a more

complicated interpolation is required.

A four-point interpolation is performed for observations in the geographic N, E,

S and W. A linear interpolation of the form (3.2.4) and (3.2.5) is performed at each

position. Therefore, for each FPI observation, four LOS velocities are generated

(see Figure 3.7). These four velocities are then used to derive the neutral wind

vector velocity. This vector velocity is in geographic coordinates and the horizontal

components are transformed into geomagnetic coordinates for the radar comparison.

3 3.2.3. Earth's Curvature Correction

Many FPI calculations neglect the curvature of the Earth and assume it, to be

I] "flat". We take the curvature into account in our WNDVEC program to better

calculate the range to the observation point and better resolve the vector. ThisI
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I program was adapted from one developed by )r. V. Wickwar while at SRI. The

situation is illustrated in Figure 3.8. From the data, we know the elevation angle

of the observation (a). The angle between the Earth's radius vector and the FPI

elevation vector is given by

f = 90 . (3.2.6)

Armed with this information and the law of cosines, we can calculate the distance

from the center of the Earth to the observation point, R, as:

R 2  R e  (D)2 - 2Re(D)cos(3y) (3.2.7)

where Re is the radius of the Earth, D is the range from the FPI to the observation
point, H is the altitude above the Earth's surface and R = Re + H. Simplifying,

the law of cosines expressions (3.2.7), we obtain

(D) 2 - 2[R, cos Q)](D) + R 2 - (Re + H) 2 = 0 (3.2.8)

or

(D) 2 - 2Re cos("y)O(D) - 12ReH + H 2] = 0. (3.2.9)

Applying the quadratic formula to solve for the range we obtain the following ex-

3 pression

-b0 + b 4c (3.2.10)
2

where a = 1, b = -2Recos(-y) and c -2RH - H2. We have chosen the positive

root because -b < - 4c.

Additionally, the azimuth may be different at the observation point than at the

instrument location as shown in Figure 3.9. For this reason, once the range is known

a new azimuth angle is calculated at the point of observation.

3The effect of these corrections is to reduce the error associated with the Earth's

curvature. While the correction is small at the 450 zenith angle, these corrections

become much igger at 70 and 80 degree zenith angles (200 and 300 elevation angles).

Although most of the FPI data are for 45' elevation angles, the routine has been

made general so it can be used at any zenith angle. See Table 2 for comparison of

data with and without corrections.

I
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Figure 3.9. Geometry associated with the azimuth correction necessary due to a

spherical Earth. Effect is exaggerated. Clearly, Az / Az 2.I
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I
I

U Table 2. Comparison of Flat Earth Versus Curved Earth Correction in the Resolved

Fabry-Perot Interferometer Data.

i Earth's Curvature Correction

Elevation Height Flat Earth Curved Earth Difference
Angle (km) Range (kin) Range (kin) km

10 220 1267.0 912.0 355.0
20 220 643.0 578.0 65.0
30 220 440.0 420.0 20.0
40 220 342.0 335.0 7.0
45 220 311.0 306.0 5.0
50 220 287.0 284.0 3.0
60 220 255.0 253.0 2.0
70 220 234.0 234.0 0.0
80 220 223.0 223.0 0.0
90 220 220.0 220.0 0.0

I
I
I
I
I
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:.2.4. Resolving the Vector Neutral
W~ind

SThe simplest way to resolve the FPI data. is to assume a fiat Earth and no vertical

wind. Then the horizontal wind giving rise to the LOS observation is

U VLOS (3.2.11)

cos(a)

where a is the elevation angle. Specifically, when VLOS is toward the magnetic

north

I cos a)' (3.2.12)UN-Cos(a)"

When VLOS is toward magnetic south

VLOS

UN - Cos(a) (3.2.13)

By interpolating the northward observations to the times of the southward obser-

vations and vice versa, as just described, the two FPI northward components could

be averaged to find a better value of UN. Or they could be subtracted to find a

north-south gradient in the meridional neutral wind. In averaging them, any error

in the zero correction would cancel. In finding the gradient, any error in the zero

correction would be doubled.

While this procedure is particularly easy, it is not alwa, s clear that there is no

vertical wind and it leaves out the corrections needed for a curved Earth. Therefore,

we also used another procedure.

Once the interpolation is done and the azimuth and elevation have been corrected

for the Earth's curvature, the horizontal neutral wind vector can be calculated. The

geometry for this calculation is shown in Figure 3.10. The vector t is the position

vector (of unit length) to the observation point as defined by the range, azimuth

and elevation obtained from the FPI measurements. From the geometry we see that

tZ = sin(az) cos(el) (3.2.14)

4t = cos(az)cos(el) (3.2.15)

fz = sin (el) (3.2.16)

where f 1 is the position vector projected on the x-y plane. If, for example, we useI
I
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Figure 3.10. Geometry used to resolve the vector neutral wind. x is positive to

east, y to north, and z up.I
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three points to resolve our vector then

VLOSI = f U (3.2.17)

VLOS2 =2 • U (3.2.18)

VLOS3 = 3 - U (3.2.19)

where U is the neutral wind vector, f are the unit vectors along the line-of-sight and

VLOS. the line-of-sight velocities. Here we assume U is spatially uniform. Another

way of writing equations (3.2.17) thru (3.2.19) is in matrix form

I VLOS I11 [Ix tyI tzl][XL VLOS 2 = 2 ty2 2 LUy (3.2.20)
VLOS3 x3 ty3 fz3 jz

or

3 VLOS = A . U. (3.2.21)

Clearly, we know the values for terms VLOS, and A in (3.2.21) and can solve (3.2.21)

*for U using matrix algebra where

A-1VLOS = A -1 A U = U, (3.2.22)

using the inverse matrix A - '. This is how the calculation is made. With the use

of equation (3.2.14) to (3.2.16) and (3.2.22) we can write equation (3.2.22) as

u = IA' I [VLOs

[zz VLOS3 (3.2.23)

I Once (3.2.23) is solved, we have the necessary vector neutral wind to compare with

the radar data. In a similar fashion we can derive the covariance matrix from the

LOS variances 1 02

x (Tx/ y C xz - - LOS1 00

Layx (Ty C.z IA- 0 o2 0 (3.2.2)
vzy a CTzz O 00aLOS3 (32.4

The uncertainties for Uz, Uy and Uz are given by a2  2 and uz2. , respec-

Itively.



The above discussion illustrates the case for three line-of-sight observations. This

is the minimum number needed to derive a vector. However, two line-of-sights in

the same plane (e.g., toward the magnetic north and south) can be used to derive

the horizontal and vertical components in that plane. The procedure is a two-

dimensional version of the three-dimensional procedure just presented. If four (or

more) line-of-sight velocities are available, the above procedure can be developed

U into a least squares fit to derive the vector neutral wind.

As already discussed, most of our data (between 1983 and 1987) had two line-of-

sight observations in the magnetic meridion. The 1988 data had four line-of-sights

in the geographic cardinal directions.

3.2.5. Altitude

As discussed in Chapter I, there are several sources of the 01 6300-X optical emis-

sion. The most important at high latitudes are particle excitation and dissociative

recombination (equation 2.2) [Meier et al., 1989]. These two sources are assumed

to contribute the most to the emission at Sondrestrom.

To find the best altitude for comparison between the two instruments, we cal-

5culated the peak dissociative recombination altitude for this data set. Figure 3.11

shows a plot of the peak F-region electron density and peak dissociative recom-

bination altitudes for a day with little evidence of energetic auroral precipitation,

i.e., without a strong auroral E-region. The emission peak is approximately 50 km

below the F-region peak and its average value on this night is between 230 and 280

km. These were obtained using the ISR-measured electron density profiles. The

neutral atmospheric parameters came from MSIS-86 which were calculated at the

electron density altitudes. The equations for the dissociative recombination calcu-

lation were obtained from Wickwar et al. [1974] while the coefficients came from

Sharp 119831. The altitude of the radar gates are shown in Figure 3.11 as the three

horizontal lines at 180, 230 and 280 kn.

The emission altitudes for particle precipitation have been calculated by Rees

and Roble [1986] and Meter et al. [1989]. They are summarized along with the

dissociative recombination results in Figure 3.12. The vertical bars show the altitude

range were the emission is at or above 75% of the maximum value. They are shown

for soft particle precipitation (100 eV for Rees and Roble; 250 eV for Meier etIp
al.) where the electrons stop in the F-region, and for diffuse auroral precipitation

(2 keV for both groups) where the electrons penetrate to the E-region. The two

I
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Figure 3.11. Plots of the peak electron density altitude and peak dissociative

recombination altitude for 16-17 March 1988. The three horizontal lines correspond

to the altitudes at which the radar makes its measurements.I
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Figure 3.12. Plot summarizing the emission altitudes for particle precipitation and

dissociative recombination. R and R refer to Rees and Roble [1986]; Meier refers to

Afe'er et al. [1989] and Christie refers to this study.
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calculations differ considerably from one another. Taken together, they show a

possible range between 150 km and 310 km for significant emission, with the peak

emission rates between 180 and 270 km. This is the same altitude range as the

three radar gates used in this study.

The results of the FPI-ISR comparisons presented in Chapter V strongly suggest

that an average altitude near 230 km is most likely for these emissions.
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I CHAPTER IV

TIE DATA

We began this comparison with a list of 50 nights in which overlapping FPI and

ISR data had been acquired. Days with less than four hours of overlap, cloudy skies

(see below) or poor data, were not used. This left us with eleven days of data we

could compare as shown in Table 3. In Table 3, it is apparent that the magnetic

activity for this data set was generally low to moderate. Also, because of the dark

I sky requirement of the FPI and the high latitude location, the data are from the

September to March time frame. There are no data from 1985 or 1986 primarily

due to problems with the FPI instrument.

The radar data were supplied by two sources. NCAR supplied the world days

and SRI International supplied the others. The radar data came on magnetic tape

in NCAR format. These tapes consisted of the radar-measured geophysical pa-

rameters: Ne, Te, T and V. These parameters were the inputs to MERWIND as

previously discussed. Additional inputs to MERWIND were the 81-day average

F 10 .7 flux, that day's Ap and the previous day's F1 0.7 flux. These additional inputs

were required by MSIS-86 to calculate the neutral atmospheric parameters needed

by MERWIND. MERWIND was then run with several values of f and compared

Iwith the FPI data.

The FPI data were supplied by several sources. The primary supplier was

Dr. J. W. Meriwether of GL, who established the FPI at Sondrestrom and ran

it for many years. The other supplier was Dr. Rick Niciejewski of the University of

Michigan, either directly or through the CEDAR database.

Initially, it appeared that we would have to perform the zero velocity correction

on the FPI data as discussed in the previous chapter. However, the data arrived

with that correction already made. That is to say, we were supplied with the

corrected line-of-sight velocities. In addition, for the data prior to 1988, we were

provided with cloud cover data by Rick Niciejewski of the University of Michigan,

which was obtained by Sondrestrom meteorologists. For the 1988 data, the cloud

cover information was included in the CEDAR database catalog.

I
I
I
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Table 3. Data from the Radar and FPI Compared in this Study. Values of Kp are
Given for Each 3 Hour Period Beginning with the 21-0 UT Value on Line 1 of Each
Day. Note: PSN Means Position, e.g., 5-PSN Means 5-Position Scan.

* DATA SET

* Time (UT) Mode

Date Radar FPI < F 10.7 > Prev. Ap Kp Radar FPI
F10 .7

13-14 13/2246 13/2314 118.05 104.9 7 2+ World 8-PSN
Sep 83 14/2254 14/0727 117.46 104.4 6 2,1+,2 Day Scan

08-09 08/2357 08/2317 107.9 133.9 16 2+ World 8-PSN
Oct 83 09/0604 09/0850 107.6 131.1 5 3-,2-,1 Day Scan

06-07 07/0046 06/1928 101.25 105.1 3 0+ Up B 4-PSN
Nov 83 07/0535 07/1100 100.9 105.1 12 0+,1+,3- Scan

23-24 23/0200 23/2128 125.57 158.0 15 2 World 8-PSN
Feb 84 24/0220 24/0956 128.95 166.1 10 3-,2-,2 Day Scan

28-29 28/0000 28/2000 70.44 69.9 11 3+ World 4-PSN
Jan 87 29/0000 29/1117 70.44 70.8 10 5-,3+,2 Day Scan

(GITCAD)

25-26 26/0055 25/2142 71.9 72.1 7 1 Up B 4-PSN
Feb 87 26/0830 26/0937 72.2 73.5 6 1+,0+,1 Scan

26-27 27/0039 26/2141 72.2 73.5 6 1 Up B 4-PSN
Feb 87 27/0444 27/0933 72.5 73.9 12 1,2-,3- Scan

04 04/0013 03/2200 73.9 73.3 6 2 Up B 4-PSN
Mar 87 04/0843 04/0911 74.3 71.6 10 4-,2,1+ Scan

16-17 16/1237 16/2254 114.5 112.6 14 2 World 5-PSN
Mar 88 17/2359 17/0807 114.52 114.1 9 3-,3,2+ Day Scan

17-18 17/2200 17/2259 114.52 114.1 9 2- World 5-PSN
Mar 88 18/2359 18/0803 114.5 117.4 7 2+,2-,2+ Day Scan

18-19 18/2300 18/2303 114.5 117.4 7 2- World 5-PSN
Mar 88 19/2359 19/0806 114.46 116.1 4 1,2-,2- Day Scan

I
I
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We handled the data in several ways. First, we restricted the data to periods

when the cloud cover was less than 3 on a scale where 0 is clear and 8 is overcast.

This has been determined, by previous work, to be the threshold where clouds begin

to affect the data [Meriwether, private communication, 1990; Niciejewski, private3 communication, 1990]. For the data prior to 1988, we projected the data obtained

in the magnetic north and south direction onto the horizontal. Then a two-point

3 interpolation was done using program FPIRED. We then ran program WNDVEC

to resolve the horizontal meridional and vertical winds. For the 1988 data, we used

a four-point interpolation in program FPIRED and ran WNDVEC to resolve the

wind vector and determine the horizontal meridional wind. The data from this

study are presented in the Appendix at the best f-factor.

I
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DISCUSSION

Once the data are reduced as discussed in Chapter III, then it can be plotted and

compared. Starting from a list of over 50 nights, we obtained 11 good nights of data

(as shown in Chapter IV) with sufficient overlap for the comparison. In order to

facilitate the comparison, all the radar data were smoothed using a running average

whose period was either 10 minutes (10 points) or 1.5 hours (3 points) based on the

number of data points available. From looking at all the data, generally speaking,

the ISR-derived and the FPI-measured horizontal neutral wind in the magnetic

north-south direction basically agree. There are several categories of data that

become apparent with any particular day often falling into either one or more than

one group. By analyzing these broad classes of data, we can learn something about

how the horizontal meridional neutral winds at high latitudes vary with altitude,

measurement technique, neutral density, solar-cycle, time and latitude.

We begin with altitude. As discussed earlier, the radar technique allows the

horizontal meridional wind to be deduced at various altitudes. For this research,

the wind was deduced for three altitudes corresponding to roughly 180, 230 and

280 kilometers. The altitudes varied slightly from night to night, but ri uiained

near these levels. The data show variability with altitude, particularly between 180

and 230 km. A basic pattern can be seen in which the wind generally becomes more

equatorward with increasing altitude. There also appears to be a small phase shift.

This phase shift can be seen on nine of the eleven nights and is usually negative

(i.e., earlier at higher altitudes), particularly between 180 and 230 km. This shift

is on the order of less than 30 minutes. The phase shift is not unexpected between

these altitudes. It is damped out at higher altitudes because of viscosity.

Figure 5.1 shows how changing the f-factor at low altitudes has little affect on

the radar-derived horizontal wind for the night of 23-24 February 1984. The plot

is for 181 km. The reason for the small change is because the contribution to the

wind from diffusion is very small at 181 km and the f-factor enters the calculation

in the diffusion coefficient. Therefore, we have little control over the agreement at

the lower radar gate (180 km).

I
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Figure 5.2 shows a scatter plot for the value of f deduced at the middle altitude

(230 kin) plotted on the x-axis while the value of f deduced at the highest altitude

(280 km) is plotted on the y-axis. The diagonal line is for y = x. It is evident from

ligure 5.2 that a higher f was needed to bring the FPI and ISR data into agreement

at the higher altitude. In order to minimize f, and for the reasons outlined above

and in Chapter III, we chose to do the comparison at 230 km. This is as expected

because the peak of the 01 6300-A emission generally occurs above 170 km but

below 280 km (see Figure 3.12) [Rees and Roble, 1986; Sica et al., 1986; Meier et

1a. f9891.

In comparing the two sets of winds, sevcral things of a general nature regarding

the two measurement techniques stand out. The overall shape is primarily the
same. Specifically, the shape of the radar data is similar in the middle and high

altitudes. This is not necessarily the case at the lowest radar altitude. Therefore,

the comparison of the two data sets supports an average emission height well above

the lowest radar gate at - 180 km.

The radar-derived winds show much more variation than the FPI-measured winds.

Figure 5.3 shows an extreme example of this for 4 March 1987. The radar shows

a remarkable wavelike pattern, particularly between 02 and 04 UT, while the FPI

measurements are much smoother. This difference in behavior involves several fac-

tors. The radar time resolution is one minute (with 10 minute smoothing), while

the FPI time resolution is closer to 45 minutes. The optical emission, whether from

dissociative recombination or particle precipitation, may originate from as much

as a 100-kilometer altitude region whereas the radar observations originate from

approximately a 50-kilometer altitude region. Some of these variations appear to

originate from vertical motion to which to ISR at an 80' elevation angle is much

more sensitive than the FPI at a 450 elevation angle. To make the two data sets

more comparable, the radar data were smoothed. Also, the error bars on the radar

are significantly less than the oscillations. The comparison then emphasizes trends

in both data sets that can be analyzed.

The trends between these two instruments have been compared. The winds were

plotted at an altitude of primarily 230 km. The FPI winds were plotted directly

from the resolved horizontal vector velocity. The radar winds were plotted with

varying values of f ranging from 0.5 to 5.1. This factor, as previously discussed,

acts to change the product of the O+- 0 collision cross section and the atomic oxygen

density. This is the same factor examined by Burnside et al. [19871. They found the

I
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Figure 5.2. Scatter plot of the values of f needed at 230 km (x-axis) versus that

needed at 280 km (y-axis). The higher altitude generally required a higher value of

f. The diagonal line is the line where x = y.
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best agreement between the two techniques was a factor of 1.7. Because the days

they examined came from a variety of conditions, they concluded that, on average,

the MSIS densities were correct. Therefore, they concluded it was the collision cross

section that needed to be increased.

In the high latitude region of this study, the atmosphere is more variable and the

MSIS model is iot as good in the sense that there appears to be less data to define

it [Iledin et al., 1977; Hedin, 1983, 19871. For instance most of the low solar activity

data from these high latitudes came from the short-lived AE-D satellite [Hedin, pri-

vate communication, 1990]. We will, therefore, perform a much cruder comparison

than that of Burnside et al. Figure 5.4 shows a graph of the comparisons. The

number of nights requiring a particular factor are presented on the y-axis while the

various factors are shown on the x-axis. The factors 0.5, 1.0, 1.7, 3.4, and 5.1 were

used for the radar winds. "The best" factors were determined by comparing the

overall match of the radar with the FPI for the period of overlap. This was done

by counting the number of radar points within one standard deviation of the FPI.

The factor with the most number of points meeting that criteria was deemed the

best fit. The most common values are factors of 1.7 and 3.4. The average, including

only those values between 1.0 and 5.1, is 2.57. This large value is consistent with

that determined by Burnside et al. in that it is larger than 1.0.

We do not have enough comparisons under a wide variety of conditions to at-

tempt to separate the cross section and atomic oxygen density affects. But, if we

accept Burnside et al.'s value of 1.7 for the cross section, then our results provide

information about the high-latitude atomic oxygen in the MSIS-86 model. They

suggest that the MSIS model underestimates the atomic oxygen density by a factor

of 1.5, on average, in the polar cap.

Other differences emerge from the comparison of the two techniques. We will nowU look at some of those in more detail. We have organized this portion according to

time-scale. We will discuss the longer time-scale phenomena first and work down

to the shorter duration events. This by no means indicates the relative importance

of the processes involved.

There appears to be a solar activity or solar-cycle dependence in the comparisons.

In general, the data from 1983, 1.984 and 1988 (F 1 0.7  > 100) show agreement for a

3 lower factor than do the data for 1987 (F 10 .7 - 70). Figure 5.5 and 5.6 illustrate

this. Figure 5.5 shows a graph of the 1i;S3, 1984 and 1988 data while Figure 5.6

shows a graph of the 1987 data. The x-axis is the factor used to obtain the best
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I agreement while the y-axis is the number of nights requiring a particular factor.

The data from 1987 are very close to solar-cycle minimum whereas the other data

are for much higher solar activity. Figure 5.7 shows plots of the 81-day average

110.7 cm flux for the data from the four years in question. Here the x-axis is the

day number and the y-axis the flux. Clearly, the 1987 F 10 .7 cm flux is well below

that of the other three years. In the "high-activity" set the most frequent value,

and the center of the distribution, is 1.7 whereas in the "low-activity" set it is 3.4.

The mix of magnetic activity is similar during these two periods, as shown in

Figure 5.8. Figure 5.8 is a plot of the Kp values during the period of overlap (x-

axis) and the frequency of occurrence of that Kp (y-axis). On average, the Kp for

this data set was below 3.0. Therefore, the different behavior appears to be related

to solar activity, not geomagnetic activity.

Because the cross section has to be constant in time, it appears that the solar-

cycle variation of the thermospheric atomic oxygen is not being coriectly modelled

by MSIS-86. While it appears to be approximately correct in the "high-activity"

period, it appears to be underestimated by a factor of two in the "low-activity"

period.

IHowever, there is another possible interpretation. As indicated in connection

with Figure 5.2, there is an altitude dependence to the f factor. Could the observed

increase in f with decreasing solar activity be explained by an altitude effect? For

f to increase, the emission altitude would have to increase. This is contrary to

what would be expected for lower solar activity levels. Because of lower exospheric

temperatures, constant pressure surfaces, hence, chemical reactions and stGpping

ranges, would shift to lower altitudes under these conditions. Thus, if we assume

our small sample is representative, MSIS-86 underestimates the high latitude atomic

* oxygen density by approximately a factor of two near solar-cycle minimum.

There is another variation evident. Eight of the nights show trends in whicht there

is a definite variation in f over the course of the night. The sense of this variation

(increasing or decreasing) does not seem to be a constant. Figure 5.9 shows an

example of how the factor changes during the course of the night of 23-24 February

1984. On this night, there was a general increasing trend. The factor rose from

less than 1.7 near 22 UT to near 5.1 after approximately 00 UT. Assuming the

height of the layer stays constant throughout the night, we were not able to find

any consistent patterns that could help explain this trend.I
I
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Figure 5.7. Plot of the 81-day average F10.7 cm flux for the data in this study

from the years 1983, 1984, 1987 and 1988. 1987 is from near solar-cycle minimum.

Note that there are four points for 1987 and three points for 1988.I
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I One last trend in evident in the data that bears discussion. Five of the eleven

nights, at times, show significant differences between the FPI winds measured to

the north and those measured to the south. A good example of this occurred

on 23-24 February 1984. Several views of the winds for this night are presented

in Figures 5.9 thru 5.11. Figure 5.9 shows the winds plotted at various factors

ranging from 1.0 to 5.1. Figure 5.10 shows the FPI data of Figure 5.9 broken out

* into measurements made in the geomagnetic north and south direction from the

observation site. The radar data is the dashed curve with the larger symbols. Figure

5.11 gives representative error bars for this night. The altitude of these figures is 231

km. If we assume that the FPI data was calibrated properly and the zero velocity

level was correctly established, in Figure 5.10 we can see significant gradients, on

the order of 0.3 to 0.5 ms 1 km - 1, between 00 and 0615 UT. Although details differ,

the two independent reductions for this day (Figure 3.3) both clearly show these

gradients. This gives strong support to their reality. Initially, the measurements

made to the south are more equatorward than those to the north which are, at

times, poleward. This trend reverses at 0215 UT. The north measurement becomes

more equatorward than the south. In both cases, the gradient is larger than can be

explained by the error bars (see Figure 5.11). During the period of FPI gradients, a

large f is needed to bring the radar and FPI data into agreement (see Figure 5.9).

lHernandez and Roble [1976a, 1976b, 1979a] report seeing this type phenomena

in the FPI data from Fritz Peak at about 50'A. They attributed this latitudinal

difference in the winds to enhanced latitudinal temperature gradients that are larger

in the summer at mid-latitudes. Burnside et al. [1981] also see a latitudinal gradient3 at Arecibo. They attribute the difference in the winds to the midnight temperature

enhancement seen at Arecibo and the pressure bulge associated with it. Meriwether

et al. [19841 report it at Sondrestrom and attribute it to a midnight abatement

between the evening and morning convection cells. In our example, auroral heating

is the most likely cause of this gradient. When the auroral oval is near Sondrestrom,

* particle precipitation or joule heating could heat the neutral atmosphere in a local

region causing temperature gradients to be set up and hence pressure gradients.3 Depending on the location of the heating with respect to the location observed,

different winds would be deduced. The neutral densities would also be affected.

Increased temperatures would lead to bigger scale heights and greater F-region

neutral densities than those predicted by MSIS. The radar-derived winds, which

rely on MSIS, would be affected as well. We would expect the radar winds to

I
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llI in this reg'ion. This explm;nLtion would account for the change in the f value

an(l the occurrence of the latitud, ,,radient.

There are a couple of special catses to co n.sider. The night of 17-18 March 1988

exhib)its an unusually low factor of f, 1.0. I igure 5.12 shows the radar and IF'I

data while Figure 5.13 shows representati\e error bars. The radar plot meeting the

3 criteria of the most points within one standard deviation of the FIPI is at f -- 1.0.

This unusually low factor would imply a large reduction in the neutral atmospheric

atoinic oxygen (ensity compared to the rest of the data set. We were not able to

find any consistent pattern that could explain this unusually low value for f.

3 The night of 26 -27 February 1987 is another anomally. On this night, an uriusu-

ally high value of f was needed to bring the radar into agreement with the F'P.

These data are shown in Figure 5.14 without error bars and in Figure 5.15 with

error bars. Clearly, in looking at these two figures, the f exceeded 5.1. This is

more than a factor of 3 increase above the 1.7 level previously discussed. Again, the

average Kp for the night and the F10 .7 cm flux are typical of the other days in the

data set. The Ap does increase from 6 on the 26th to 12 on the 27th, an increase

Sof 6, but agan, this is not the only day in the data set that has this happen and

the values are very low anyway. This is a remarkably large increase, and there is no

apparent reason for it. Either the atomic oxygen density is three times what MSIS

would predict or there are undetected instrumental probles.

One final effect is evident on several days, waves. The data from 4 March 1987

show a particularly good example, particularly between 0230 and 0400 UT. The data

3 for 173, 228 and 283 km are presented in Figure 5.16. A plot with representative

error bars is shown in Figure 5.17. The factor used to produce these plots was 3.4.

The period of the radar oscillation (peak to peak) at all altitudes is the same, the

order of 30 to 45 minutes. The amplitude of the oscillation increases with altitude,

especially between 173 andl 228 ki. It also appears in the electron density (not

3 shown). Additionally, the peak between 03 UT and 04 UT, for example, exhibits a

negative phase shift with altitude, i.e., it occurs 15 minutes earlier at 283 km than

at 173 kin. For a 30 to 45 minute period, that would imply a 200 to 300 km vertical

wavelength. This would also lielp explain why the wave is not evident in the FII

d;ta, the wavelength is too small. The point near 01 UT in the F,'PI data appears

to be a nomialous. While two points are shown, the one with the stronger poleward

vlocil y arises from a very strong line-of-sight oh))servation to the north. The other

I



I P

E Al + RADAR

4~ 1 1,7

09.
0

CV

I2 2' 2' 0 1 2 I I I

I)'e i I I g a I liu ru nn avra



I C

0 FPI

I~~~ _____ 1.7

C-)

0

)

I1 0.5_

0

I C-

21~~~~~ ~ ~ ~ 2220.5234567 01

Universal Time (Hours)

U Figure 5.13. Plots of data for 17-18 March 1988 showing error bars.



65

C' FPJ

E -+ RADAR

>'f Q 5.1

0)
0

)0

0.3.IE
0-

f 13.7

> 0
C,

)0

22 23 010c 4 5 6 9 1

0nvra im Hus

0iur 5.14.Plotsof th dat for 6-27 ebrury 197 shoing he unsuallhigvauIeddfrareet ..Terdrdt a mohduigaIhu
runnIvrg.Terdrattd s28kn



I.,' 66

0

I CDJ- il --T:

I\ f 3.4

0-

I I I If 1.7I 0

0

)

Universal Time (Hours)

I Figure 5.15. Plots showing the data of 26-27 February 1987 showing representative
error bars. For clarity, only every 10th error bar is plotted on the radar data. TheI altitude is 228 kmn.



I

I " C> FPi

E + RADAR

__--__ _ _283 km

>I _~oo _~

I o)-__
C3-

I U) 228 km

EI
0-

0-
0 1 2 173 km

I _°0

Universal Time (Hours)

I Figure 5.16. FPI and radar neutral winds for the night of 4 March 1987 at three

altitudes: 173, 228, and 283 km. The factor used to produce these plots was f = 3.4.I The radar data are smoothed using a 10 minute running average. For clarity, every

3rd radar point has a symbol plotted.

I



- - RADAR

__- - ______ 283 kmi

ci) 228 kmi

cC)_ _

U) 173 kmi

I0 1 2 3 4 5 6 7 8 9 1

UnvraUim Hus
I Figurc 5.17. FPI and radar neutral winds for the night of 4 March 1987 with the

associated error bars at three altitudes: 173, 228, and 283 km. The radar data are
smoothed using a 10 minute running average. For clarity, every third radar point

has been plotted with a symbol.



!69
I one, slightly earlier, arises from the interpolation of the first point to the time of

an observation to the south. Not only is the velocity of the first point different

from the radar velocity, but the temperature is approximately 400'K greater than

for adjacent points INiciejewski, private communication, 1990]. Beyond noting that

the behavior of the FPI data point at 04 UT is anomalous in both velocity and

temperature, its behavior has not been understood.

In addition to these oscillations that behave like large-scale gravity waves, there

are many variations throughout the night that take place on time scales of about 30

minutes. In contrast to the radar-derived winds, the FPI winds do not show these

waves and short time-scale variations. To some extent, this happens because the

FPI does not have the time resolution of the radar in this operating mode and it

also te.- , to washout altitude variations because it averages over the emission layer.

Additionally, it may be because most of the motion is in the vertical direction instead

of the horizontal. For instance, the radar pointing at an 80 degree elevation angle

is much more sensitive to vertical motion than horizontal as previously discussed.3 Thus, the 300 m/s peak-to-peak wind variation shown at 228 km between 0230 and

0245 UT might only be a 50 m/s peak-te-peak variation in vertical velocity. (The

radar cannot distinguish between vertical and horizontal motion. It is sensitive only

to the projection along the magnetic field.) By contrast, the reduction of the FPI

data by combining observations to the magnetic north and south at 45' elevation

angles to obtain the horizontal winds would not detect a vertical wind. It would,

however, easily detect a horizontal wind of the magnitude (300 m/s) deduced from

the radar data, if the velocity fields were at all close to uniform over the two points of

observation. Thus, the combined data sets indicate that the oscillations are vertical

not horizontal.

The above behavior between 0200 and 0400 UT could have resulted from increased3 magnetic activity. The Kp for 00-03 UT rose to 4-, up from 2 during the 21-24 UT

interval. This would be consistent with observations of large-scale gravity waves or3 traveling ionospheric disturbances by Testud [1970], Iunsucker [1982].

The contributions of the parallel ion velocity and diffusion to the meridional3 wind are shown in Figure 5.18 through 5.20. Each figure represents one altitude

173, 228 and 283 km, respectively, for each of the three values: the horizontal wind,

the parallel ion velocity projected onto the horizontal and the diffusion velocity

projected onto the horizontal. The sign convention is for positive to be a wind to

the north. At all three altitudes it is obvious that most of the structure in the wind
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originated from structure in the ion velocity not the diffusion velocity. It should

be noted that the oscillations are also evident in the electron density which implies

they are real oscillations.

It is interesting to note that, as expected, the contribution to the horizontal

neutral wind from the diffusion term is smaller at the lower altitudes. This is the

reason the lower level neutral wind (Figure 5.16, 173 kin) shows much less variation

when f is changed than the other altitudes.

The behavior described above is consistent with the description of large-scale

gravity waves and travelling ionospheric disturbances. These perturbations are in-

dicative of the dynamics associated with the high latitude auroral regions [Wickwar,

I
I
I
I
I
I
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* CONCLUSIONS

As we can see from the discussion in Chapter V, there is a lot happening in the

high latitude polar-cap region. The ISR-FPI wind comparison we have performed

is the first of its kind at such high latitudes. Much has been learned from this

research and much has been identified that we don't understand. The intent of this

final chapter is to outline what we have learned, and more importantly, where we

need further research to understand the processes at such high latitudes.

* 6.1. Results

This research shows that agreement can be obtained between the ISR and FPI

techniques for measuring the horizontal neutral winds. This agreement is best for

altitudes near 230 km. To first order, both instruments agree. However, closer

* examination shows differences between them that can be affected or controlled by

the choice of an f-factor in the derivation of the radar winds. The variation of this

factor provides us with information about the O+-O collision cross section and the

atomic oxygen density.

Our results show that an f-factor of between 1.7 and 3.4 is most frequently needed

to obtain good agreement between the two techniques. That a large increase is

needed is in agreement with Burnside et al. [1987]. They imply that the product

I of the O+-O collision cross section for momentum transfer and the atomic oxygen

density has to be increased by a sizable amount. Our results further imply that the

amount is at least as big as the factor of 1.7 found by Burnside -t al.

While Burnside et al. were able to suggest that MSIS-83 was on average correct

for the Arecibo data, we cannot make that conclusion for Sondrestrom, as will be

discussed shortly. If MSIS-83 were correct, then the average Arecibo results show

the O+-O cross section has to be increased by a factor of 1.7.

If N-': accept a factor of 1.7 for the cross section, then our results show that at

high latitudes the MSIS-86 model densities most frequently vary from being correct

to being too small by a factor of 2. Furthermore, we found a solar-cycle (or solar

activity) dependence on how well MSIS-86 predicts these atomic oxygen densities.

This has not previously been noted. We found an underestimate by MSIS-86 by a

factor f 2 near solar-cycle minimum (F 10.7 - 70 in 1987) while for moderate solar

I
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activity a factor of 1 was needed (F 10 .7 > 100 for 1983, 1984 and 1988). Burnside

et al. 11987] suggested MSIS-83 might be less reliable in predicting [0] for solar-

cycle minimum. However, this is the first time a solar-cycle variation has been

inferred and quantified. Although our results used the updated MSIS-86 model,

our numerical experiment in Chapter III showed practically no difference between

the two versions of the model for deducing the winds.

If we were to increase the O+-0 cross section by 3.4, the implication would be

that MSIS-86 [0] is most frequently correct at solar-cycle minimum and is under-

estimated by a factor of two during periods of moderate solar activity. However, a

further implication would be that the MSIS [0] densities at Arecibo were usually

underestimated by a factor of two. This interpretation does not seem reasonable.

Furthermore, a factor of 3.4 for the cross section would be inconsistent with the

factors found by other procedures [e.g., Roble, 1975; Carlson and Harper, 1977].

In view of these findings, an operational conclusion is that the radar data should

be reduced using f = 1.7 to obtain the best estimate of meridional winds.

There were some deviations from the most frequent value of 1.7. These extremes

were a factor 0.3 less and a factor of 3 more. Assuming the cross section had to

be increased by a factor of 1.7, these results imply a day with a factor of 0.3 lower

[01 and a day with a factor 3 higher [0] than predicted by MSIS-86. These are

significant variations from the model predictions.

In addition, we observed time-variations in how f varies over the course of many

nights. On some nights it increased, on others it decreased. An increase in f

implies an increase in [0] relative to MSIS and vice versa. Again, this has not

previously been observed. We were not able to identify any consistent pattern that

could explain this phenomena, but we did suggest auroral heating on days when f

increased, as discussed below.

We identified that gradients in the meridional components of the neutral winds

often exist in the FPI data. These gradients coincide with times when the factor

needed to bring the radar into agreement with the FPI increased. Gradients have

been observed by Hernandez and Roble 11976a, 1976b, 1979al, Burnside et al. [1981],

and Meriwether et al. [1984]. These authors attribute them to various causes. We

attribute them to auroral heating which acts to increase the neutral temperature

thereby increasing [0] above levels predicted by MSIS. The radar wind, which uses

the lower MSIS [1, will then require a large f to agree with the FPI. This was

clearly observed on 23-24 February 1984.

I
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Finally, we have seen strong evidence of large-scale gravity waves on 4 March

1987. They show up well in the radar data but not the FPI data. The source

of these waves is not clear, but they appear after a significant increase in Kp, in

agreement with previous findings of excitation by auroral processes [Testud, 1970;

lHernandez and Roble, 1976b; lunsucker, 19821.

6.2. Topics for Further Research

As with any research, the more one learns, the more one realizes what one doesn't

know. This study is no exception. Listed below are some areas I have identified

that require further research:

* 1. Because we had an insufficient amount of data over a wide enough variety

of geophysical conditions, we were forced to do a rather crude wind com-

parison. A better comparison should be done with a wider variety of data

to better identify which factor, [0] or the collision cross section, is in need

of adjustment. If the 1984 through 1986 FPI data could be salvaged, this

could be done. Otherwise, it is important to continue to operate the FPI

and ISR in modes and at times to maximize the possibility of acquiring good

simultaneous data.

2. Study the solar-cycle dependence on the factor f. Use a wider range of

data from solar-cycle maximum and minimum to clarify the difference in

the model between the two extremes and see if our results persist.

3. Study the trend of f to increase or decrease throughout the night. Try

to- determine its cause by examining other radar data (electron densities,

temperatures and convection velocities) as well as satellite data.

4. Explore the source of the gradients observed in the FPI data and attempt to

resolve their cause. Again, include more radar observations to accomplish

this.

5. Explore the large-scale gravity waves we observed on 4 March 1987. Infor-

mation on the source may be learned from sudden changes in the convection

pattern or in the ion temperatures. More information about the waves may

come from studying the vertical velocities that can be derived from the

FPI. Above all, more experiments have to be made with high time resolu-

tion. Periods of about 30 minutes imply the observing sequence has to take

no more than 15 minutes. To that end it would be helpful if the I"PI were to

I
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I again make observations in the magnetic meridion instead of in geographic

coordinates.

I This has been a rewarding study in that it has done much to reveal some of

the processes and interactions occurring at high latitudes. It has also raised many

questions. With each study like this we move closer to understanding and eventually

predicting the processes observed in the upper atmosphere.I
I
I
I
I
I
I
I
I
I
I
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