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Abstract

This paper analytically studies the performance of a synchronous conservative par-
allel discrete-event simulation protocol. The class of simulation models considered are

oriented around a physical domain, and possess a limited ability to predict future be-

havior. Using a stochastic model we show that as the volume of simulation activity
in the model increases relative to a fixed architecture, the complexity of the average
per-event overhead due to synchronization, event list manipulation, lookahead calcu-
lations, and processor idle time approaches the complexity of the average per-event

overhead of a serial simulation. The method is therefore within a constant factor of
optimal. Our analysis demonstrates that on large problems-those for which parallel

processing is ideally suited-there is often enough parallel workload so that processors
are not usually idle. We also demonstrate the viability of the method empirically,
showing how good performance is achieved on large problems using a thirty-two node
Intel iPSC/2 distributed memory multiprocessor....
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1 Introduction

Tlie pr-oblemn of para ilelizilig (liscr~ete-event simnulat ions has r-eceived a gr-eat deal of at t ction

n the last several Yeairs. Simunila tions pse uniqute sviiclrn i/at ion constira int S (Iic to t heir'
ii nderlvi ng senlse of tilic. When Oer le siitilat ion model1( ('all b~e simu111taneouisly chlanuged by
diffrent pr-occSors. act ions bY oile pr~ocesSor, canl a ffect act ions by anrot her. On imnist riot
silimil at ean V elem ent of the mi odel too fa i' aleaCI of anyi ot lien- ii sininn lt ion t imec to avoild the
risk of ha vin iiis logical past affrected . Ali erna tely. one mItIIreardtofxtli oia

past of alli,-(elemt! lt.(et cn i ned to have been Simiula tedI too far.1
TUwo) schools, of t houight have en icr~gcl coii('ening syncli ron izat non. Thie consc. ivat f

sclool [5]. [13]1, [23], [24] employs methods which lire\'ent any l)1-)(es0oi fromt slimulating
beyond a poi nt at whiich anhother pr-ocessor- mrighit affect It. 'Ithese. synch i'on izat ionl poi nts
need to be r-e-es tab1 1 lied peroiolca H v to allow t he simiunlat ion to pr1ogre.s. Ladil effor-ts
focuissed on find~inig pirotocols whiichi wer-e cit her fr~ee frm dleadlock, or which detected ando
corrcctedldead lock [1 7]. The optimistic school [7] allows a l)rocessoi to siintilat eas far' forwNar-d
Inl t iinc as it wvant s, wit hou t rega r- for' tHie risk of hiaving its si Iiulat ion past affected. If its
pas t is changed ((]it(e to i nt eract ion with a processor- far-ther behind lit simulation time) it
miust. then be able to "i-ollback" in time at least that far, and must cancel any err-oneous
act ions it has taken lin its false fit umi.

Conservative protocols an'e sometimes faulted for leaving processors idle, due to over-ly
pessimist ic sync'hron iza tion assu~mptioiis. It is almost always t i-te that individual modcl
cccldi s ar-e blockedl because of pessimistic syn('hioiiization; the conclusion that, pfl'0$soiS

tend to be blocked requires the assump~tion that, all imodel elements assigned to a processor
teli(] to b~e blockedi sinnulta neously, oi' that each liroccsson' has only oiie- model element. The
latter assumpi;tioni pe(rvaides mnyx per-formna nce stutdies, anol is iinr'ca list ic for fined -gr-ai ned
simulation modlels executed onl coai-sci, grainedi niltipi-ocessors. Intuition suggests that If
liei'e ar-e miany model element~s assigned to each pi-ocessor, then it is unlikely that all model

elemnents on a processor will be blocked. Given sufficient workload, a propei'ly designedl
conservative method should not. leave pr~ocessor-s id~le, because t herec is so mnuch woi-k to dto.
'Nh iIc sonic model elemnnit s a re blocked dute to s vnchiniza tion CooiceiVs, ot her' elemrenits.
with high pr-obaliIity, are not.

It, is natuiral to ask how muchl pei-fom-mance degradation duie to blocking a coiisci'vative
niethool suffers. Ve a nswer- that question, by ana lviig a s il osi\ati\ vohrnia o
met hod. 'I'lie miethod0( assninies thle ability t o pi'e-samjple activity dirr'at ion t iiiis[2(t], arid]
assumries that, any quieici ng dIiscipl1 iie used is noln lmIpt ive. The proto0(01 it self Is (Ituite
simple. As ap)pliedl to a, quciing networ-k it, wvorks as follows. l'fiist whenevei' at job enters"

sevce, tle l ene to wicli the job) wxill be r-outed is Imimned ia tely vnrot ified of' thIa t a rm'i va I
sonnet i mie inr t he fit. ire), an 11(1 iee iigqee(olp t ser-vice t imin for- thle new ar-rival.

Th'lese two act ions cooistit iil t ( okah (0(1 at coii('eht whiich is key, to thIe pirot 0(01 5 succ'(ess. Now
Imiaginec t hat, all evenits with Ii t i -st a iips less t hair / have a lliald beei 1 loccsse(I ainI t hat

hie ~~oesisa m' globally s\'nchli n edcl. F'or' each (pltini we (let erni lie t ie( t iii-st a iip of tie(



next job it would route (excluding one in service) if no further arrivals occur at that queue.
The processors cooperatively COnlipute tile miniium such time, say 6(t). We will show that
all further messages to be sent in the simulation have time-stamps at least as large as 6(t).
Consequently a processor may evaluate, in parallel with all other processors, all of its events
with time-stamups less than b(/). Having done so, the processors synchronize globally, and
repeat the process. The interval [1, 6(t)) is called a win do, and b(l) - t is its wid/h.

We analyze the performance of the protocol by first deriving an approximated lower bound
on the equilibrium mean window width. \Ve then multiply this width by the equilibrium rate
at which the simulation generates events. The resulting product is an approximated lower
bound on tIe the average number of events that are processed wit hin a window. We t hlen
identify conditions under which the average number of events processed in a window increases
wit bout bound as t lie system sinulat ion event generation rte increases. Next we analyze t lie
svnchronization, idle time, lookahead calculation, and event-list overheads of the protocol as
a finction of ', events in tlie system at a time. I'le average overhead per processed event is
shown to be O(f(T)), where 1(7") is the complexity of the average per-event overhead in a
optimized serial simulation. Therefore the protocol's asymptotic performance (as ' -+ OC)
is within a constant factor of op:imal. Finally, we demonstrate the viability of the protocol
empirically. A parallel simulation system based on the protocol has been implemnented on
a thirty-two node Intel iPSC/2 distribluted memory multii)rocessor[2]. Processor efficiencies
in the range of (0% - 90% are reported for several different large simulation models.

It is important to remember that our analysis concerns average case performance based
on a general stochastic model. Specific problem examples can be constructed to ensure that
the protocol essentially executes serially, while another can execute many things in parallel.
\We believe that such examples are somewhat artificial and do not shed a great deal of light
on how performance will behave over a wide range of problems. Our intention is to study
the average case performance on a model of typical simulation problems.

This paper makes two basic contributions. One is to develop a new approach for the
analysis of parallel discrete-event simulations. The second is a. demonstration that many
large simulation models having much concurrent activity can be effectively simulated in
parallel using a, simple conservative protocol.

This paper is organized as follows. §2 gives sone background for Iis work. !i3 describes
tire model of discrete-event simulations we use in our protocol description and analysis, amid
(hen introdiuces the protocol. §4 derives an approxinated lower bound on the average number
of events processed in a window. §5 determines the complexity of hIe average total overhead

per event suffered by using the protocol. §6 reports oi the performance of tile protocol on
several (ifferent si milation models. §7 gives our 'Conclusions.
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2 Background

On r protocol is simnila r to others recently proposed [1], [4], [1:3], [141], [28]. U nli ke earl icr
asVnch ronmis prol ocols, t hese sync ioiotslv move a wind(ow across Stinulat iof time, roughly

as follows. Let floor be the lower edIge of the window. This means that all events with
tirne-stam-ps less tlan floor have alreadyv been processed. Thle processors then cooperativelyN
determine the upper window edge, ccilinq. This valuie is chosen in such a way that, all events
wit hin [floor, mrliny) canl sa fely be processed Ii parallel. ccIlinq becomes floor for the next

Nvind~o\, aiid s0 onl.

ile major question wvith synchironous conservative lprot ocols is whet her windlows small
enough to prevent dlependlencies bet weeni window events admiit enouigh such events to keep
all thle processor~s bulsy. Luibaclievskv was thle first to answer this question [1 1], by den vi n g
a lower bo11und onl th li number of events processed withinn a window defiuled by Is mlethod.
('sing this bound and1( some assumnpt ions concerning event dlensity (Ii simulation time). hie
shows that thle performance of his method scales uip as, the problem size and( number of

lproce-sors are si multa neouisly I ncreasedl. IHowever. Illis resul ts are riot quianutit ativye, alt lioigli
hey miighit have been so dlevelop~ed. Ourii ana lysis 'Is different,, in that we (defi ne a mi odel

from wich event densities follow nat nraly., and wec qua nt ify t lie average nulmber of events
processed Ii a window. Ours is an average case analysis, wille Liihachevskv's is a worst
case anlssloLbcesysaayi hinges onl the assumption of a iion-zero mini-

ma I prop)agat ion delay, while ours does not. We (10 Show that mn umser\ ice ti mes canl

dramatically improve the average nu mber of events p~rocessed each xvi ridow.
The protocol we study is an application of tile one described by Chandy and Shiermani [1t]

to a more rest rict ed lproblem (domnain. Like Liibachievskv's met hod. t hey requtire p~eriodhic
global synchronization among processors. Each window their protocol computes the mil-
iriitini time-stanip amiong all "conidit ional" events, ali(I thlen pr~ocesses all "uncondit ional-
events vi t h smaller t iue-st a nps. Ini add it ion, their techinique incorporates thle conversion of
,.Coli d it iona I" event's into "uincond~lit ionalI' events, as a. func tion of messages exchianged Ii thle
simulation. Such conversion is highly apl~picat ion dependent . Thel( most imlport ant dIifference

lbet weeni our protocol aridl tlie, geiieral cond it iona I-event approach lies ili thle specificityv of
our con version of conditional event's Into0 uncondhit ionia Ie(veint s. In a way that reqiires lt -
tle mnodel-specific Inrformiation. Furthiernmore, our protocol is stated withbin the context of a

model closer to thlose lisedl bY slimlation pract itioriers t ha n is thle miodhel usedI to describe
tile condlit iona I-event apra l)i~~If.

Our analysis of lookahead is rela tedh to that dhevelopedh by Liii and( Lazowska in [10t]. and
by \Vagnier and La zowska iii [30]. Their work analyzes the ability of d1ifferent queue tylpes

to predict fuituire behla vior, anrd foc uses onl looka hieadl at a single queue. Our rania lysis is of a
mu11ch simpjler lookalnead scheme. lbut anialyzed over ihe erntire simuinlat ion. The prot ocol we
describe cai l easily adap1 ted'( to accormlat e hiesenIiore complex techinies for conipit ing
looka head. We hiave also arialyzed a difrereil class of simluilat ions thlan thle one stiudied

here. onl pnT~vllaralle'l ar liVecit I 9] 'I'l1( serisit ivitY of performlanmce to hooka head is
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qulant ified, upper bounds onl ofptiiaI and opthjnist ic performiance are derived, as is a lower
lboundl on t he performiance of t he samile protocol we St ndv in t his p)aper.

Somie a nalysis exist s of t he opt iiiiist ic "Tinme \a up m) et hiod of synch ron iza t ion. TIhe ear-

liest arial.Yses 'onicernled (let ailedI stochastic rno(Iels of two processor systemis [9. 18]. Th'lese

100(1(15 incl ude overliead( costs anrd permiit liet erogericous processors. M.ost other stud(1 ies of

T inlie WVarp t end~ 1o assli me riegl igi ble st ate-sa ving andl rollblack costs. [or example. LIn an11(
Lazowska have shown that if Time WVarp has no slate-saving or rollb~ack costs, and if -cor-

redt corn ii"tat ions are ii ever rolledl hack. t hen T imre Warp achiieves opti nialIitv [11]. ThIiis is

noivi i e. b ecauise lime 'Narp aggressively searches for thle shi lat ion's critical pathi if it is
ablle to 0(1 so wvithlou t cost . its perforia nce nust be )t irna I. O)t her a na lvses hi gh lighit lhe
fact t hat Tlie 'arp can iiguess righ lt" wi le ciserva live net I ods mnust lock. Lipt on and
NINA!el have shown t hat t here is a cert ain asymnitet ry bet ween 01)101)151 ic and conservativr e
net liods: wile it, is poss iIlde for all 01)1in iist ic mnet hod to arlih tri l, olt pe. fn1 m a conserxa-

xie ietlhod. tw liron verse is iiot t rue [12]. Thlei r anialyrsis explicit lym incles overhead costs.
MIad iset I i. Na Ira 11(. anrd Nlesserscl iin tt [16] ha ye developed a performanrce iodlel wvhiich (s-
timlates thle rate at xvhiich siniuilation timne advances unrider anl optiriistic st rategy such as
T'inl( ieWa rp. T'hey mnodel thle behavior of thle syst(ni as a NI arkov chiain. andl include the
Cost of conin iirat ion andl of sv ic viwroil iat ion. Fhlei r a naklski is exact fOr two l1rocessors.

andi a pprox in ia I for a general nn ber of processors. Lubhachevslk, Schxvart z. a nd~ \\iss use
a Sophliist icat ed stochiast ic miolel to shoxv how it is possible for Tille WNarp simutlat ions to

Iihra sh in periods of' "cascadli ng rollbacks" [1.5].

3 Model and Protocol

Ne nox", desc rribe oiur mnodel. of discre-te-event si mu lat ions more frnmal lv. and rlehlne thle
SVrrlihro n izat ionl prot ocol.

3.1 Model Assumptions

Corisider a (loniain containing .5 sihs, where actiin/irs ec-cur. Ani act ivity (e.g.. service
givyen to a jol) at a qureuie) begins. endls. an(l upon its coniplet ion enables (i.e. caurses) other
activities. TIhese catisat rols are reported to the app1ropriate sites by xvay of corn phi ion
ii nes'sages. (Conisequieintly, the di~P(istirnct events a re associated wxithI each activity: enable,
begin, anrd complete. rTue enable evnt for a given act ivity* (-an be (differernt fromi thle begin
eve-nt if thle site imposes quieueinrg. W~e )erini t, a comipletion to causie niore t han ii o act ivityv

in order to inchlde siil a ion prolblerfs such as MOW i-eS, where a single t rans it ion fri ring
inav (auI se t okenr arrivals at inn nt iple Pet ri- net p)lac(es. Thuns, xve assire that a complete
event at site .')' causes air activity at each nirernier of a rarnloii subhset of ot her sites. All
enable evens ca rse( I I a coniplt ov e thle samev t i re-s Ia lli) as thle corn ILetin Ai

act ivitv is Said to be wvciuringu at thmie t if' its associated begin event has a t inie-staip ilo

greater t han /. arid its complete (vent has Aii-starlil iio less t han t. F'acli site nairitairis
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its own priority queue of events associated with activities enqueued or occurring at the site.

Each site also maintains its own simulation clock, which records the time-stamp on the last
event, processed.

Under the assumptions of our rnodel the enable and complete events are uncoii(litional--

once placed on the event list., no further activitv in the simulation will change them. begin

events may be conditional. For example, a begin event at time , might describe the future

placement of a. particular job into service at a queue at time t. If before f another job with
higher priority arrives, that begin event may be removed from the event list.

Depending on the ability of the site, activities may occur there one at a time, or concur-
rently. 'Xe assume that either an unbounded number of activities may simultaneously occuir

at a site, or that only one activitv may occur at a time. In the former case. we say the site
has infinite scrrers. In the latter case, enabled activities may be enqueued before occurring.

The delav in simulation time between when an activitv begins and ends is called its d ,ra-
lion. \e assume that a duration is strictly positive, but do not assinme a miniimal duration.
For the purposes of analysis we assume that the simulation model is ergodic, and that each
duration time comes from a (list ribution composed by adding a nonneg; tive constant to all
exponentially (list ributed random variable. Each site may have a uni(1 lie dlistrilbution.

Our performance analysis rests on a number of assumptions about the simulation model
which are exploited by the protocol.

1. We assume that once an activity begins, the causation of further activities cannot affect
its completion time.

2. We assume that the simulation state change due to an activity completion is very
local--the state change is implied by knowledge of which activity completed. which
activities are subsequently caused, and the time of the completion.

3. We assume that the activities caused by the completion of activity Aj can be reported
to I heir respective sites at t/i time that Aj bcyzil.

4. We assume that, a lower bound on the duration of an activity can be determined at
the time of the receipt of the completion message which causes the activity.

To illustrate these assumptions, consider a job J which at time s begins service at a non-
preemptive queue Q, completes at, time A, and is routed to Q2. Assumption 1 is satisfied
by the nature of Ql's queteing discipline. Assumption 2 is satisfied because the change in
model state due to this departure is completely characterized by knowledge of Ql, Q2, and
,. Assiminption 3 is satisfied if the service discipline at Q is non-preemptive and the routing

is indepnolderit of the jobs enqeuled at, time . : in the simulation we can report tle arrival

of 1 at t ille . to Q2 coiucUirreiitly with the entering of .1 into service at Ql, at time s. By
doilig so, the processing required of .1's completion event at, A does not include reporting

.Ys departiire, b1t may include the recording of statistics which depend on all simulation

activity at Q, (including arrivals) ilp to time .. Assumption 1 is satisfied if ,1's service time

5



at Q2 can be computed at the time that Q, reports the arrival of J to Q2. This is possible
if the service time of every job at Q2 is drawn independently from the same probability
distribution.

This model describes a large number of common simulation models, and is related to
t ient graphs described in [26] and [27]. Many queueing networks are obviously captured.
Logic networks are described, with activities corresponding to logical module evaluations.
Here new activities are caused when a module output changes state. The movement and
interaction of objects in a domain can also be captured. One assumes no queueing at sites,
and models the passage of an object across some discrete region of the domain as an activity.
Lookahead plays a major role in our synchronization method and its analysis. Lookahead
exists and is exploited by assumptions 3 and 4 above.

Simulation workload is the event processing. This includes changing anticipated event
times as a result, of newly caused activities, in changing simulation state variables, and in
gathering/recording statistics. We view event list management costs as inescapable overheads
associated with the processing of events.

Our protocol does not require a minimal duration time for its correctness. However,
performance is substantially cnhanced if every duration time is bounded from below by
Drin > 0. Equivalently, we can introduce a minimal time Drin delay between when an
activity completes, and when activities it causes are enabled. We will use Drain throughout
our analysis, but may take it to be zero.

3.2 Protocol Definition

Next we define the synchronization protocol in terms of the model given in §3.1. Our only
architectural assumptions are that the simulation model is executed on a multiprocessor
having P processors; any processor can send a message (indirectly, if needed) to any other
processor, and the processors can synchronize globally.

One important aspect of our protocol is the "pre-sending" of completion messages. Let
Ai be some activity whose begin event has time-stamp s. Let A be A,'s completion tilme.
Under our protocol A 's site must send completion messages to all sites where activities
caused by A 3's completion will occur, at the time Aj bgins. Observe that even though the
simulation time at 4 's site is .s. these completion messages are time-stamped with time

.s > s. A site which receives such a notification inserts an enable event with time-stamp .a

into its event list (a non-queueing site may directly insert a begin event with time ,): it also
selects a duration time (or a lower bound on it) for the newly caused activity.

Suppose the processors have globally synchronized, and let, t be the minimum time-stamp
among events at all sites. Each site Si can determine a lower bound bi(I) on the earliest
Conipletion time of any of its pending (i.e., as vet not begun) activities, assuming no furt her
enable events are received. We call this the site's lookahead bouind. For example, consiler a
sile 5, with qieleing. Ther, are three cases to consider.

Case 1: ')', s rvnI list is void of enable events. In this case we (lefine 6,(1) = oc.

6



Case 2: No activity is occurring at t, and Si 's event list contains enable evrids. Let u be
the earliest enable time among these, and define 6i(t) to be the completion time of the

activity enabled at u.

Case 3: Some activity is occurring at t, and Si 'S event list contains enable evcnts. Define
bi(t) to be the completion time of the next enabled activity to receive service, assuming
that no further enable events will be inserted into the event list.

If Sj has infinite servers, only two cases arise. If there are no begin events in S's event
list. then define bi(t) = oc. If there are begin events in Si's event list, define 6i(t) to be the
minimum completion time among these.

Finally. define

6(a) min {6j(t)}.
all sites S,

The protocol is very simple. Define wi = 0, and proceed as follows.

1. Given w,, the processors cooperatively determine 6(w,,).

2. Each site may be simulated in parallel with all others until the time of the event witli
least time-stamp at that site is as large as S(iv). The processing of any begin event
in this interval must include pre-sending the associated completion messages.

3. Sites receive the messages sent during the processing of [ ,(tv,,)), select duration
times for the associated caused activities, and insert events into their event lists.

4. n = n + 1. Goto step 1.

The obvious question to ask of this protocol is whether the sites can safely process all
events within a window. The protocol is safe. if, once the window is established, no further
messages with time-stamps less than the upper edge of the window will ever be sent. The
following theorem establishes this fact.

Theorem 3.1 Let [wv,(w,)) be a window established by the protocol. Then every cornple-
lion mcssage sent during the processing of [w, 6(u,)) has a time-stamp at least as large as

Proof: Completion messages are pre-sent by the processing of begin events. Let b0 .  bk
be the times of all begin events in [w, ,(wn)), in increasing order. We use induction to
show that for i = 0, ...,k, the completion messages associated with the begin event at
time bi have time-stamps at least as large as 5(w,). For the base case consider b0, and let
.Si be the associated site. Si computes bi(w,) to be the mininum time-stamp on the next
message it, sends, providd no further messages arc received at S,. By construction S, will
not receive any further messages with time-stamps less than b0, therefore the decision to

7



begin the act ivity at bo was correctly tore-seen during the comp~utation of 6 ,(uwa). impivti
that thle comiplet ion t ime of thle activit v beginning at 1)0 is no smal11er t han 6i( iv~, ), and hence
is no siai Icr t han 6( wt ) . Thiis estabilishles the lbase of thle induct ion. For thle inductionl
Step supo)se that the coille~tioli timecs of the activities begun at, times 10. .. . ,by.l are all
110 smaller than 6(wul,). Consider the activity begun at time bj, and let Si lbe its site. As
a 'onlsequnence of the induction hypothesis, during the processing of [.6(w))Si cannot
receive anl.\ message-, withI tinie-stamips less than bj. Consequient ly, the (decision to begin anl

actviv t lie j ascorrectly for-seen (In Iring H ie COfi)I tat ion Of Sj( W,J . The com pletionl
niieol tlie ct gn iiiiigat 6is thbus no smaller than 6j( (t,,), and( so is no smia 11r ha

n(1,J . Thiis conllet es the Induction.

Vii( ir t lie assmi linpt lonl of' l)in-zerio dura tion t~li ies, it. wvil1 al ways be true that Wr,, < ( ii'i.
Consequently i.Siiml a tion t inie, adivanrces each wvindow (even if 110 events occur inl thle winidow).
all(l dleadllock never occurs.

3.3 Example

An xaiiilelidp~to llii~ itet le lotocl'smeha isn.Conisider a syst em withi sites .51 and

.2 Site SI permilts aii uiiboiiided number of activities to occur simultaneonsi v. while site
,52 imposes queueing. The system moves objects between sites. Duration times are random.
Wh len an object completes Its duration it either dlisappears, moves to another (possibly the
sarine) site, or sp)lits into a numb~er of olbjects that Move. S2 uses Last-Comne-First-Serve
quiie ei g.

Let u7, 100, and imagine that objects O1 and 02 are present at S1. with scheduled
complet ion times of 100 and 10:3. Object 03 is in service at, S2, and will comlete at time
101. Object . is encnetucd at, S 2 , and will eventunally receive 4 units of service.

The coinpict i of 01 at, time 100 sends 01 back to S1 , where it will receive another 8
uits of service; the compict ion Of 02 at time 103 sends 02 to S2 where it will event ually
receive 6 unrits of service; 0,2s completion at time 10:3 also creates a newv object 0, which
is senit to SI, where it receives 4 uiiits of service. At Site S2 , 03 comp~letes at tinie 101,
and then remains atl S2. where it. wiil receive anot her 5 units of service. Observe t hat the
mnessages report ing thle conilpletionS of Oi 02, and 03 have already been sent, arid thle "next"
ol irat ions of those ob~jects have al ready been chiosen.

Thiis Scenario is sliiliarized iii figure 1, along with thie contents of Si and S-2's event lists
as ob~serived( at time 100. The event lists reflect. thle p~ract ice of p)re-sending object arrival
riot Ices. Sl oletermines it~s iookaicadl ~i~onld 6 i (100) bV finding the m1fiimumIII compIIet iou

Ii ic amionig all objiects5 it, knoxws xwiii arrive at or a fter time 100.02arvs(ginatim

1 00 allid cornplet es at 108. 0r) arrives at, 103 and coimpletes at. 107. making 61i(100) = 107.
~~ (et rmies 1( 10) y idnt fving t lie niex t object t~o comnpiet v service thia t isi't a -(ra(l v InI

serv~'ice. liecaiise ' 2 Is L '~ the a rrivxalI of 03j at time 10 1 c'a uses 0=j to receive service becfore

04- (20") is 106, so Chiat 6( 100) = 106. SI anud S., arc thui s free to slin irla t all events xvit i
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Objects at time 100
Ob)j(Ct Sit( A rrir( s J1u ration ('onmpkths I?/ut/ C'om111/7is

01 '51  1 . 7 100 S, Occurrig at time 100
0 , 100 8 108 7 Caused by comipletion of self

02 S1  ? 103 S2 Occurring at, time 100
02 S2 103 G ? ? Caused byV coipleti101 of self
0~ r, .5 103 1107 ? Caused bY 02 at SI
03 S2 ? 101 S2 ccuirring at tinie 100
0*3 S2 101 510(6 7 Highest priority activity at 11
0.1 S2 ? Lowver lprioritY at 101

t(100) =106

Event Lists

St Evenit List at time 100 S2~ Event List at timie 100
Li'cnt l IC Evc tit Tiro11c
01 comipletes 100 03 comlI)leteS 101

01arrives 100 0:j a rrives 101
02 com1pletes 103 02 arrives 103
05 arrives 103
4 events processed ini [100. 106) 3 events processed in [100. 106)

Figure 1: Example of Synchronous Protocol Operation

iries no greater than 106, in parallel. Si has four such events, S2 has three (or four, if tile
IproceSSilig Of the 03 arrival event at 101 creates a begin event at 101).

Arrival events (enable events) at .5 1 may, also serve as begin events since no0 qileing is
imposed. Each site's~ processing Of arrival events incIludes the decision of where to route the
ob~ject upon coniletio. ~nd the generation of completion messages withI thle appropriate
t inlle-st a rp.

4 Analysis of Protocol

Our perform-Tance a na lysis de(riv( s an a lppmxinllatedl lowver bounld on the iiiean Nv indowv widthl,
lhen 111111 tiplie", bY thle equIIIIII 111111 event Crea tio r01a te ill order to hound thle average iniiher

of events c rea tedl per wili' low. By flowv Ialanlce thins b ounds the a verage number of events

I)r-OCeSSed perT xviI11(0W. We the cous(015ider thle 1h avior of thiis a verage as a funct Iion of'
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simnulat ion activity rate. a11( ininininin dIurat ion ti1111(.
The ana lysis to follow uses results froiii the thleory of* st ochas t it' order relat tions. a i d m a-

n ipula tes; haza rd rate funct ions. Readers un fa miliar xvit'll ihese tools sh ould tonis it Ross [25]:
thle append ix quiiickly sketc(hles thle mian idieas aniid results Wve lise.

Mare iinterestedl in tie liiiiitirig value of thle exl)ectetl xviidow widi hi L4(w, -u,, as
11 -*+ 0, suipposing that Upli limit exists. As we wvill see, a wiiidow's kvidlti is comlprised

of the iiihi of' a nuiimber' of' 'ompi[lic'atedl raiikoli x'ariales. (Complicat ioiis arise bl)Ot
duie to randiliiess ill t he( iiotlel (e.g., raiitlui sceet ion of* sites where act ivit ies are( ('awcid~

following at (complet ion). and( duie to dependence of' thle raiidomi va riables' (list ribu tions onl the
past a('tmiitv in the sinnulat ion. Our approach is to bound the men in x'doxv xvitt f'rori hLow
xwithI the mean iiuiiniim of much simpler. and stochast ically' smialle'r. r'andomi 'i'l'I hei(
stoc'hastic'ally' smialler v'ar'iables ar'e 'ons t mectecd by 'vconsiderinig hazard i'ate func(t ions. This is
a useful anal ic t rick which ('xpklit s thle fAct t hat t lhe hazar rt iate fiiict ion for I lhe minium ii

of a group of iiidepeiideiit randoim xariables is just thle sum of' thiri iiidividl h laza rd iate
hf ict ionis.

One Step in the bounin jg arguinit is intuit ive, Lit not rigorously just ified. 'lTheref ore
oiie c'ali onily rigorously call our results appr'oximnate.

Thle anuakIxsis uses a slightly more f'in ia I inil t han wxe ha vete (lescii l be ive duirat ion
t i e dlist ribuit ion fou'site >' is ta ken to be D + expfj { w}xicre [), >: ( is 'onst ant andi~ cxpiJ)

is exponential xwith mean pi l/.\j. W\e let D .. j, be the Iniiitiu A~ x'aluie amlong all sites.
Thle d is('ussioii of ranid ori variables iia us, anmd h azarid ia tes all c'oncern tlie 1 oclias tic

por'tion of the (I imaltion t iiis.

Our bounds dep)end on thle mnuier in xvliici a comnplet in g act x' v causes actix'i l est-

where. TO More pr'eciselxy olescribce these effects, for ev'ery site Si let IhIch (S5') he thle set

of all sites where a('t ivi ties ('aue iis' by a comiplet ion at Si ('aii occuriI. F'oi' coliveli iel'c(' we
assumle that the a('tivit ies c'auised by, a sini gle comnlletioi are all at diffrenut sit es.Ac tivit'
A. c ompleting at Si rand~oil chooses a Subset Q , Rt1?Ah(5,). and causes one activ x' x'

at ea'h site in B. \\'e assunwe 13 is chosen indlepeen(itly of thle duirat ion values of the
c'aused a('tivit ies. Thle dist ribuitionl goveringti hiei atclrt j )1 eoe

lihe probability t hat 13 C /?( t'ch( >,i t lie selected ('t.
Let, -1 be al ciivo irn tse 4 ,. and let 13 be t lie set of sites xwithI activities

caused IA' Ail We xvill be i ut ('lest 'l th Ile rat e at wvhiich thle fir'st a('tixity 'ompiletes ('.a lilig

all t hose C'aiusedl byv 1-), 'Toxvard s ti i eud . we focus oil i II e stochias tic port ion of' th1eise at ivityx
dur'ationis. T[le "rate"' of the( iiiiimi stochlastit' portioni is just AB3= ZE'H A., (4ee QjA).
'[le expec'ted r'ate (xwith1 respect to thlit (list ribut ioul of B)) is defined bx'

- ~~Z lPricoiilet iou at .,causes aii attivity' at .j1A 1.,(

Pathlological antalyt ic tlifficmlt it's art axoidled by assumiliiiig that the siminnlat ion miodeld a I-
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\vavs has at least one activity occ'iifliii, that causes othe(r act ivities. Ilhis ca) lbe enisill('(.

for ('xdille.l by a(;I!g it "clock- site that does inothlinig bill roes a sinigle. periodically
sef-cauisiii'' act ivit \.

Let A(tj ho, )IeThle raiidoii set of act ivit ies occuirrinig at t julie wc,,. lDuing imost of' ile

iI ul\'sis to follow we will coiidi. on oi knowing that A(iw,,) is some fixed subset V. T[le

'Oiil dit 11)1 iii is li iiliti lat er when we Take an et(xpect at ion withI respiect to~ thle dilt iti),1 I

of A u',

The discutssioni to follow focutses oil act ivities. To facilitate pieci-se ref ereii(c to Thle site

where a gi veii activity occurs. we ofte eiset ilie iiot at ion (, to (lescrilhe Thle site atl whiclh

act ivity A, 1OCCuIIs.

Coiisider thle coinstruict ion of t lie othI witidow. To coiiipit e '( ?cv we 'xaiiiie each site

to (let ermnie Ih li tii of thel~'\ iiet mssage it wid seind. ini thle absence of receiving amv

fui ii her mlessages. For a iioi)- IuiiIItg sit ( > t Iiis is thle iiiII IIIiii conmplet ion Time ai nong all

act ivitices wit I begin viits in >S mvit list. For each such act ivitY vthere is aitot her which

Ciis(ld it, aiid] which is occuririnig at time u . If .5' is a qiieliiiig site. t lle activity A, whlose

compilet ion definles . 'j's lookaltead bound is (it her cil(JUelte(l waitinug for t lie compiot ion of anl

occnurig activilt at $5'. or has its enable evenlt sonlet ime in thle fit ure. In t be latter case we

k now there must be anuothr site wit h ani act ivi ty whiich is occunri tig at t im rivu,. anrd whtich

('aUSiS .1j 1'I heref ore. every act ivityv whose comiclt ion dlefinies som ie lookani d Louniid can he

associated withf aii act ivity occiirring at iv, onesly o every AcVwe c-an associate
a set oif sites (C') wit I act ivit ies cauisedl by A3, such that The Coll',plet ionl timle of each act ivitv

Ak C C( ((tldS ~( C is ohbviously a silbset of H, tOwee of aill sites wbiti act ivit i('

cauisedl L)v A,,. so thfat Thle iiiiiiiiiii compillet ion tiiiie aitioig all act ivxit ies c'ausedl by ., at

sites, ill I3j is iio larger than thle niinimuni taken over C.,
We will wanlt to (list inguishlicnuoving sites froni non -(jiieitg sites. W\e thierefore dlefinle

the iildicat or coefficieit -j to have value 1 if site S5, is a (piiuinosite, and to have value ( if

For every A1 G V let d?(i,)(einote thle ro-,dioi duirationi T ime of ., -ledfeec

b et ween A , s coimplet ion t imin an iv~ ', .flor (every A, E at a q ulenel ng site Sj defline

A3 (11',) to be Dc if*~i -_C, oth1 erw ise it is t lie dumrat ion of Thle enqj1iuied act iviy w ~hose
C~lilti ' isLet,. 41;, be ilie enabling tiue of the act ivity v ( filjin ,?j

Observe t hat this activit ,v is seinsit ive to iv,,: if .1.) Was OCCIffiliig ait tiivi( 11", it is poussiib

for a fhigher priority activity to be eiabledl betwee t iiiis z~i anivn,, so that the activities

dhefiining N4 ('i)and .V,( u,N) mlay be (Iif fereit

We fefi tie .,O' ( c,) c if S'O) is at iioi -(jiu( eii g site. R ega rd less of whet her S*') is a

(fielicinig or iion-qiieneiig sit ( we iia say t fit thle (oiipltiou rate of n n c, st ocliast c

portio is 1 -,(tjt A
Ag'l in, let H? be t lie sect of sit es wit Ii act ivit ies caused bvi, fo ac kC let l)k +P I )

be the duiratino th ac itv i caused by A. We define A, ,s lookaficad bound to be

lie ilifi Iliii m complet ion timeI( a it ton ( i) Thle act ivi ties cauisedl lby A., (ii) th li nt act ii \

to coimplehte at > I(Jt if S*1ut is iioii-.juieniig anid receives iio MOiTe enable eveits. ;~
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lohc~~ 11i( I lonu1( as icasiiied al tulle It', miay be writ tell as

Ix, N', ) 11,! -1- Hu, +i,)-- min{ iiux{U. I6,( it, - 1?,(n',, I +F A.V,w , tuin IJOk -+-- ,.k}
Sk E ( )

(1(w u i., In e ini rinin lookahIeadl boun1(1d amng all activit ies . I \\1' e mayR I lierelore Write

(2)

I lie eN pec tat Wio abLove is coiiplica ted Lv its depeiideince on I t( ihiis tory' of t he synch ron iza t ion

b~ehavior 111) to tiie 11v,. For exalnlhle suppIose that activity A,~ began in, f ie( (/? - 1b,)tIi

wi iniow. for somle .> ). rI he (list ri but ionl of A'3 J0,) must be Condlit ionedl oil tihe event
Q ,( n', t hat A'(wu,.j )1 > ,+ for all I < c < hj. Since NK (v,,) is Ia rg ly comprised of
ra ndomi variables t hat also comprise NK (lw,,,) for each ca condition ing on G3 wj, makes

each QK,( ,,) proba Lihlst ira Ilv larger t hain it won 1( be if each comnpolint ra doni va rable

Ihad its original, u inconidit iona I (ist ri it ion. T[It(, starting poinlt for our- hound is to buildl a

sto(cliastIica II vsima 11r replaceimien t for eacl Ki 0' by(~) ~ replacing each of A'QQn,)'s cOmpOnts

withi a prist ine ulncondlit ional random varialble "it Ith le appropriate (list ribution.

We coii'st ri ct an lnod tind looka head variable for each .4, as follows. Ra ndomn]v

(Iloose a subset U C I? (ic((t) ) iiiaccordlanjce with liep1 rolbabilit y (list ribut ion 003"401.~j ).
and~ 1 dpedii lcioose a it (1rat'ion tull ie Dk + 'Vk for each .>k C 4,j) I~ + Vj.k wVill re-
place thleactna I corresponding dIuira tion timle Dk -4 V,k. Paricomlvand indepeiideiitlvchoose
soiie value 0,) 4 + "' -SO fromnt~ ' diurat ion tlime (listrilbut;C-ii If .5,(, is a ioii-queuciiig
site we take =lj~ Q51)n + 1 will rehethe actuia I V 1"j Let Z,.(, Lew

idependenit e poliInt ia I ha vinig t ie (list ri1 -ti tion ol the stoclias tic port ion of *')'sduirat ion
I me. Z .,j will replace n? i,, ot e that the residunal of ani SU (Iuirat ion tinme is al way vs

large as the residlia of thle (Ilrat ion t imne's stochastic Iporti'M.

The ecevni g it,,) gives uts informat ion that A'3(n'Q is proba bi list icalIly larger than it
Wo1idh be if its coimiponenit s Ihad their originia Id(ist ribu tions,. Therefore, intuition suggests

that thle following iiieqmualit v is t rime

lim Fi(i',)-,jli I mm { 3 s,+i{D(+1.t) rin nul Dk+X.k}} H.

(:3)
Note t hat thle exp ect at ions inivol ved in thi s assump1 t i are not cond~lit ioned onl A( n'j ) V,
amnd that we oinly reqir e t1 lie i1a lit v to hiold iii fhle limit of ni -4 o. It seemls exceedliingly

dlifficuilt to fornmiallv establish this bound. Our amialvsi therefore p~roceedls by assiimiing its

Assurnption 4.1 Iiinq/uAIii (3) A. trio
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Ve continue Ihe alnalvsis by placing stochastic lower bounds on variables coniprisirig the
coiit jonal (on A( ',,) V) exlpectation

I"'[ min .,(A + , I Ii,{ ( + I , (jS,),,nIM {Dk + A .k}}}]. (
A)j E V S'k E 14,i,))

As a first step we note tlat

main { ) + ., } > min {A,,3 .} + D... (5)
Sk E 14,Wk E 1., )

Next we put a stochastic lower bound on ,{j,... E ?(I') }. This random variable is
com)licated by the fact that Ut'(j) is a random set. For an\ .irti? set ?.s,) i. the

jof il exponentials itself an exponential. with rate AH, ZsAEB Ak. Conse-
qriently tdIt {.XjkI, 5 k E '1s(j)} is a proba bi list ic mixture of exponentials with proba hilily
p(1i3j, (j )) it is an exponential with rate A,9. Without loss of generality we mav enumerate
all subsets Hi C /?(ach(S,(,)) in such a way that AB, < A,\ whenever i < j. Given this or-
denrig, Lenima A.I esta)lishes that an exponential T,.(J,) whose rate is the "expected" rate

. = p(i3..s(j)),AH (see expression (1)) is stochastically smaller than the iin rriiimum:

nun { ,, } >S, ';,sc,)
Sk E 1,0)(

A pplying inequa lities (5) and ( II) we determine t hat

miniI {D,(,) + IIj,SO), rain {Dk + AV,k}}
Sk E U.(j)

> r1ain{ l) + 1i Ls(j), rain { + D h }
Sk E l,())

>. i { 1), j T /, T(.I.) + I,,-

since IV,,(j) andi() are both exponential, their initmmui is also exponential and has rate

(ts(j)As(j) + Ys(j) (recall that =j) 0 and II Oc if ";,(J) is a nrion-queteing site). Let
I j0) be an exponential withi rate -At- s(j). Inequality (6) holds for every Aj c V
furthermore. the lookahead random variable constructed for each A, is independent of all
others. Since the addition and nun operators are increasing it follows from (11) that the
expectation in (1) is bounded from below:

I'[ ,nin {Zjs() + nii{ D'(j) + 11"s(j), Min {Dk + X},kl}}]
A, E V' Sk E 1U(s0 )

> I1[ ,min {Z,.,(j) + UjsO)}] + D,,,i.,. (7)
1, E

\Ve remove the con(litioning on V" " taking the expectation with res)ect. to A(, ,),

min {min ,t + 111inii{ , + ,'1 s ) , i, { I + .,,k}}}1,.1 E A ,,) .k E 11,0l)

> I0[ ni { . , + .,.,}] + I)
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If A has the limiting distribution of A(zw,) as n -+ c (supposing it exists), thenrmin { Dk +t A,k } }1}]
lim E[ rin {Zj,s(j) + lnin { D,(j) + 11.,s(i), E + U.wkI
n o 4, E A(w,,)

> E[ rin {Z,,s(j) +-j,,(J)}] + Dn. (8)
Aj E A

Our next task is to deal with the randomness of the set A.
Let the collection of site servers in the domain be enumerated as V, V, ..... and define

r(j) to be the index of Vi's site. For each i = 1,2 ... , S and j 1,2.... let

j = ] him I' [nuniber of site S activities occurring at tirne wt,],

pj = lin Pr{at time w,. an activity is occurring at V'

and observe that
.i = Z PJ

V;v( j)= i

assuming that the expectations and limits exist. It is not obvious that Lwj should be identical
to the equilibrium expected number of activities occurring at Sj; intuitively one expects it
to be close, because the number of windows in which a given activity is found occurring is
roughly proportional to the duration of the activity.

The expectation on the right-hand-side of (8) is taken with respect to a distribution of
random sets of activities found occurring at a window edge. One can equivalently view it as
an expectation taken with respect to a random set of servers found busy at a window edge.
Inequality (7) suggests we associate two exponentials with each server I': Zj and U. (here
binding j to the server rather than to the activity). There is a one-to-one correspondence
between a random subset of servers, and a random subset Ht C {(ZI, U,), (Z 2, U2 )- ... }.

Lemma A.2 was developed to deal with the situation at hand. Following its statement

we( define
00

A Pr{(Zj, t) C H}1t,(j)(.(j)Azl(j) + 0'v(j))
j=lI

Zpj\ (,)(- .(2)A1.(j) + Y (j))
j=l

S

= A(-yjAj + ' X). (9)
t=1

The lemmia's conclusion is that

E[ min {Z 2 + Uj}I >
(Z.,LT,) E tF

The left-hand-side of this inequality is identical to the right-hand-side of (8). except for the
inclusion of 1),..in- Assuming the validity of assumption 4.1 we may conclude that

im.i E[6(w,,) - w] > I)ni, + ". ( 10)

n X2A
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In order to (let erlnI lie tOlie average ritiibei' of evei its proce"sed per Xvilid 10wWe li ed to
conisider the rate at which evenlts are genlerated bY thle sirnijilat iol. Let be tihe eCJuiliibri till)

inea Ii fil nnier of activiti es occiirri no at, S' There aretIwoe(vellIs associated witl) cadh acliitYI
at a 11011 -(lielici iig site, begin a rid complete .Ad11dlig enable , t here are( thlree (veilt s

associated1 withI ani activit V at a q neneiing site. We t lierefore (lefi lie the var nile (,to be 2 or
3 depelidi iel thrS s10Iqelii or (11lcl'g epc voy

All act ivItvs (hlrat ionl at 5,has mleanl - 1) + 1.So I 1a eventilii-II C1

creationi rate, is ; By ~ 1 ~ 1 ~ 9  flow Ibalaice this is also I lie equliiirilllI event

conlpletioni rate. WVe can t herefore inlult iplv tis rate ti lies thle lower bound1( Oil the iiiea Ii
wvido 1 w Xid1thi to bounid lhe iiiea i i be of eveu its p)rocessed(l it a v ioow.

Theorem- 4.2 LI

Thcn if assip/in 1. 1 is val1id, Mb( avCcrage nuiibih- of cv ICfls p)To( 5517(1 p( r ?viil n (11'Is o/

1(aCsI

Civenl conlstalt, Dnin, 0, the 1)01111( icreases at least Ilicar vI as thle total si muIla tioul evelit
rate illCreases. Hlowever, goodi performia 11cC is aliso possible whe w1 1 1  .a Xe Xwill see.

'File valute of A is (lefinedi Ii terlins of Cj W\e have 110 m111lled l0 Ie cauise for ibelievitig that

' : n ,tor is it clear t hat thle tXXo qiiit i cs shouild be widely (hifferelit . It scinis reaso liab~le

then- to take Wi -_ W as a first aIpproxilna I in. D~oing so periius uts to ana lytically v (St ilat e

A iri somne simrple cases, a 1(] (plant ify thle 1)01111( giveniv i'lieoreim .1.2.

As pointed out b~y Wagnier and LazoXwska 1:10), iiterconiiiect ioni topology pliays all urnpor-
tant, role inl (eterm ill!rig thle perforniia rice onie achileves withi a (jutiiirig svstem n. NetwXork
1)011lenlecks lim1it, the volumne of sinitilatin act ivityv. This is reflecte eIi Fileoreli 14.2. F~or

exarnple, in a nietwork where each site has one server,.u i~ s ap)proxilliatelv thle server ut i-
I izat ioni. A hottIletieck site will have a very high litilizationl XXhile t hose at oilier site(s are

COni) arat ivelY lowv. After a l)oitii. adol iig jobs to thle iiet Work (does iiot a ppre(' abil\ inIIcirse
I lie silii of serX'Cr tiiiizatIionls, hellce t le overall evenit ratedoos ntot a pp rec iah Li ilcrease. F'or

lie same N'easoil sitiiiated (jpilcucilig s ,XytClins are (oist railied ev(ell iI the thirouhpu~It at e'acih

Site is C'(ill. 'IliCe overall SYSt (Ill ('Xelit rate Is iS laxiliniz/C XvI'it all site ittilizat ions are 0one.

A\fter a jpollit . to illcrC'ase Sil11lihit ionl act ivitY ofv Ol l('(s IC) ilicr('ase t lie size (if Ih lietdwork.



We canl approximate the bound in Thieoremi 1.2 in somie simple cases. Conisider a niodel
where objects ilov(' thirouighiout i lie (olia ii. ii1 object residles at a site for a fixed tlime 1).. ,
phis1 all exp~oinenial t imie wvith mecan 1/A. aiid thlen moves to all\* other site. chiosein iiiiforimly
at raiidom. Equiilibriumi flow lbalancee equat ions are easily solved in tills situnat ion. WorkingO
lihroli t lie (let ailIs wit 11 K objects5 a nd Dmn 0, olie dIiscovers t ia t at least 1A/2 events

are lproeessedl per window. oii average. A relevaiit poiint is that th linter-site communiiiicat ion
opology Is t hat of a fully' coniiec ted gra ph. Such topologieIs a ic general]\, taken to beC

ext renlielv taxing onl coniservat ive synch ron iza tion met hods. beca use thle -11ext- event at a
site (-an come from anvwlicre. N evertheless. a significant amount of work is p)erformied each
wind~ow, at least when K is large. Figuire 2 plots lhe aiialvt ica llv b~ouinded aiid eiiipiricallY
imeasu iredl averag.' number of eveiits processed per xvi iidow. as a fiunction of log, K~. Thle
em pirical m easuremnt s represenit thle sa mple inea ii of t eli long simiunlatlion iii1 1s. ThI ere a
very, lit tle varincie betwxeeii thlese ri s. Figurie 2 showxs t hat If' thlousanids of objects are Ill thli
Miodel, hundi~redls of' evenits are pr~ocesse(d each winidow. Since p~arallel processilig t eeliiiques
are usedl pri martily when serial processing t imnes are too slow (or memories are too small).
we see t ha t tilis result a pplies dIirect ly to situnat ions of pra~ct ical int eres t large simiunlat ion
miodlels onl inedliuii scale piarallel architectunres.

P~erformance is greatly eniha nced whvl Dm1ij, > 0. Figure :3 p~lot s measuremnt s of thle
number of events per wi ndow for small models, having oily,\ 2.56 andl 1021 objects. The sailme
mieasuiremienit methiodology as was described for 11io11re 2Is Usedh here. The anaklviic bound is
not dIisp~layedl, being inist iniguiishiable from the measuredl performance when p~lot ted on thle
gra phi. D1 in- is varied bet ween 0J anid p= I /A, so t hiat Omin 11 "\'aie s lid eeri 0 anid I-1.
see t hat if a model has iniinial dhurat ion timeIs We canl expect many more events per wivndlow
than if not. Note that the lprotocol does not need to know D 11j as it is already par't of lie
pre-sampled duration times. Dramatic pierformance Imp~rovemniit as, one's albilityv to -look
ahead" increases has also been observed by Fujim~oto [6].

Our confidence in tHie 'oncluisions of Theorem 4.2 is increased by lie fact that thle a lplrox-
mia.t (Ni lower bon d did uniformly fall below nieasmire d pe(rformianice. Similar resiul ts have
been observed~ when comparing t lie mneasuiredl and b~oundied p~erfor'manc'e on less homogeneous
siniilatlion niodels.

5 The Cost of Conservative Synchronization

Next we consider the overhleads Involved in Implementing this conservative p~rotocol. First
we iIenti fY conldit ions iitider whIiichi the average number of events p~rocessed( per xvi ndoxv
will grow without, bound as thle s ,ystelni event Creat ion rate grows wvithlout bound. Th'len
we show t hat, as the nmnber of 1Vetits p~rocessedl per wvindo(w grows, ouir metho' p1( er-
event overhead ( Ie( to synch ron iza tion, processor Idle t imte. lookah~ea(I ca cle a t ion, a nd evenit
list mantil a t ion becomes wvithlini a conist ant fact or of average th lie r-evemit overhiead( of
p~erformn g the sinmulIatIion scria II .
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Figure 2: Average events per window. as fu~nction of nuniber of objects. Di,= 0: dutrat ions
are liottlogCtieoiis eX 1)oltit als: no ([liing: routing is utn iform lY rantuoni.

Otic waNy of' Increasinug the system evenit c realtion rte A.c J~ is to Increase tilie "Size" of t lie
Modl. For w'aiipe e Incease thle s ize of thle mlovi ig objects situlat ion desc riibedi arl iCr

bYX Iii reasitg the inumber of 0l),JIts ill tihe (]oinaln. W\e inay also Inc'rease thle nuinler of

sit(e:s. a togIni tis case it Is ilo necessaryv. Tiieoret ii 1.2 sniows how hle ave'rage nimer
of \'I lis pro(ssedl each Wiido 1IOWay i icrea'se as inreases. C lear u v.If P1 l11-1 > 0 t hen
at least .\~I~ events are processedl each windo4w oil average. It is., alIso possible for, the
average wii ler of evetts to increase with loiut 1bound1( asA~ ll(Icreases (eet whten 1)Il = 0.
[or exa tilple. supp)1 ose t here Is a valute o such t hat, as the size of Iliw sitinuiation modli Is
InCreasefd lie fol lowinig bounid Is trule for' all sites .,)"

IlIli.s %oli(hit olt Is, aI formal st ateti('tt thait as tl ltodel size grows z.,, can't get too large

el eto A'. antd t hat a 1k' difference bet weel ,:, antd d'(oestit get too large. Tile first
Conditilon will lhe sat isfif' If t here exists AITA and I?1a sutili that as the tIlodet'/.Si/ W1OWS.

\Illt amid T c( )I< /?fllAX. for all 1'. '['lie second cotidit ion ought to be satistie'd

17



Avg Events/Window
1500

" "measured avg, 256 objects
1350

1 measured avg, 1024 objects
1200J

1050 . -

900

750

600

450

300 a . -

150

070

00

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Constant/Stochastic mean

Figure 3: Average events per wino(w when Di,, > 0. P]erformance plotte(d as function of

I),,,i,,/1. for 256 and 1024 objects.

if onr intuition that ,, L w; is correc't. If the bounld above holds. t hen as the model size
grows the irieqlaiit v A _ . will always hold. It follows that at least ,,,s/(2o) events
are processed each x1ino(1w oil a verage. a nunil)er that gr'ows without bound as As,,., gro\s

wit liont bouind.

As i point of cornpar'ison. w(e assunie that a serial iinlenientation uses the best kno'ni
event list ilia na gelent algorit hni. If t here arie 7' total events ini the systen on average, we let

.f(7'/) bn', lie average complexity of all opti mized serial event list algoritlhi. For exaniple. there
is soTmeC evidence I1 at a "cah.1idar-quene" inplenientation has ain average 0(1) coniplexitv
(i.e., f(7') =-1) on the hold model [3]. A nuniher of other event list algorithIims exhibiting
S(log7') average co inplexity aire also coiiinionly nsed [8]. \Ve assime that the serial event
list algorithll pl-rIlit s tlie deletion of a non-inininal elenient without afFectinlg thlie overall
average cornpl)exitY. This assutipi)tion is satisfied by le calendar i queue inil)leientation.

\Ve rciake the reasonable assulnil)tion that as the siniulalion nodel size is increase(l, 7'
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0 i'w t Ihlast as r'apily. ats .,-,'.c T~. 1 S(>)
N owx coiisider a pa lid sli ul a t ioll that lises oil r protocol. The requiremnrt t hat c'oii e-

iuii ilotlc('s lhe pie-senlt ia'. IicRease thie average total mimyher of' ev'enits Iii (,%'eiit lists. at at
11r1e. Is represenits a hfactor' of' I wo iiCi ('i''eCe at iriost. Ill the ('oiillexilY aiialx'sis to folIlo\%

WC nee'd Hiot exlicitI IlV COIN'erl ouirselv.es withl t is conlslant factor' inlcrease.
01e mvlieadl slull'ered llii the pariallel sliniulat ioll is hei cost of coiiiplrt jug M,( i', for each

,sitrlc Hiis 'allire changoes on lv whenl an event is Insertedl or deleted at .~.A ((reeri sit(
Canl reCC(JInl~ite t Ilis x'aliie Wit Ii 0(l1) (cost whenlever its (eIll list changes. A rioll-quiilieirlig sitec

('a 1r'aii'e t lie ''oriplet loil I llies of its peililii act Ivitiles inl at pi'ioi'it' vuu r11liisin xliwa tever
e'veil list atlgor-it Inn1 is emnployedi by tirle opt lilnizeci serial implement at ionl. The vniiinrnxalue

ill t1ie pr'ioi't\ (f rene (lehilles j. Thie pr'ioirity qluele is miodiihed oilv whenl the site's ex'eIit

1list im itod ifici I. atl cost (((I)). A priocessori ('air or'gai'/e tlie t, valuies from each of, Its es5
ii to pirI1 t \' q ii. etiabm ')1Iriit toc lt('iin tire itnimiionl-iroces'Sor' , x'allire at least ats

ii5kl a tlie )pt i riie serial Imrpleinitat ion finds its riiiiirnIai elerrieit. lit errarie of'

I~~~ vi PiiJ'i 'ue ne (osts Q(f(S~) ) onl average for' eac 'IPrio('esed exenit O)nrce each processor
li;c, (1cii ' ( liied Iits boailY v, vniinrri~xalue, all proc'essors may 'oolpei'at ivy comunlt e thle

ii ii rr Illiiii 'ie .Note( thIat our1 assump1 t ion that J) is fixed permiuts irs to
a1S(il)(' at Worst -case conistant cost to tills operat iou.

Anrot her ov.eiliead is lprocessor' idle Ii rue. The p~rot ocol is puiinctunated xwi th global s rich ro-
il iza tionls. bet wer xviiicl tire priocessors execute Ii pariallld A pi'oces.sor Nvi th little wvorkload

wilspeiid a long tie waitinig for more lreax'il loaded pr'ocessor's to reach tire syiicro-

iiza tiol Irarrier. SrI )1 pose t heI re are 11' ex'ent s to p~roc'ess ili a wvinidoxv. For t he p~urp)oses of
anial ,'sis. as surri t hat each ex'erit mray' he mapped to alily pr'ocessor. with equial pr'obabilit.
'Ilit Ilie numiiber' of eventis assigrieci to at processor is a biniomiial [3(W 11P[) i'aindonr var'iab~le.
Th'le collect ion of wvor'kload rand~loil ivaiablles are riot i ildeelenit howev'er. as we know thI ey
mullst slim to It'. lloxvevi'. It. Isn't difficult to Conistruict a couphirig[25] argument to shrowx t hat
lie cxplect ec mra xiiu wiii xor'kloadl of thIis s ,'stem must be smaller than the expected ma xi-

imiii workload of a sx'ste(ii where each jprocessoI' has air inrdepeindenit 13(I. 1 / P) wor'kload.
T!V !hIMTunia I d is ti'.i Ition has a in increasing ha zar ir a te func tion [2-51(1).280): it is thlercfore
stochnas tica lly less x'arna be t ha i a in explieitial withI thre :ale nr cea [25]1(1p.2 73). an rrlihence
lie ex pecte ('4 na xi IIII m of' Ind i~reieiet e.\ponentil raindlonr x'ariables xviti Ii iea ii It'//' is

at l('ast as large as thle expe('ted in axi iniiri of' P Independent 13(11' 1 /P1) ranidom v'ariiablles.

I lie exPCe(tc ( 1irla xiliiruri of t ire exponenut jals is appioximnately (1I'/P I )li( W1/ J) Assuining

each ev'ent t a kes t lie samre airmounr t of t iii to p~roc'ess, t ire average fractilon of t icr a prio(cssor

is left Idle is rio greater thIa in

(V/[I) _ I

T[Iis i iiplics I halt tie a verage overhiead cost pei' evenrt (le to priocessor Id lenress is 0(i1). Thiis

'Ibils can't rigoroiisly be t rure, sii(cv events ati tire samre site are evahited o)it tire samie processor. It is a
rt'a$(lnalo appjroximlal ion wtren 11' Is large coimpared -l '.it P.
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anlyls is is acttuall lvqite pessIiistic .l Mich bet t ( loadl Ialaiice can be achiievedl thIroil dl
use of' Iiia pp ing lci ('li i ils uch as scatter (lecoi i i[5t in[22]. .AIo, thle b)ounl~d above is
Iriserisit i e to inicreasinig volumie of' workload, whereas III practice t lie proport ion of Idle 111roC

lendIs to decrease as th le voilin e of worload Increases.

The corii1plexity of thle average lper- event overhead duei( to evenit list mnariiptilat ion. !o()ka-
llea I cai cli atio lrs, rcso ( Idl timre. a nd globlI sviicliroriiza ti Isl 1

+ H.S)+0 1)+CY~ OfT))

Relative to thle serial siImu-lation, performance muts-t then be wiithin a constant factor of'
opt1imual, at least if inter-L J ' coiiuiiuii1icat ion costs are IgnioredI (we have already accounted
for thle colliuiiiliica l oll costs t hat are specific to thle plot ocol). hi1ter-LI. I' orililuiriicat ion
('0515 are (lepeidlent onl thle simulation niodlel and~ its iiiap)p)ing. and are dep)endenit onl the'
archl ect tire. It Is fpossilkle for (oliitiIunca t lonl costs to overwhlilu performnceii. eveii if ourl

p)rot ocol fiill5 it great (heal of virai(l workload. I lowever thlese cost s are iiiliereiit to I lie
i)(lel. anid would be suifFered ulnder alliv svricliroii iza l oll plotocoil.

6 Empirical Results

W\e usedl the protocol analyzed Ii this p~aper Ii a paraliel. (iscretc-event sinilat ionl test~ 'Hli II-
plement ed onl the Inrte] iJPSC/2 dist rilbtted inem-ory muiltilprocessor[2]. The test bed. YAWVNS
(Yet Anrot her \Viiidowing Net workl Simulator) [21]. is designled to lciermi t rapid dlevelopmient

of simuilat ion tnlodels. by providing a~ framework withini which all synichronizat ion and~ Inter,-
processor communication activity is automnated, and hidden from the user. Y'AW\NS uses
at comnputat iona~l paradigmn where the simulation modlel is (lecorllhposedl iniiio cornmnurn ica tin g
Logical I'roc(ss( s (U. s). L Ps interact by passing muessages. A site ini ourl anralyt ic Ilodel
plays thle role of anl LP.

I' lie si mula tion modeler unst provide t lie t estbed withI thlree rout ines for- each L P ( thle
LP'~s muay shadre t hese routines). One routine p~rocesses messages, tylpically Inserting anl evelit
nito thle L Ps event, list as a result. This rotr ne is responib hle for chioosinug a du irat ion tiime

for thle enab~ledl act ivityV. Another rout inc processes events. Messages to other L. is may b
geineratedl as a result of c-alling this routine; these miessages corresp~ond to the completion
mnessages described iin the armlyt ic model. The t hirdi rout ine is called to oltaiii thle lookahead
value requiiredl of anl LP. YAWVNS demiands that tbe simulation mnodeler know ab~out, the
protocol only to thle extent that inter-LP miessages are pre-sent, and anl LP must b~e arble t~o
det ermine a lower b~ountd on the timev of the next mnessage it sends.

It is always irmportanit to use the best p)ossib~le evenlt list algorithmn for an LP. YAWNS
p~rovidles a I incarny-in ked list algonit lim for tse, whien the number of events Ii an 1L P's list, is
smnall, and a splay-i ree algorit irn for large lists.

k\e report, onl the performanrce achieved byV four (Ii ver-se appllica tions: the moving objects
simula t ion described earlier, a logic network, the game of Life, andl a tiiel Petrii net model.
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;\ meai( suiremtenits reportedS are t akei n a thrt y-t w() processor miachiine. IFacli siiiitlat ioll
Muodlel wats ru i n gl( enough to gicieralcU several muil lions of, events. The execuioin till its

tyVpical ly it rirli nune or twxo. once the proi dciii was loadled a mld nihni r11g .. Muichi longer runs wecre

it iso performnedl. bu1t nio a [4)1c a ble di fference M' i pefrfoinalC niestat ISt ICS NVCI' obser-ved.

Th le mneasutred perl'oriia rice suiipoi's or ir aria ls i.s. a rid act tal v l)ecC0n is ([i it C good Onl
large problems. 'I'lie metric We uIse to gauge performance is average processor uitiliza tioli.

measuiredl as thle fraction of' I ime a pr'ocessor spends doing work that would be performed Ill
a serial i mplemientat ion of thre siimila t ion, using the same pa ra (igm. Tlime spent, iii coniput-

img lookahicad. synichironiizat ion, iriterprocessor couliliiIhicat lonl. arid Idlle t imfe are explicit ly
coun te(d as overhieadl, and~ (10 not appear ]i the ut iliza tion figure. O() nal trail a te 5 iicl

effic ieIcesinto "speed up" figures by 111n It i plying by the nliii l)er of processors used. prov idedl
lie result inrg numilbers are ptofperlY interpreted. The speedniip 50 comrpiiied is reclative to at

serial version t ha t uses~ Ihle samre pa radligin (a i(l code) of conmnurnicat1inig I's as Is itcdl ill

lhe parallel version. ThIiis is riot al uiin reasonab~le pa rad igiri for a general puirpose serial sli ru-
lat ion syst em, but Is not l ikelv to be thne [paradligmn of choice for a serial v'ers ion that is li ighilv

op~timinized for tilie giveii a pplIica tion. Iii our experience (arid depend inig onl theW a iilicat lonl).

lie conimuniica tinig L P pa radi gm is a factor of 1.3 to 2 t i ries slower t han anl o[pt imizedl serial
vers ionl Thle usual comparison of serial runiinig time to parallel ruin ning t i in is impi[ossiblle
to irect ly obtain, as the largest models we simulate are too large for a single processor's
miiiorv. We will see that oii the largest p)rob~lems thle average processor utilization ranges
froml 6(/(~ - 9(A.j4

6.1 Moving Objects

[he sites are connected Ii a. lipercnnbe topology. III each model t here are exact ly as m1a nv

objects als there are sites. Each object residles at a site for a time constructed by adldinig

01.25 to an exp~onenitial with mecan 1. XWe increase thle size of thle probllem by siimultaneounsly
icreasinig the mnmber of oh)ject's a lin thle number of sites. WVe mlay therefore dlescrib~e tile

size of Itlie sy~stemn by the dimension of tile uinderlinrg lrvpei'cube. Pie-senit completion tlimies

arill lookahead valties are computed exactly as described for noni-queieleng sites inl this paper.

A verage processor utilization p as a function of hypercube (dimlension is given below. Many

simiulation rtuns were performed, the variance in the timing numbers is qite small.

D~im 8 9 10 11 12 1:3 1.4
p 121%A 28% 3 4%( 46(X 54%( 6 0%( 62%A

6.2 Logic Network

Tlo ensure that we simulated riet works with high concurrency we construct ed "ra iioilii logic

net works having the topology of a. butt-erfly interconnection net work. '['lie last stage wraps

aroundr~ to feed tire first,. Each gate was randomfly assigned to be anr A NI), OR, or NOR
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funict ion and was givenl i randuili chioseni gate dlelay timue of 1,2. or 1 t jnie units. Each gate
w as modeled as an I.P. T he eventuialI out put of' a gate whose inpu11t s have ch anuged c-an be
c'ompu~itedi at the tim thie I li jtis liailge. lieuiee gate state cliauiges cain be plre-suilt. A gate is

like a uiou-qiiueiig Site: Its looka lieadl is comnput ed to be the gate dlelay plus thle inmiii
iii of tl(hex t. Inpu~tt chianIge. The size 01 network -aii be described IA thle di mensioni of' at

coluii of gates. 1For exam1p)le, a niet work of dimnusion 6 hias 6 col uiius. eacti composed of
2"; gates. Ob served p~erfoirmiancle Is gi\'en bl)(ow.

DM 5 G 7 8 9 10 11
p 217X 3 27 V 37 5 27( 597( 6 6% 7 07

6.3 Conway's Game of Life

lInit ial ranmd oun con ligura t ions wvere chosen so t hat thle pr'obabilityv of a cell being alive Is itI
s t c 1)t is 0.2. Each cell Is modeled ais ani LP. A cellI is e-val nat ed at step n ould v if' one of
its neighbors (or itself) is alive at Step oi - I. It is straighitforward to pre-send "new State
1iiessageS: lookalhead conisist s of one, step t ime. Thle probleii size is i ncreasedi by i ncreas in'
t lie size of tHec board. A gain. We Call e1asi l describe problem size iii I ernis of dimns ion. A
2,1 x 21 boa rdl vil! b~e sa id to have (Iimnsion J-

IIiinl 3 4 5 6 7 8
p 112% 16%V 357.X 54%c 6 9%(-c 777A

La rge r p rob1)1eui1is I tan a 25 6 x 25 6 boarId w ill often ex IIauIIs t t Ie a va Ilab)le dIy na iIc memiory
Ii Some processor, after some p~eriod of execution. This points, out. one of consequences of
i nt ernallyv b~ufferinig all messages ui li t he window's wvorkload is comp~let ed.

6.4 Timed Petri Nets

Consider a timedl Petiri net model of a multiprocessor systemi organiized with a miesh commuit-
nicoationl topology. The net m1odlels a system Where a processor Iteratively receives a message
fromt each of it~s N EWS ( NorthI. Vast, West, South) neighbors, p)erforms a computation, aiid
SeuIls a result to each N l,\VS neighbor. The net, models a flow control pol icy that proeents a
processor fronti Sending a. rliessage to a neighiboir until the last mnessage it sent to t hat nieigh-
bor IS COriSilrIeTI. A ri LP~ consists of the network for one processor, a net work cotaining

aploii ialeiy ii ty places and1( tenl transitions. Nearly all tranisit ions have a uinit timei delay
associated With them. TUransitionis modling th ~oceorxcuintm hae20ntsf

de (lay.
This Petri net miodel does not satisfy exact]), the assumptions we've made concernling

Si mulIatIion model behavior. T hel( maiin difference is that a Itokeni a rriv\'ing to a ii LP d~(oes not
trigger a. single LP[ aCtri Vity Wit[)i a Single dum~ration time. thel( response of thle L~P Is liable
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to be iMiich 1 iiire (-(Tll P(X. N ('\(rt I 1(1(55 t lie bas ic s Vi ynhli lat iln Jpiotucl \Yoiks,. lokcii,

fOwn an enabled trairsit lol are al ways pie-sent (mrea rdlolss of wliher t hey* am, seiit to plau's

wThin the I.PI); to coniptite lookaljead. an LP~ addls thle ninirillni (lelay aniong all t raisitiori

hat send( tokens to othier L /s to thle least-tinie tokn arrival event in thle LI"s eent lis.

The grid. size for the simiulatedl systervi (-anll de(escribedl ill termls of (liilerision in lhe

sa Ie wayV as was t lie (,a rtIu e of,1 Life.

I im13 4 5 G
/) 35'/ 6j2'/ S~ VX/ I

Ilie Corn pa ia tiel bet ter perforina nre of this J)Vol)leni can ri1 ait t ikoed~ to its bet ratio

of (oiilit at ion costs to 1. Iliiessa ge (0sts.

7 Conclusions

W have ariaklvd a sin p le (nmiserva live snhoi zatIion protoco)l for- parallel d iseretc(-ex(I it

simulation. The protocol preslinies that onle caii Ipre-S iple act kit duirat ion t ililes (or bound1(

those t inies from bl~ow), that tIlie iiiiriediat e effects of' siniiilat ion niodel state changes are
very local. and that all (f nenieng disciplines arme non -pre)eiipti ye. Thle protocol essent ially

slides a window across sinmulat ion thie; the winidow is (defined so that processors call evatin-

ate all their window events 1in parallel. We coristrid an approximnated lowver bonri oi thle
average numiber of events p~rocessedl per window. The hound dlepend~s Onl the topology and
acti vi tv rates of the heterogeneous Sinmula tion (bonain. The performance ana lysis shows t hat
a great (leaf of workload c-an b)e perforimed in parallel, if t here is a great, (leal of conicurreiit
activity in thle si mu lat ion model. Non-zero milinial act ivitY dIurrations are shown to greatly
imiprove pcr-form-ance. W show that the asyniltotic imne compleity of the average toal
overhead (synchronization, lookahead calculations, processor idlle time, event list, man ipula-
tion) per event is that of of an op~ iniizedl serial simiulation. Assumnkg that the cornlpe~it

of the conilunicat ion cost per event is no greater than the overheadl of an event in a serial
nihpleinent ation, thle p~rot ocol 's perforia nce is wvitliin a constant fact or of opt inma . 'Ihe( re-

gion of proble~ns where the inethodl does wNll is p)1-ches(ly lie region where parallel processing
is mnost effectixvely a ppli(M - prolblens too lmae to run Wisrally. 'I'l, et hod is yerified 1)y

nphenen tat ion on a di1st ributed memli-ory nunl 1ti processor. Good p)(rfornianice is ob~servedl onl

a vaie I of Jpiollelis.

A Appendix

In this aplpend~ix we descrilbe the tools used in out- analysis, arid (levelop sonic key results.
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A.1 Stochastic Dominance

Our analysis relies on the theorv of stochastic doninance. The deliiiitions and resultls we
ile are taken from R~oss [2.,1 chapter 8.

lRanildom %varialle A' is sa, 1o he .ohlhtwiCil/!/ .lacy it Iial l'g(rlrtl \arialll(' V if fur alilt

Pr{X > t} > Pr{Y > }.

\V,- 1hen wrte .\ j,, K .or V Q , X . A\n eqsp \alkid definitionl is thatt

'[qi( .\ )] > J;'[!q( V )] for al I increasinlg functions y.

In part iclar. L'[.\ j > A'[1 1. If .\i ...... \, are in lepe lent random varia les and V ...... '1

are itd n ,nt l',r n iom l riabis sti( h tlat X , '.: i for all i, 1ten for all incr('asing, ftet ui,,tH,

J(- , ..... \,X,) >.,, A l ..... W; . i

A.2 Hazard Rate Functions

If N is a lionnegative continuous ra udom variable. it has a Iha rd r air ftinction. also kniown

as a fa l,.. ,( finction. let f(l) be XNs density fiunction, and let 1"(I) =r{. > t}. llien

X.s hazard rate function is defined to be

A(/) -

If X is exponeitial, then A(/) is identically the exponential*s rate le parael(ter.

\Ve rely on le following results concerning hazard rate functions.

" If A.(t) and Ay(t) are hazard rate functions for X and ). and Ax(t) _ A.(t) for all t.
tlen . > "'.

* If .X, ..... X, are independent randon vanriales with Iazard rate fundlions A)(f) ..... A, U.

tlhen lhe hazard rate function for min{N ..... . ,,) is simlyl)y _i= \i(t).

" If .X has hazard rate function A(I.), then for any / and .€. < 1,

PIr{A > /j. > .)} e,)p{- A(,,) (I/}.

This also shows (taking . 0 (}) that the hazard rate function uniquely d(Hinis a (istri-

bit ion,
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A.3 Important Bounds

We0 e'w sialdisli Somed ilfll)ortaili boiiiids wscd III this Hpitpcr
l~a in oiii varial es ('()flstrlc 1 )(1 (( lldloiildv c',lit"Ii' Oii(' of il se(t Of' iAIidOi Vditt le i

,lled 1//i Th H . n'llowim Nlg Jll iali oilild thle liad/a r( ate of it ((tlt i class of, inix\t lies.

Leima A .1 LU In X1 ... Le, i e)( 11 itc ra/1( Udoil rar!I/ i/ch itll I (i>! d 1.I/( ]uia /I ll

\1I / 2/) ...... ili an 11/1/1054 t11/1 /1;( se fim/ct ii'), OS ( 0 ic/c i

A(/) < Aj~j 1 ) for all 1 1. 2_..alid all / > 0.

-e',./;,led /),/ o Ildo/i//? St( (lii(/ .oiln( X, 111/I1 J)IObal)(I pii b 1 11 .\,", cI. hauzo rd vat(

f / c I/ll1. I'h n for I- / i>

Proof: 2 Let fj( /) and~ i(t) be the density and cumula-1,tive (list ribut ion firnet 1011 for V,

IlniA,~/ - [1)/I',), and

Thle tlesircIe i oiiliisiloll will tollow If'

for i It t. Let Vt i with probability pj and let ho", 1) Ay(t) andl g(Y. f) =-Fy( I). Thenl
for)I ever v fixed I and y are ireereasinig ill 1' ;\pplicat ion of Il-roposit ionl 7.1.!) of [2.51( j.

227) yids

As t his holds for everY/ > (0, thle lemmna's conlulsionl fllows.
F]

\\e llow develop a lower !boid on thle expected iniiniimm of at random nmber of varlY
a Ides, each var-iable heirig t Ilie siij of twxo exponenlt jals.

J2l'11is dtVgn proof was suggested by ;li aniol nous referee, replacing ai far miore comiplicatedf proof of
1mr (wn,
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Lemmira A.2 L(I S = (r .(~ . }bc a (.0111ab1( sCI wh/iL Z, i.S (x/)OtlI'u/a!

Wi// iv AY/,\ aiid( U, i. C .ipon nlu w1(!ith/ ra(1/ i,,. L(.' all /h(s( iandomn i'(1iabl( s &( iude Jifnd ii.

"~I -? 132. . . . I& I/i t~ ofjii/cSi/f Ius ofS. L0 H 1 b( a r-anKoila srI Cotislrijeld by clhoosi ii
1H, wi/l i-uohabdu/ij /),. bt

14[ mii {, + uil} 2>

Proof: ('oiider the hazard rate functionii i(l) for Z, +t I" This ralildoil varialble is thle

fet in e of a serial t wo-si age S st (i wh ere the first sI age lasts for time 7i. a 11( thle second~

lasts for timue Lj. i(tI) is thle instant aneous 1)rolbalility density associated wi the system
dy inrg at time t . givel tha t it has siriv ived] up] to time L .No it; > K. thle svstem cannrot
fail at t. whence -1,(t) =0. If 7i <! I. then thIe hazardl rate is simply that of Q z.4 . Note t hat
his olhserva tion relies oii thle miemory less pr'opertyv of t'he exponential1. W\e il~lay thei(refore

1 - Z, > I I~ i + i >I}u'

< I-hr{Z, > /})?.,

One can show t hat the let hanrd-side of this inequality is equlivalent1 to the More u1sual (and
(Oiilplica ted(I) dleri vat ion (If thle Iha zard irate furnct ion for tlie suimi of t wo exponeiitia Is [29]1).
126i). '[hel( friniction oii thre right -hanrd-side is concave ini 1. aiid is hieiiedoiriirated evey"Were
hv i lie ]ltr t a igehit to it at / =It q1 (t/) =A, Oil% A ran rdomi variakWe V,~ with hazard rate
fruct ion 7' 1/) satisfies V, :i Z,+/II.

Let 13i be an i i t e sirbset of S. By v (II) alrid thle obuserva tions abhove wve niavy conclude
th at

rui {, + UtM > /1 nu.1,ln {I'f V].
)Z(tE 32  .U) E l

Wenow focuis on thle ii ghlt - Ila nd side of t his iiie( ialty. 1The hrazardl rate furnct ion for .11.
ii~i{I ( 7 (i)E 1"I' is siriily

Withlout loss (of genera lit * we may enumnera te thle fi te sub set s of S iii such a way thIa t if'
i< j, then \H(/) <5 AH'(1) for all I. Let .11 be a iiiixtIire Of I{-II - A12,. .}.-) where Ali is

chosen with prhrob~ability p,; let A, ,(/) be M's lhaza ro rate funict ion. By Leummia AA. we canl
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hoiiid A%,( /) fromn alove by A,.(/), definied bY

P r Ir{(Z,. ( 'j) C 13} t AL A (t).

Let V be a random variable withi hazard rate function A\ y(/). Using the correspondence
lhet ween lid za ni rate li rid ions anrd proba bili ty (list ibut ions (see A .2). we have

1~{ ui {~j> t} > Pr{Y > /I
u,.I) E H

- xp e~- JA() (

- XI{-Z Ir(Z,, I -j) 13 /3}2 A\it'/2}

-exJ){-At
2 /2).

Now

E[ mill {Z, + U}] Pr~rnin{Zi + LT j(Zi, Uj) (E B) > t} dt

> I exp{-A/ 22 (It

I /V'7p 1 e){s/21 d.I4 by defining .s I

2 A
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