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Preface

This proceedings volume contains the refereed invited and
contributed papers from the symposium "“Neutron Scattering for
Materials Science" held November 27-30, 1989 at the MRS Fall
Meeting in Boston.

Neutron Scattering is by now a well-established technique
which has been used by condensed matter scientists to probe both
the structure and the dynamical interactions in solids and
liquids. The use of neutron scattering methods in materials
science research has in turn increased dramatically in recent
years. The symposium was assembled to bring together scientists
with a wide range of interest, including high-T_ superconducting
materials, phase transformations, neutron é@pth profiling,
structure and dynamics of glasses and 1liquids, surfaces and
interfaces, porous media, intercalation compounds and lower
dimensional systems, structure and dynamics of polymers, residual
stress analysis, ordering and phase separation in alloys, and
magnetism in alloys and multilayers. The symposium included
invited talks covering the latest advances in broad areas of
interest such as Rietveld structure refinement, triple axis
spectrometry, quasielastic scattering and diffusion, small angle
scattering and surface scattering. Contributed papers reporting
recent research results were often grouped in several subfields
covered by invited, tutorial lectures.

We were extremely pleased by the response to this symposium.
Approximately 80 papers were presented, and the attendance was
excellent leading us to believe that the applicvation of neutron
methods to materials research may well be at a watershed stage.

We wish to¢ thank the Materials Research Society for support-
ing our proposal to sponsor such a symposium and to the MRS staff
for their extraordinary help in the organization of this sym-
posium. We thank the many scientists who contributed by discuss-
ing the basic concepts of neutron scattering and presenting their
latest research results. We also give thanks to Argonne National
Laboratory, Army Research Off ice, Brookhaven National Laboratory,
Los Alamos National Laboratory, National Institute for Standards
and Technology, and the Oak Ridge National Laboratory without
whose generous support this symposium could not have been held.
Finally, we wish to thank Ms. Eileen Morello whose help was
indispensable in preparing this book.

January 1990 Stephen M. Shapiro
Simon C. Moss
James D. Jorgensen
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NEUTRONS: THE KINDER, GENTLER PROBE OF CONDENSED MATTER

JOHN D. AXE
Brookhaven National Laboratory, Upton NY 11973

ABSTRACT

Neutrons play an increasingly important role in the characterization of advanced
modern materials. They provide information that complements rather than competes
with that provided by other scattering probes. Although neutrons require heroic efforts
to produce, the techniques for using them are not particularly difficult, and with the
advent of sufficient user friendly facilities, are becoming a routine tool in the arsenal of
expanding numbers of materials scientists.

INTRODUCTION

Perhaps our growing understanding of elementary particles will someday allow
us to design probes of condensed matter in much the same way as we manipulate the
properties of molecules or genes today. But even with such unlimited possibilities it is
hard to imagine improving much upon the particle that James Chadwick discovered in
1932.

Unlike beams of electromagnetic radiation, electrons or other charged particles
which are used as probes and which interact primarily through the long-range Coulomb
fields, neutrons interact primarily by way of nuclear forces. Although these forces are
strong they are sufficiently short-ranged to allow neutrons to penetrate deeply (several
centimeters) into most materials, whereas electrons or x-rays of comparable wavelength
are confined to the surface. As a consequence neutrons easily probe materials in the
bulk, even perhaps in a complex high pressure or low temperature environment.
(Neutron scattering measurements have studied the spontaneous nuclear magnetization
in silver at temperatures as low as 2x109K [1].) The nuclear forces vary from isotope to
isotope (even for the same element) in an erratic way, a fact that has been used to
advantage in structural investigations of materials containing light atoms, and has been
rendered more powerful by ingenious isotopic labeling schemes in the study of
polymers, molecular assemblies such as micelles, and biological systems.

Thermal neutrons, which are readily produced in the core of a reactor or through
moderation of spallation neutrons in a pulsed proton accelerator have a wavelength
distribution peaked around 1.6A, and are well suited for studying variations in atomic
structure on a microscopic scale. Yet, thermal neutrons, which by definition have no
more energy than a room temperature air molecule, cannot disrupt even the most
delicate of materials under study. This is a direct consequence of the relatively heavy
mass of the neutron. (By contrast, x-rays or electrons with wavelengths around 1A have
energies around 12 keV and 3.3 eV, respectively.) An even more fundamental
consequence of neutron mass is that thermal neutrons have energies comparable to the
thermally induced fluctuations in solids (about 1/40 eV), making them uniquely well
suited to the study of the thermally important dynamics of materials by inclastic
scattering. In addition, the magnetic moment of the neutron provides it with a unique

Mat. Res. Soc. Bymp. Proc. Vol. 168, = 1990 Materials Research Society




capability of examining the magnetic properties of materials, crystal field levels, and
particularly the dynamics of such systems.

INSTRUMENTATION AND SOURCES

Perhaps less well known than these special properties of neutrons is the quiet
progress that has been made in the energy range-available for neutron studies, which
has expanded greatly due to new developments in sources and instrumentation in the
last one and a half decades. Figure 1 shows the energy-momentum region available to
the modern practitioner of neutron scattering. With current techniques one can study
excitation energies varying over some seven orders of magnitude, and excitation
wavelengths varying over six orders of magnitude.

Studies that involve large energy or momentum transfer naturally require
epithermal neutrons. Pulsed spallation neutron sources have greatly expanded our
capabilities in this area. To see why this is so, note that the very short pulses (sub-
microsecond duration) of 500-1000 Mev protons supplied by the accelerator produce
equally short bursts of fast neutrons. The energy of these neutrons must be slowed by
collisions in a surrounding moderator. These moderators must achieve a compromise
between slowing power and burst width of the slowed neutrons, which varies between
1 to 50 microsecond duration. As a result, the spectral characteristics of neutrons from
pulsed sources differ from those of reactor neutrons, in that there is a much larger
component of higher-energy neutrons (energies above 100 meV). The exploitation of
this new energy regime is one of the great opportunities presented by spallation
sources.

A more fundamental difference between reactor and pulsed neutron sources is
that all experiments at pulsed sources involve time-of-flight techniques to analyze the
scattering events. Since the neutron bursts are spaced 20 to 100 milliseconds apart, the
duty cycle is low. Furthermore, the peak intensity of the neutron bursts from existing
spallation sources do not greatly exceed the steady state value from the highest flux
research reactors. Fortunately, for many types of experiments the time structure of the
bursts can be used in a very efficient way to more than overcome the disparity. A
comparison of a typical diffraction experiment with steady state and and pulsed
neutron sources is outlined in Figure 2. On the left, a monochromator crystal selects a
narrow band of neutron energies from the thermal distribution of a reactor. This
monochromatic beam falls on a sample, which scatters the beam from one diffracting
plane into the detector. The detector signal is constant in time. On the right, the pulsed
source allows a wide spectrum of neutron energies to fall on the sample in sharp pulses.
Neutrons of many energies are then simultaneously scattered by different diffracting
planes and their times of arrival are analyzed to determine the nature of the scattering.
Thus the time-of-flight method uses a much larger interval of the energy spectrum than
does the steady state method (center panel of Figure 2).

Table I shows a comparison of the major U.S. research reactor facilities in the U.S.
Also shown is the major European neutron scattering center at Institute Laue-Langevin
in Grenoble, France. Note that the characteristics of the ILL source are very similar to
those of the HFBR and HFIR, but that there are many more instruments. This is the
result of the extensive use of neutron guides, which totally reflect long wavelength
neutrons, leading them to guide halls physically removed from the crowded central
reactor floor. In such a low background environment there is ample room for
additional instruments. Table I shows a similar comparison of the U.S. pulsed neutron
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Schematic representation of some of the fields of science covered by
neutron scattering. The fields are roughly represented by the area in
which the words appear. The center-shaded-area represents elastic
scattering with no energy discrimination.

Comparison of diffraction experiments with steady state and pulsed
neutron sources. In steady state experiment (left) steady beam of mono-
chromatic neutrons diffract into detector. In pulsed experiment (right)
pulses of white neutrons are diffracted and their energies are deduced by
their arrival time at detector. Thus pulsed source makes efficient use

of a smaller average neutron flux.




scattering facilities with the major new UK. facility, SNS, at Rutherford-Appleton
Laboratory. The peak thermal flux depends upon neutron energy and details of the
moderator design, but the stated numbers for a "standard” room temperature
moderator are included for comparison with reactor sources. Average spallation
neutron fluxes are down from the peak fluxes by a duty factor of about 103. Roger Pynn
surveys neutron instrumentation at reactor and pulsed sources in the following
contribution to this Symposium.

The European experience has proven beyond doubt the desirability and cost
effectiveness of neutron guide halls. A new guide hall is in advanced construction at
the NIST reactor, and plans exist for a similar extension of the capabilities of the HFBR.
But the most ambitious and exciting U.S. plans are for an Advanced Neutron Source,
which is presently in conceptual design. If funded, this facility will surpass the flux
performance of existing reactors, make extensive use of hot and cold sources, and be the
major focus of U.S. neutron scattering activities for the next century. A description of
plans for ANS is given by John Hayter in this Symposium.

able |. Research Reactors for Thermal Nex
Thermal Av. Thermal
Power Flux No. of
MW (10 n/cm2sec) Instruments Comments
High Flux Isotope Reactor 100 15 9 Transplutonium
Oak Ridge, TN Production
High Flux Beam Reactor 60 12 14 Cold Source
Brookhaven, NY
NIST Research Reactor 20 2 1 Cold Source,
Gaithersburg, MD Guide Hall
Missouri Univ. Reactor 10 1 7 Irradiation Facilities
Columbia, MO
Institute Laue-Langevin 60 12 ~40 Cold & Hot Sources,
Grencble, France Guide Hall
Advanced Neutron Source 350 80-90 ~40 Cold & Hot Sources
Oak Ridge, TN Guide Hall
: Av. Fast N Pulse Frequency  Peak Flux No. of
; Production (H2) (10¥n/cm2sec)  Instruments Comments
i (1015 n/s)
&
; LANSCE, 6 12 14 Cold Source
1 Los Alamos, NM Guide Hall
3 IPNS 4 30 9 Enriched U-target
Argonne, IL Cold Source
SNS, Rutherford 16 50 14 Depleted U-target
UK. Cold Source
POWDER DIFFRACTION

The use of neutron powder diffraction for both basic and applied research has
increased dramaticaily in recent years. At facilities which provide dedicated powder




diffraction capabilities to users, the requests for instrument time consistently exceed
availability. This increased interest in powder diffraction is largely the result of
improved data analyses that collectively are known as profile refinement methods [2].
These techniques attempt to redress the main inherent difficulty of powder methods,
namely that in even moderately simple crystal structures different Bragg reflections
become increasingly crowded together as the scattering angle, 29, increases. It is
impractical to circumvent this by arbitrarily increasing the resolution of the instrument
in order to deanly separate the peaks. However, having characterized the resolution of
the instrument, it is possible with modern computers to calculate the intensity profiles
of partially overlapping patterns by least-square refinements of the individual peak
positions and intensities. At the current high flux sources, a resolution of ad/d=3x104
can be achieved [3).

The method offers the natural advantages of constant scattering factor (no form
factor), high penetration power and freedom from texture and preferred orientation
which are often associated with small x-ray samples. The additional beauty of the
technique is that it can be more or less routinely and reliably applied to the refinement
of crystal structures with of the order of 50 positional parameters. This includes many
materials in such technologically important areas as superconductivity, catalysis,
magnetism, and fast-ion conductivity. Zeolites, for example, have considerable
commercial importance as ion-exchangers, molecular sieves and heterogeneous
catalysts for hydrocarbons reactions. Figure 3 shows the result of a recent
determination of the localization of benzene in sodium Y zeolite, in which a powder
refinement was first obtained for the base zeolite, and the position of the absorbed
benzene deduced by difference Fourier techniques [4].

NEUTRONS, MAGNETISM AND SUPERCONDUCTIVITY

Neutron diffraction has played an important role in the structural
characterization of the new copper oxide high temperature superconductors. The
discovery of YBaaCu3Oy7, for example, was quickly followed by several x-ray
determinations of the cation positions. However, because of twinning problems and
the relatively weak oxygen scattering, x-rays were unable to establish the oxygen
stoichiometry and location with much certainty. This knowledge, which is vital to a
proper understanding of these materials because oxygen vacancies nrovide the
;\eeessary electronic doping, came only as a result of neutron powder diffraction studies
5.

An atom with a magnetic moment has, in addition to a nuclear scattering
amplitude, a magnetic scattering amplitude,

P =roSf = 0.545f x 10-12cm

where v is the nuclear gyromagnetic ratio, 1, the classical radius of the electron, S the
spin quantum number of the atom and f the form factor of the magnetic electrons. In
general, the magnitude of p is comparable with nuclear scattering lengths. The phase of
the magnetic amplitude depends upon the relative orientations of the moments of the
electrons and neutrons, and causes polarization of the scattered neutron beam, an effect
which can be additionally employed to distinguish nuclear and magnetic scattering.
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Consequently, magnetic neutron scattering provides a unique tool for the study
of the spatial ma:nyeﬁc order (ferro- and anti-ferromagnetic, spin glass, etc.). Once
again, high temperature superconductors provide important, topical examples.
Antiferromagnetism has been detected by powder neutron diffraction in the insulating
pro of most CuO-based superconductors, in spite of the small (0.5 Bohr
mageton) moment [6}. Figure 4 shows an example of the magnetic phase diagram of
YBa2Cu30¢,x deduced by neutron scattering studies {7). As examples of quasi-two
dimensional spin 1/2 antiferromagnets, these systems have considerable intrinsic
interest. However, even more interesting from the standpoint of superconductivity is
the observation that although the magnetic long-range order disappears quickly with
metallic doping, careful magnetic diffuse scattering measurements show that
substantial magnetic short-range order persists even into the superconducting phase.
Such behavior is contradictory to that of conventional superconductors, and is thought
by many to provide an essential clue to the mechanism of high temperature
superconductivity, which is still not understood. Neutron scattering techniques have
also made important contributions to the study of magnetic penetration effects,

including magnetic flux lattices.
METALLURGY AND CERAMICS

The traditional, but no less essential, uses for neutrons in these fields are
concerned with structure, stoichiometry and order on the atomic scale, and the changes
in these properties that occur at phase transformations. Many of these questions are
answered by standard elastic diffraction techniques, although the understanding of
disorder and the mechanism of phase changes often center on elastic or inelastic diffuse
scattering measurements. Increasingly, however, materials scientists are finding that
the great penetration depth and non-destructive nature of neutrons are also making
them indispensable in characterizing real materials on a more macroscopic scale using
small-angle scattering techniques.

Grain boundary cavitation, whereby small voids develop and accumulate at
grain boundaries of materials subjected to deformation at elevated temperature, is an
important and poorly understood damage mechanism in real high temperature
materials. The type of information needed to understand this phenomenon includes the
number densities of the voids and their size distributions as functions of time,
temperature and deformation parameters. A large number of voids should be sampled,
even though the void volume fraction is low. Void volume fractions of less than 106
can be measured. A wide range of void sizes (a few nanometers to nearly a micrometer)
can be detected and analyzed, making possible comparisons with various theories of
cavitation nucleation and growth. Of course, similar techniques are also routinely used
to study a variety of other precipitation phenomena.

Another use of neutron scattering in the study of real materials is the
measurement of bulk residual stress. Other methods commonly employed (e.g., strain
guage measurements of trepanned samples, ultrasonics) are either destructive or are
strongly affected by texture in the sample. Yet the ability to reliably measure the
distribution of internal stress fields in fabrications and weldments, as well as in
composite materials such as cermets, is vital to the safe and effective design of parts
using such materials. The principle of the neutron scattering technique is identical to
that using x-rays, in which the local internal lattice stress in a material is determined
from the measured elastic lattice strain it produces. The magnitude of the strain is
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Figure3.  Fourier difference map showing the location of absorbed benzene
molecule in sodium Y zeolite derived from powder profile refinement.
(After Fitch, et al., Ref. 4.)
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deduced from the lattice plane spacing using Bragg law, and the direction of the strain
is that of the scattering vector. The strains are small, typically ad/d=10-3 to 104, so that

extremely good instrumental resolution is required. The volume of the sampled
material is defined by the overlap of the paths of the incident and diffracted beams,
which are in turn determined by neutron absorbing apertures. The best spatial
resslution occurs when the beam is diffracted at right angles. Figure 5 shows some
sample data, taken after the release of the applied stress, on a mild steel bar subjected to
plastic strain [8]. The bending causes strains which exceed the elastic limit in the outer
(tensile) and inner (compressive) regions of the bar. But on release of the applied
bending moment, the elastic strains in the previously plastically deformed extreme
outer and inner regions of the bar reverse and, at equilibrium, oppose the strains in the
central regions of the bar.

POLYMERS, MACROMOLECULES AND BIOLOGY

This is the realm of large, noncrystalline molecular assemblies, and it is often
impractical to attempt detailed structure determination at the atomic level. Fortunately,
lower resolution small angle scattering studies are both useful and feasible. (It is
customary to describe the measured scattering in terms of a function S(Q), which is the
Fourier transform of the real-space correlation function, G(r). Thus small momentum-
transfer, Q, implies large, coarse-grained real-space resolution. In terms of the
scattering kinematics Q=(4x/1)/sin(6/2), where 6 is the the scattering angle.
Consequently, small Q is achieved by some appropriate combination of small scattering
angle and long de Broglie wavelength, A, for the probe.) The choice of neutrons rather
than x-rays for this purpose has largely to do with the unique neutron scattering
properties of the isotopes of hydrogen.

Table HI compares the scattering lengths of most of the atoms of any significance
in macromolecular assemblies. The scattering lengths for x-rays are proportional to
atomic number, making the heavy elements far more conspicuous than hydrogen. In
the case of neutrons, not only are all scattering lengths of the same magnitude, but the
H scattering length is negative. This signifies that in a certain sense H acts like a
negative hole with respect to other atoms, incduding D. Since most of the atoms of a
typical macromolecule are hydrogen, very large changes in the scattering properties can
be effected by selective deuteration techniques.

The ramifications of selective deuteration are so numerous that only a few
examples suggesting the power of the coupling of this technique with SANS will be
mentioned (10]. It can be used to study the configuration of a single polymer molecule
both in dilute solutions or bulk. Such studies show how the "size" (radius of gyration)
and thus the conformation of a polymer molecule varies with changes in molecular
weight and intermolecular interactions. Many macromolecules (e.g. block copolymers,
micelles, most biological objects) are composites of different chemical species with
different average neutron scattering power. Low resolution information on the spatial
disposition of the components can be easily obtained by the "contrast variation”
method, in which mixtures of hydrogenated and deuterated solvent are used to match
the scattering density of the solvent to one of the components. The neutrons only "see"
the unmatched components of the original object. Of course, in favorable cases the
experiment can be repeated by matching the solvent to each of the components
scparately. The method is particularly powerful in differentiating, for example, the
protein coat of a virus from its DNA interior.
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Table III. Scattering

Neutrons x-rays

(b x 1012 cm) (b x 1012cm)*
H 0374 028
D +0.667 028
C +0.665 1.69
N +0.94 197
o] +0.58 225
P +0.51 423
S +0.28 450

*x-ray scattering lengths are given for a scattering angle of zero

NEUTRON REFLECTOMETRY

As with any other wave-like disturbance, a neutron beam on traversing an
interface between two transparent materials with differing index of refraction (which is
in turn determined by the scattering density) is partially reflected. The way that the
reflected intensity falls off with angle of incidence is determined by the apparent
sharpness of the interface. The interface may become unsharp either through true
diffusion of material across the boundary or through local roughness which produces a
similar average blurring of the interface. Scattering from multiple nearby interfaces
interfere, and the contrast of the resulting interference pattern once again provides
information on the sharpness of the interface. Since neutron scattering cross sections
are typxcally very weak (in comparison, for example, to visible light) appreciable
reflected intensity is restricted to glancing angles (5 degrees or less). Over the last few
years, several specialized instruments have been constructed for studying neutron
reflectometry.

Once again, heutrons offer special advantages over x-rays in the study of
polymer interfaces because of the possibilities of deuteration as discussed above.
Interdiffusion of entangled polymer molecules across a boundary have been studied by
this method with resolution of about 10A, better by an order of magnitude than is
posslble with competing techniques (IR and forward recoil spectroscopy and secondary
ion mass spectrometry). These studies have helped both to confirm and refine current
models of polymer diffusion. The neutron index of refraction is also sensitive to
magnetic fields, and this has been used to measure the magnetic penetration depth in
superconductors.

NUCLEAR TRANSMUTATION AND ACTIVATION

Although they do so with a lower probability, neutrons are absorbed as well as
scattered by matter. No discussion of the role of neutrons as a probe in the material
sciences would be complete without mention of processes which depend upon
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absorption rather than scattering [10]. Silicon doping by transmutation furnishes one
example. Every year more than 50 metric tons of silicon for the electronics industry are
processed in research reactors around the world. In the processing some of the Si%,
which is 3% naturally abundant, is transmuted to stable P31. The uniformity of
distribution of the phosporus, which vastly exceeds anything achievable by other
means, translates into superior performance characteristics for devices as diverse as
high power rectifiers and infrared detectors. Also, because the doping level can be very
precisely controlled by adjusting the neutron flux, neutron transmutation doping is now
widely used to compensate for inevitable trace boron to produce what is in effect
ultrapure silicon starting material.

As the name implies, in neutron activation analysis samples placed in a neutron
flux are temporarily rendered slightly radioactive by neutron capture. The nature of the
radioactive decay can provide a unique signature of the elemental composition of the
sample. The sensitivity varies from element to element, but exceeds one part in 1012 in
favorable cases. As an example of the scope of this technique, a geochemical survey of a
number of western states was carried out in which to the sedimentary distributions of
over 30 strategically important elements were logged in this manner. Only the broad
applicability and specificity of neutron activation analysis made such a large scale
program feasible.

Such exquisite sensitivity has found other unique applications in many fields
where the non-destructive nature of the testing is often of paramount importance. In
archeology, trace element neutron activation analysis has helped to sort ancient pottery
by the composition of its clay. It has been used to detect art forgeries, is routinely used
in forensics to establish the identity of hair and fiber samples, and is the basis of a
luggage scanning system with sufficient sensitivity to detect small but lethal quantities
of plastic explosives.
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NEUTRON SCATTERING METHODS
FOR MATERIALS SCIENCE

ROGER PYNN, Manuel Lujan, Jr. Neutron Scattering Center, Los Alamos National
Laboratory, Los Alamos, NM 87545

ABSTRACT

This article describes some of the neutron scattering techniques which can be used to
probe structures of materials on length scales which range from less than 1 A to 1 um. The
intent is to remove the veils of secrecy and mystery which have apparently prevented the
wide application of these techniques to problems in materials science.

Inmoducti

As a probe of materials, neutron scattering suffers from a number of important
limitations: it is expensive, non-portable, and signal-limited. Quite clearly, the method
should not be used unless it provides information which cannot be obtained by other means.
Fortunately the technique offers some unique advantages. It is non-destructive, able to give
structural information about bulk samples which cannot be penetrated by x-rays or electrons,
and well-matched to the length scales which are important in the study of materials.

Although all neutron scattering experiments are conceptually similar, the inherently
low flux available from neutron sources means that neutron spectrometers have to be
carefully optimised for particular purposes. The same instrument cannot be used to measure
residual strain, polymer conformations and surface roughness, for example. For this reason, a
veritable zoo of distinctly different neutron spectrometers has been developed since the
technique was first used forty years ago. Rather than try to describe each species in the zoo, 1
shall restrict this article to a consideration of those spectrometers which are most useful for
materials science, defined in its narrowest sense. For this reason, I shall not describe
spectrometers which measure neutron inelastic scattering, even though this is an area in
which neutrons have made seminal contributions to solid-state physics. Readers interested in
a perspective which is broader than that provided here should consult earlier review papers
[1,2] and books {3,4].

The Principles of N Scatieri

Conceptually, neutron elastic scattering is a simple technique: a well-collimated beam
of neutrons of a known wavelength, A, is allowed to impinge on a specimen and the scattered
neutrons are detected as a function of the angle, 20, through which their trajectory has been
deviated. With this arrangement, structure on a length scale of about A/sin® is probed. This
is demonstrated in Figure 1 [5]. In practice, A may vary between a fraction of an Angstram

Mat. Res. Soc. Symp. Proc. Vol. 166. ©1990 Materials Research Soclety
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Figure 1. The probe-wave view of neutron scattering. The ingoing and outgoing neutron waves, each of
wavelength Aneutron, S¢2 up & probe wave of wavelength Agrobe - The probe wavelength decreases with
increasing scatiering angle, 26, and decreasing Apeutron. The neutron wavelength and the scatiering angle are
chosen so that Amb,ismgmyequdwlhelengthwmbem

and about 20 A, while 0 is between 0.5° and 90°. Structures of materials may thus be
examined routinely by neutron scattering on length scales which vary between 0.1 Aand
1000 A. This range extends all the way from interatomic to microstructural distances.

The neutrons used in scattering experiments are obtained either from nuclear reactors
or from so-called spallation sources where neutrons are produced by bombarding a heavy
metal target with energetic protons [3]. The techniques used for neutron scattering
experiments at these two sources differ because the neutron spectra differ radically (Figure
2). At a reactor, neutrons are produced continuously with a Maxwellian wavelength
spectrum. At a spallation source, on the other hand, neutrons are produced in short
(< 100 psec) bursts, twenty to fifty times per second, with a spectrum which extends to
shorter wavelengths than the reactor Maxwellian. At a reactor it is necessary to select a small
band of wavelengths from the neutron spectrum in order to define the wavelength of the
neutrons which impinge upon the sample. Such monochromatisation may be avoided at
spallation sources by measuring the time at which each scattered neutron is detected. Since
the time at which every neutron pulse starts from its source is known, the velocity ofa
detected neutron may be calculated from a knowledge of its time-of-flight and the distance
between source and detector. The neutron velocity is directly related to its wavelength by the
relation A = h/mv, where h is Planck's constant, v the neutron velocity and m its mass.

Neutrons are used more efficiently at spallation sources than at reactors. However,
the two types of source are cither equivalent or complementary from the experimenter's point
of view. Usually, similar data may be obtained at ¢ither source, although there arc a few
cases in which one or the other is superior.




17

7 i
A 2d,,SIngg
Wavelength Spectrum of Neutrons incident on Sample

P

Time Distribution of Neutrons incident on Sample

Continuous Neutron Supply Puised Neutron Supply

A
sme:ig!:

Figure 2. Reactor and spallation neutron sources are used differently for neutron scattering. The neutron
spectrum from a reactor is continuous so beams must be monochromated (M) before impinging on the
scattering sample (S) in a diffraction experiment. The scaitcring angle, 20, is scanned to obtain a diffraction
pattern, The pulse structure of neutron beams from spailation sources allows the time-of-flight of detected
neutrons (D) to be measured and used 1o determine neutron wavelength, the scanned variable in this case.

Small Angle Scatiering
Small angle neutron scattering (or SANS) is by far the most popular neutron

scattering technique in the materials community. With this method, structures on length
scales between 10 A and 1000 A in materials as diverse as polymers, ceramics, metals and
composites have been studied [4,6] with a distance resolution of about 10%. For such
experiments, a position-sensitive neutron detector covering an area of about 1 m? is placed
directly behind the sample at a distance between 4 m and 40 m (Figure 3). The spatial
resolution of the detector is usually between 3 mm and 10 mm.
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Figure 3. A schematic diagram of a SANS spectrometer. The multiple aperture “pepper-pot” collimator
produces seven spots over a large area of the sample but gives only a singie spot at the detector (bottom right of
figure). The numbers on the skeich of the collimator are distances from the neutron source in metres.

The first SANS spectrometers were built 20 years ago in Germany and France. They
proved so popular, however, that they were cloned at most neutron scattering centers,
including those in the United States. In contrast to reactors, where experiments at several
sample-detector separations are required to access a wide range of length scales, spallation
sources provide SANS spectrometers which can probe structures between 10 A and 1000 A
simultancously. On the other hand, the better reactor spectrometers are able to measure
structures larger than 1000 A: at the Institute Lave-Langevin in Grenoble, France, length
scales of 10,000 A or 1 pm can be accessed, for example. Thus the choice of instrument
depends on the problem. For studies of composite materials, for example, where one is
interested in both the surface structure (length scale ~10 A) and the conformation (length
scale ~1000 A) of a filler [7], a SANS instrument at a spallation source is probably most
suitable. For studics of large objects, such as heavy polymers, reactor instruments may be
preferable.

Most samples of interest to materials scieatists scatter neutrons strongly at small
angles. For typical experiments with such materials only about 100 mm3 of sample is
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needed, generally in the form of a sheet approximately 1 mm thick. Liquid samples, such as
colloids, microemulsions or polymers in solution can be contained in standard quartz ceils
which scatter weakly and add very little background. Measurements of strong scatterers take
an hour or less at most national user facilities. To simplify studies of multiple samples, many
SANS instruments are equipped with automatic sample changers which can be loaded with a
dozen or more samples and whose operation is controlled by the same computer that handles
data acquisition. Sample changers generally operate at room temperature and pressure, but
facilities are often available which allow variable temperature and the application of modest
magnetic fields for single samples. Pressure cells suitable for SANS and capable of a few
tenths of a GPa and sheer cells which achieve 15000 sec*! are available at some facilities but
are not yet common.

Although not necessary for many materials science applications, spectrometers which
can accommodate weak scatterers have been constructed at the National Institute for
Standards and Technology (NIST) at Gaithersberg and, more recently, at the Manuel Lujan
Jr. Neutron Scattering Center (LANSCE) at Los Alamos. These instruments use converging
collimators composed of successively smaller “"pepper-pot lids"” (Figure 3). Each aligned
series of holes in the collimator plates transmits neutrons which illuminate a small area
(usually about 100 mm?) of the sample. The overall effect is to place several SANS
instruments with pin-hole collimators beside one another, with each "instrument” looking at
a different small area of a largc (1000 mm?) sample. With this arrangement, weak scatterers
can usually be measured,

The computers which control the acquisition and reduction of SANS data are
becoming increasingly sophisticated. Most simple analyses, such as radial averaging of the
data to obtain the structure factor, S(Q), as a function of wavevector transfer, Q, can be
performed during the experiment, almost as soon as the data have been collected. Guinier
plots, absolute normalisation, measurement of fractal dimension and even fitting to simple
models such as scattering from monodisperse spherical particles can usually be accomplished
during a typical one- or two-day experiment. More sophisticated analyses, such as the use of
Maximum Entropy methods to determine particle-size distributions [8], are available at some
Centers.

Powder Diffracti

Neutron powder diffraction provides a method for determining the atomic structures
of polycrystalline materials. The essential difference between powder diffractometers and
SANS spectrometers is that the neutron detectors on the powder machines are placed closer
to the sample and cover a larger range of scattering angles. The range of scattering angles
allows typical interatomic distances between 0.3 A and 10 A to be probed. Although powder
diffractometers at reactors and spallation sources differ in appearance, there is very litte
difference in the potential performance of spectrometers at the two sources. Powder patterns
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from cither type of instrument may be analysed by the Rietveld technique [9], in which all of
the Bragg reflections in the pattern are fit simultancously to determine the atomic coordinates
of the sample.

A very successful recent addition to techniques for the determination of atomic
structures has been the use of simultaneous refinement of x-ray and neutron diffraction
data [10]. Since the scattering powers of atoms for x-rays and neutrons do not vary in the
same manner across the periodic table, two independent diffraction patterns are obtained
when measurements are made with both types of radiation. Simultaneous refinement tends to
avoid the false minima sometimes encountered when neutron or x-ray data alone are fitted
and the results are usually more accurate than can be obtained with either technique on its
own. Sophisticated software is required to accomplish refinement of multiple data sets, but is
now available {11]. The joirt-refinement technique may be extended by making
measurements close to x-ray adsorption edges at synchrotron radiation facilities. Since x-ray
scattering cross sections change considerably close to such edges, additional linearly
independent data sets can be obtained for Rietveld refinement. Furthermore, site-specific
valence of the atoms in a material can be deduced because the x-ray scattering depends on
valence close to atomic adsorption edges. Measurements of this sort have been made
successfully with 1-2-3 superconductors both above an below their transition
temperatures [10]. Neutron diffraction measurements are an essential component for joint
refinements because they define the thermal vibration parameters, which are strongly coupled
10 site occupancies in the refinement. '

For most neutron powder diffraction experiments, about 5 cm? of sample is adequate,
although specialised spectrometers are available, albeit with lower resolution, for the
investigation of milligram specimens [12]. Most neutron scattering facilities provide variable
temperature capabilities on their powder diffractometers. High pressure (up to 0.3 GPa),
uniaxial stress and magnetic fields are also frequently available,

Residual Strxi

Powder diffractometers can be used to measure residual strain in engineering
components made from metals, ceramics and composites [13). Homogeneous strain gives
rise to a shift in diffraction peaks corresponding to changes in the crystal lattice parameters.
Fine slits are placed before and after the sample to define the volume within which neutron
diffraction occurs and the lattice parameter is measured. This guage volume is usually a few
mm on a side but may be as small as 1 mm3. By moving the sample on an x-y translation
stage between measurements, the guage volume may be moved through the specimen and the
residual strain mapped out. Measurement of residual strain places stringent requirements on
the ability of a powder diffractometer to determine accurate values for the interatomic
spacing corresponding to a particular Bragg peak. Most diffractometers can measure
interatomic spacings with an accuracy of 0.01% (Ad/d), but a value two or three times smaller
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than this is probably required for measurements of small strains, for example in ceramics.
Such high resolution is achicved only by a few instruments.

Even though they are not generally able to accommodate specimens as large as their
reactor counterparts, powder diffractometers at spallation sources offer a number of
advantages for measurements of residual strain. The natural scanning variable is neutron
wavelength rather than scattering angle, so the guage volume remains constant during each
measurement. Furthermore strains can be measured simultaneously in two mutually
perpendicular directions whea detectors at +90° and -90° scattering angles are used. Finally,
diffraction from several lattice planes is recorded during each measurement, providing
information on strain anisotropy and texture. For measurements of strain close to surfaces,
for example in shot-peened samples or bearings, the ability to measure several sets of parallel
Iattice planes simultaneously is probably crucial {14] because it allows the zero of the
scattering angle to be defined even when the guage volume is not entirely within the
specimen.

Texture

Measurement of texture in bulk samples have been made using powder
diffractometers at many different facilities in Europe and the U.S. [15]. Diffraction patterns
are recorded for several orientations of the sample and the intensities of a particular Bragg
peak are used to produce & pole figure for that peak. The pole figure for a set of lattice planes
is a stereographic representation of the orientation density of the normals to these planes.
From a measurement of several pole figures, the full orientation distribution function of the
specimen may be deduced by using the Maximum Eatropy method {8] or one of its
derivatives {16). While powder diffractometers are generally suitable for measurement of
texture in large (several tens of cm3) samples, texture of small samples (typically 10 mm3)
may be obtained using single crystal diffractometers [17].

Simain Radi :
A technique for measuring the spatial distribution of strains perpendicular to a thin,
plate-like sample has been proposed recently by Priesmeyer [18). The method makes use of
a white, pulsed beam of neutrons and is therefore ideally suited to spallation sources. The
wavelength (or time of flight) spectrum of neutrons transmitted by a polycrystalline specimen
has a sawtooth structure in which each sharp break corresponds to a Bragg edge, that is to
neutrons Bragg diffracted out of the transmitted beam (Figure 4). These edges are well
defined [19] and their positions can be used to calculate the lattice spacing of atomic planes
which are perpendicular to the neutron beam. If a position-sensitive neutron detector is used
to record the transmitted spectrum, & map of the lattice parameters, and hence of the sirain,
may be obtained over an area of several hundred square millimeters with a resolution of 2




millimeter or so. The measured strain is an average value along the trajectory of the neutron
beam so the most useful results are obtained when the strain does not vary significantly in
this direction.
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Figure 4. Neutron intensity transmitted through a polycrystalline material.

Very recently, Pricsmeyer et al. [20] have shown that the transmission spectrum
described above may be measured with acceptable statistical accuracy during a single pulse
of neutrons from a high intensity pulsed spallation source. This development opens up the
possibility of making time-dependent measurements of the distribution of lattice parameters
within a sample because a snapshot of the strain can taken every tenth second or so.
Ultimately, it may be possible 1o probe high strain-rate processes with this method.

Investigation of Su { Interf

One of the adantages of neutrons in the study of materials is that they penetrate bulk
samples easily because they are only weakly scattered by matter. For this reason, neutron
scattering is a signal-limited technique which one would not expect to be applicable to
studies of interfaces. After all, there are many fewer atoms close to the interface than in the
bulk of a sample and if the bulk scatters weakly, interfacial scattering ought to be negligible.
This is true in most cases. However, at sufficiently small angles of incidence, neutrons are
strongly reflected from almost all materials provided the interface from which they are
scattered is flat and smooth. This fact allows neutrons to be used to probe the structures of
materials within a 1 pum or so of their interfaces with a sparial resolution of a few Angstrems.
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To do this, the specular reflectivity, R(Qy), of the surface is measured as a function of the
neutron wavevector transfer, Q;, perpendicular to the surface (Q; = 4xsinB/A where is angle
between the neutron beam and the interface). In the simplest approximation, R(Qy) is related
directly to the density gradient of a material evaluated perpendicular to its interface [21].

Reflectometers are a relatively new addition to neutron scattering facilities. The first
such apparatus was built at the Intense Pulsed Neutron Source at Argonne National
Laboratory less than a decade ago to study vertical surfaces {22]. Subsequently, several
similar spectrometers have been constructed at other spallation sources and at reactors to
examine horizontal surfaces. Such a geometry allows liquid surfaces, Langmuir films and
surfactant layers at liquid-air or liquid-liquid interfaces 1o be examined. Neutron
reflectometers are to be preferred to their x-ray counterparts for studies of hydrogenous
materials, such as polymer films or surfactants, and for investigations of magnetic materials.
Just as in the case of powder diffraction, it is an advantage 10 have both x-ray and neutron
reflection data for the same surface, because this tends 1o prevent antifacts in the density
profile deduced from the measurement.

To obtain accurate data, the incident neutron beam of a reflectometer must be well
collimated. At pulsed sources, the angle between the incident beam and the surface to be
studied is fixed at a value between 1° and 2° and the scan of Q; is accomplished by recording
the time-of-flight of specularly reflected neutrons. Angular collimation, which is the
principal contribution to resolution, may be adjusted and is generally chosen 1o be less than
10% (FWHM) of the angle of incidence. At a reactor, the incident beam is monochromated
as well as collimated and the scan of Q, involves changing the angle at which neutrons
impinge on the surface under investigation. For this reason, the illuminated surface
(generally several tens of cm?) changes during a scan and the data must be corrected
appropriately. At a pulsed source, data for all Q, are accumulated simultancously, whereas,
at a reactor, the Q; scan is accomplished point by point. On the other hand, it is probably
possible to make measurements close to the critical angle more accurately at a reactor source.
In either implementation the factor which limits the performance of refiectometers is
background. This determines the lowest value of reflectivity which can be measured (Figure
5) and, hence, the quality of the information which can be derived from the data. The best
reflectometers at reactors or spallation sources are currently able to measure reliably
reflectivities down to about 10-6, Measurement of a complete reflection profile for a 50 cm?
sample usually takes less than a day.
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Figure 5. Typical reflectivity profile obisined on an annealed, 1500 A thick film of block copolymer deposited
on & silicon substrase provided by Tom Russell of IBM.

In addition to specular scattering, surfaces which are not perfectly smooth reflect
neutrons at angles which differ from the angle of incidence. Such diffuse s attering may be
used to measure the height-height correlation function of an interface. Although such
measurements are not yet routine, they offer promise for the study of surface roughness on
length scales between 1 A and 50 A [26).

If the neutron beam of a reflectometer can be spin polarised and if suitable spin
flippers are available, contributions to the reflectivity caused by variations of magnetisation
close to a surface may be separated from those due to variations in atomic density (22].
Polarised neutron reflectometry has been successfully used to probe magnetic recording
materials and to determine the magnetic penetration depth of superconductors {23].

Radiography

Cold neutron radiography has been used widely to examine items as diverse as
ancient Egyptian urns, operating helicopter engines, and the wings of fighter aircraft.
Neutrons are able to penetrate substantial thicknesses of material and, if the absorption
contrast is good, provide accurate images. The examples quoted above all take advantage of
the fact that neutrons are strongly scattered by hydrogen and that materials containing this
clement can be radiographed through metallic or ceramic containers. Since the quality of
thermal neutron radiography depends only on the total number of neutrons incident on the




sample, and since monochromatisation is not required, reactor neutron sources are the most
appropriate for this technique.

A lesser known type of radiography makes use of the fact that most elements with
atomic numbers above 25 have resonances at well defined energies in their neutron scattering
cross sections [24]. At these resonances, neutrons are strongly adsorbed, so that when a
radiograph is recorded as a function of neutron energy, components of the sample which
contain different elements may be imaged. Resonances usually occur at energies of between
1 eV and 100 ¢V and have widths which are on the order of 100 meV. The high energy of
most resonances coupled with the fact that time-of-flight analysis provides a natural method
for obtaining energy-dependent neutron radiographs, implies that resonance radiography can
only be carried out easily at spallation neutron sources. The method has applications in a
variety of areas within the nuclear industry. If required, tomography could probably be
developed with a spatial resolution less than 1 mm. Since the resonances in neutron cross
sections broaden with temperature, it is possible to use resonance radiography for non-
invasive measurements of temperature [25]. It is quite conceivable, for example, that the
temperature of turbine blades in an operating jet engine could be measured by this means.

N Adsorption Techni

Two neutron adsorption techniques have been used at reactors, in particular at the
National Institute for Standards and Technology (NIST), for materials testing. Neutron depth
profiling allows the concentration profiles of elements such as helium, lithium and boron to
be determined in the first few microns below the surface of a sample. The method relies on
the detection of prompt energetic charged particles which are produced when neutrons are
adsorbed by these atoms [27]. In neutron activation analysis, the energy and intensity of
prompt gamma rays which result from neutron-capture are used to determine the abundance
of particular elements [28]. Both of these techniques will be enhanced by the cold neutron
facilities which are currently being instatled at NIST.

Conclusion
Neutron scattering is a technique with a wide variety of applications in materials
rescarch. With the growth of national user facilities for neutron scattering in the United

States the method has become widely available. The only limit on its application is the
imagination of materials scientists.
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THE ADVANCED NEUTRON SOURCE

JOHN B. HAYTER )
Solid State Division, Oak Ridge National Laboratory, P.O. Box 2008, Oak Ridge,
Tennessee 37831-6393.

ABSTRACT

The Advanced Neutron Source (ANS) is a new user experimental facility planned
to be operational at Oak Ridge in the late 1990's. The centerpicce of the ANS
will be a stcady-state research reactor of unprecedented thermal neutron flux
(¢ = 9-101° m2-s1) accompanied by extensive and comprehensive equipment and
facilities for neutron-based research.

INTRODUCTION

Neutron scattering was pioneered by C. G. Shull and E. O. Wollan at the X-10
(natural uranjum) graphite reactor at Oak Ridge National Laboratory about half
a century ago. The flux available, although low (1-1016 m2-s1), was sufficient
to show the importance of necutron scattering as a fundamental technique in
materials science, and the many papers offered at this Symposium indicate the
continued heaith of the field. Many reactors of increasingly higher flux were
designed and built i the 1950s and 1960’s, culminating with the high flux
reactors at Brookhaven National Laboratory (HFBR) and at Oak Ridge National
Laboratory (HFIR) in the United States, and at the Institut Laue-Langevin in France;
all of these reactors offer fluxes of order 1.5-109 m2.s. However, while new
research reactors have either come on-line (or arc about to come on-line) since
that time in Western Europe, Japan and Russia, it is now about 25 years since
the last research reactor was constructed in the United States. In the late
1970’s, it was clear that the lead in the ficld of neutron scattering had passed decisively
to Western Europe, and the Department of Energy set up panels under the chairmanship
of W. F. Brinkman to review the situation in 1980 and 1982. The National Research
Council also became concerned, and after reviewing the needs of neutron scattering per se [1],
undertook a thorough review of neutron scattering facilitics in the context of all major
national facilities for materials rescarch [2).

The major facilities review concluded that a new, stcady-state high-flux neutron
facility was a high priority requirement for the United States, and recommended that
design begin immediately. Among the factors contributing to this recommendation was
the age of existing reactors, the evident European leadership in a field in which
the US. had been predominant, and the important (and often unique) future
applications of neutron scattering in many important areas of condensed matter
physics, polymer and colloid science, metals, alloys and ceramics, chemistry,
biology and medicine, and the carth sciences. Detailed needs of the community, and
the means to realize them, were defined in several major workshops [3-5], and the
project has been guided since 1987 by the National Steering Committee for the
Advanced Neutron Source. The fundameatal project objective is to design and
construct the workid’s highest flux research reactor for neutron scattering. The
reactor should also provide isotope production and materials irradiation facilities
which are as good as, or better than, the High Flux Isotope Reactor, since it is
likely that the latter will be shut down once the Advanced Neutron Source (ANS) is
operational.

Mat. Res. Soc. Symp. Proc. Vol. 168. ©1990 Materlals Research Soclety




THE NEUTRON SOURCE

The sine qua non of the new facility is a reactor which can provide a flux at least
five times higher than any existing ncutron beam reactor, while meeting extremely
stringent safety requirements. To this end, it was decided to base the design on
existing technology (although advantage will be taken of any gains from new rescarch
and development), and to carry out probabilistic risk assessment simultancously with
design; the latter is a first for such a project, and reflects the fact that safety
considerations are of primordial concern. A major achievement of the project to date
has been the completion of preconceptual nuclear and thermal hydraulic design work
on the reactor, showing that the objectives can be met with a safe design. The key
feature has been to choose a coaxial, split-core in which the two halves are axially
separated and scparately cooled (see Figs. 1 and 2). The reactor volume of 67.4 L
contains 18 kg of 25U (93% enriched) in the form of involute plates of U,Si, in
an Al matrix. The unperturbed peak thermal flux generated in the reflector is of
order 9-101® m2.s1 at a power of 350 MW. The reactor core is cooled by a heavy
water primary coolant loop, with coolant upflow. The choice of upflow provides a
very desirable added safety feature, since it ensures an immediate transition to
natural convection cooling (without any time delay for flow reversal) in the
unlikely event of rupture of the primary circuit at a point which forestalls
compensation by the independent backup circuit. (It should be noted that the
normally low probability of major pipe rupture is being further reduced by designing
for leak-before-break, with continuous leak monitoring.) The maximum coolant outlet
temperature is 98°C, so that boiling will not occur on loss of pressure.

The reactor is controlled by four hafnium control rods in the central core channel
Each rod is provided with an independent scram mechanism, and any three of the four
are able to shut down the reactor. A second, independent, shutdown mechanism is
provided by eight shutdown rods placed outside the core. Each rod is again provided
with an independent scram mechanism, and any seven of the rods are sufficient for
total shutdown. Thus, the reactor may be shut down, even if there is total failure
of one complete set of independent scram mechanisms, and partial failure of the other.

There are six major types of experimental facilities in the reactor assembly (Fig. 2).
Materials irradiation (for example, for fusion research) takes place in either
instrumented or uninstrumented capsules placed inside the upper fuel element, while
transuranium clements are produced in targets just outside the lower fuel clement.
One of the achievements of the core design is that these facilities, which provide
appropriate fast and epithermal neutron spectra, have minimal effect (<2%) on the
fluxes of the neutron beams which will be the main concern of this Symposium. The
large volume of high thermal flux available in the reflector tank is well suited to
isotope production and analytical chemistry operations. To accomodate these
activitics, various experiment holes and “rabbit® tubes penetrate the top of the
reflector tank. Seven vertical and two slant holes will provide a range of thermal
fluxes for isotope production; these holes will be complemented by four hydraulic
rabbit tubes, and threc pneumatic rabbit tubes for materials analysis.

Neutron beams are extracted from the reflector by beam tubes which penctrate either
into the peak thermal flux region (about 400 mm from the core centerline), or
terminate at the graphite bot source at the reflector tank wall. The hot source is
onc of two types of spectral convertor whichi are placed in the reflector to tailor
beam energies for specific applications; conversion to sub-thermal cnergies is
accomplished by two liquid-D, cold sources. Cold neutrons are transported by
horizontal peutron guides into a neutron guide hall adjacent to the containment
building, or by slant guides to the second-floor beam room.
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NEUTRON SCATTERING FACILITIES

There will be threc user halls provided for experimental work at the ANS (Fig. 3).
The Ground Floor Beam Room will provide “"conventional” access to thermal and hot
ncutrons from the reactor via horizontal beam tubes terminating at the outside of
the biological shiclding. Inclined beams and certain other services, such as rabbit
tubes, will terminate on a higher level in the Second Floor Experiment Room. Very
cold and ultracold neutrop rescarch will take place on this level, as well as such
activitics as neutron depth profiling and some of the fundamental and nuclear
physics work. The third main experimental area is the Neutron Guide Hall, which will
provide the primary instrumentation for cool and cold neutron rescarch. The layouts
which will be presented below are designed to accommodate today’s needs and
priorities [3,4]. These arc regularly updated viz input from the National Steering
Committee, as better estimates become available for the best probable instrument mix
at the turn of the century, but they arc considered sufficiently representative to
act as a basis for major layouts.

Ground Floor Beam Room

The ground floor beam room layout is shown in Fig. 4. This layout currently assumes
that, apart from a single through tube for nuclear physics, all beams will lie in
the same plane; as neutronics calculations evolve, it may become necessary to
stagger the beam heights alternatively above and below this reference plane, to
minimize flux perturbations due to the beam tubes themselves.

Thermal beam scattering instruments for diffraction include 4-circle diffractometers
on a thermal tube (T1) or guide (T2). A polarized beam is carmarked for single
crystal diffraction (T3), but, in gemeral, it is expected that polarized necutrons
(and polarization analysis) will be routinely available whenever warranted on any
instrument on the ANS. High resolution (T4) and high intensity (T5) powder diffracto-
meters and two diffuse scattering spectrometers (T6/7) complement the single crystal
instruments. Inclastic spectrometers are time-of-flight (T8) or 3-axis (T11/12).

The hot source provides beams to a high energy transfer 3-axis spectrometer (H3),
a high momentum transfer single crystal diffractometer (H1), and a general purpose
high incident energy diffractometer (H2) for studies of liquids and amorphous materials.

E

The guide hall building (Fig. 5) is a wedge-shaped, single floor structure contiguous
th the reactor containment building and office/laboratory complex. Two polar segment
will serve the guides and instruments. The guide shield structure reaches
a distance of about 50 m from the reactor axis, and the experiment area
a further 60 m. Apart from the two extreme guides, which serve special
positions for nuclear physics (L12) or materials analysis (D16), the guides will
generally be straight, so that cool as well as cold enmergies will be available. It
will be noted that about one third of the experimental stations are for nuclear or
fundamental physics; omly the scattering instruments will be described here.

The most prevalent elastic scattering instruments are the small-angle neutron
scattering cameras ((D3-6,L1,L2,L11), which offer varying degrees of resolution,
and at least one of which will have reflectometer capabilities for surface studies.
Diffuse scattering and high resolution powder diffraction will be available (LS,L6),
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together with a general purpose area detector for efficiently scanming large regions
of reciprocal spece, for example, to study incommensurable lattice structures. A
specially isolated mounting (to screen thermal and acoustic noise) will be provided for
a neutron interferometer station (L7).

Conveational, variable k, focussing monochromator cool and cold 3-axis
spectrometers will form the workhorses for inclastic scattering studies in the guide
hall (D11,D12,18,L9,L10), together with multichopper (D1) and time focussing (D9)
time-of-flight spectrometers. Higher resolution inclastic studies will use backscattering
(14,D10) or neutron spin-echo (D2) as appropriate.

Second Floor Experiment Room

The main purpose of the second floor of the containment building is to provide
experimental areas for users of the inclined beams and guides (Figs. 6 and 7). The
prototypical layout shown in Fig. 7 demonstrates several key features, of which the
most notable is the division of the area into two zones, one secure, the other
general access. This is a particular example of the general iite philosophy adopted
for the ANS plant: scparation of reactor operations from experimental arcas, so that
users may have straightforward access to their cxperiments and related areas (such
as chemical laboratories), without requiring access to high security zones. One
important role played by the sccond floor beam room will thus be to accommodate
those experiments which have more commonly been situated in the reactor operations
areas of other reactors (such as the ultracold neutron facility at ILL, Grenoble).

Current plans call for each cold source to be fitted with an inclined, curved guide
(Fig. 6) for very cold necutrons (VCN). It is likely that one of these will be used
directly while the other will be used as a feed for an ultracold (UCN) source (Fig. 7).
A cold slant guide will provide a station for ncutron depth profiling (NDP), which is a
sensitive means of measuring concentration vs depth profiles by using reactions such
as B(n,a)’Li and detecting the resuiting charged particles, whose range is a strong
function of the distance they must travel in the surface being probed. NDP, which is
quantitative and non-destructive, is applicable to a variecty of technologies, such
as microclectronics, optical signal processing, ultra-light alloys, and surface-

A novel possibility for the ANS is to provide isotope separation on-line (ISOL). In
this technique, a fission-fragment mass separator is used as the front end of an ion-
implantation accclerator, providing a number of unique jons for studies of electron
emission, channelling, and hyperfine interactions associated with jon-implanted
radioactive atoms. Since charged beams are jnvolved, they may be transported to ancillary
equipment situated at some distance from the reactor.

PROJECT SCHEDULE AND COST

Preconceptual design of the ANS started in 1987, and the project is currently
about halfway through the conceptual design phase, which will be finished at the end of
1990. Conceptusl design embraces, apart from the key engincering clements, the
choice of a site which meets all environmental critcria, and the considerable plant
and equipment associsted with the rescarch activities planned at the ANS, for
example, offices, shops and lsboratories, library and conference rooms, etc. Omnce
this has been completed and reviewed, the next stage is preliminary cagincering
design. (Specific aspects of the project are reviewed at about monthly intcrvals,
with a major Department of Energy review at least annually) To date, thc project
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has been funded by operating funds, but detailed design for a project of this magnitude
is sufficiently expensive that a 3-year line item request will be made to Congress
for design-only funding, starting in 1991. The line item design cost is currently
estimated at $82.2M (1989 values).

Assuming the design is validated, the next step is to request construction funding,
which is currently scheduled for 1994. The construction line item cost is presently
estimated at about $400M, so that the project cost is about $500M (at 1989 prices),
spread over 9 years. If the schedule is maintained, this will lead to reactor operation
in late 1998, and will take the U.S. materials science community into the next
millenium with the world’s best facility of this type.

Oak Ridge National Laboratory is operated by Martin Marietta Energy Systems, Inc.,
for the US. Department of Energy, under Contract No. DE-AC05-840R21400.
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NEUTRON POWDER DIFFRACTION: A POWERFUL MATERIALS RESEARCH
TECHNIQUE

W I F DAVID, Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, OX11 0QX, UK

ABSTRACT

Neutron powder diffraction is a powerful technique that provides a detailed
description of moderately complex crystal structures. This is nowhere more apparent
than in the area of high temperature superconductors where neutron powder diffraction
has provided precise structural and magnetic information, not only under ambient
conditions but also at high and low ternperatures and high pressures. Outside
superconductor research, the variety of materials studied by neutron powder diffraction
is equally impressive including zeolites, fast ionic conductors, permanent magnets and
materials undergoing phase transitions. Recent advances that include high resolution
studies and real-time crystallography will be presented. Future possibilities of neutron
powder diffraction will be discussed.

INTRODUCTION

Neutron powder diffraction has come to the forefront of materials research over the
past three years as a result of the successful application of the technique to the area of
high temperature superconductivity. The accurate structure determination of the 90K
superconductor, YBa,CuzQ;, using neutron powder diffraction by several laboratories
almost simuitaneously [1-5] highlighted to the scientific community the power and the
usefuiness of the technique. Of course, practitioners of neutron powder diffraction have
always been aware of the power of the technique since the important advance in data
analysis by Rietveld [6-7]!. Ristveid realised that the point-by-point fitting of a powder
diffraction profile yields the maximum information content; crystallographic information
may still be usefully extracted from weak and overlapping refiections. The advent inthe
past decade of high resolution and high intensity neutron powder diffractometers has
permitted moderately complex materials such as zeolites not only to be refined to high
precision but also to be determined from first principles with no prior knowledge.
Indeed, structures obtained from high resolution neutron powder diffraction can now
rival single crystal data in terms of precision and accuracy. This article does not intend
to review comprehensively the area of neutron powder diffraction. For a recent review
see [8]. Instead, selected highlights are given with the intention of indicating the scope
and possibilities of a powerful materiais science technique.

Met. Res. Soc. Symp. Proc. Vol. 168. 1900 Materials Research Soclety




INSTRUMENTATION

The modern generation of neutron powder diffraction instrumentation falls into two
distinct groups with distinctly different attributes. These are constant wavelength
machines at nuclear reactors and time-of-flight diffractometers at puised spallation

neutron sources.
Neutron diffraction experiments, whether at a reactor or on a spallation neutron

source, are governed by Bragg's law,
A=2dsing

Reactor-based instruments resemble traditional diffractometers with amonochromator
crystal to select a particular wavelength. Different d-spacings are measured by
scanning as a function of scattering angle, i.e.

Ag = 2 dpyg Sin By (monochromatic)

At spallation neutron sources, because the neutron beam is produced in a pulsed
manner, neutrons with different wavelengths may be discriminated by their time of arrival
at the detector and thus different d-spacings may be measured at a fixed scattering
angle, i.e.

Aid = 2 dryg SiN 6 (polychromatic)

The linear relationship between the wavelength of a neutron and its time-of-flight may
be obtained from de Broglie’s hypothesis relating to momentum, p = myy, to
wavelength : .

P = muv = mp(L/t) = h/A

where L is the total combined flight path from moderator to sample (primary flight path,
Ly) and sample to detector (secondary flight path, Ly). tis the time-of-flight of the
neutron over this distance. Thus

trw = (Mo/M)lAug = 2(Me/h)LdrsinGo

d—r s

-,



in convenient units these equations become
tua(n8) = 252.77843(20) L(M.) Aya(A) = 505.55685(40) L(M.) drya(A) sinGg

Given that there is a finite time width to the initia! neutron pulse at a spallation neutron
source, neutrons of a particular wavelength will propagate non-dispersively (because
wavelength and hence velocity are constant) with a pulse structure that is independent
of flight path. The principal consequence of this flight-path independent pulse structure
is that resolution improves with increased flight path. For a given fiight path, the Ad/d
resolution of a time-of-flight diffractometer is almost constant. This is particularly useful
in the study of phase transitions where peak splittings occur with equal magnitude in all
orders of reflection. By contrast, on constant wavelength machines high resolution may
only be obtained around the monochromator take-off angle. However, this apparent
disadvantage is offset in the area of structure refinement by the fact that the resolution
characteristics of constant-wavelength diffractometers are well matched to the density
of Bragg peaks.

THE HIGH TEMPERATURE SUPERCONDUCTOR YBazCu;07_,

Neutron powder diffraction has enjoyed an increased interest since the discovery
of high temperature superconductivity and it is therefore appropriate in choosing an
example to discuss structural studies of the system, YBa;CusO7_, (0 < x < 1), by
neutron powder diffraction.

The general features of the system, YBa,Cu3O;_ (0 < x < 1), are well-known. One
end member, YBayCu307., (x < 0.1), is an orthorhombic 92K superconductor while
the other, YBayCu;0g, is a tetragonal antiferromagnetic insulator. A continuous range
of compositions is possible between these two limits. The superconducting transition
temperature falls rapidly as x approaches 0.5; the antiferromagnetic Néef temperature
mirrors this effect. Somewhere near x = 0.5 the orthorhombic superconducting
structure transforms continuously into the tetragonal insulating structure. The effect of
oxygen partial pressure in the sintering of YBa;Cu30;_, at high temperatures is crucial.
A high oxygen pressure results in a high temperature superconductor; work in vacuo
leads to the antiferromagnetic insulator, YBasCu3Og.

Although many groups have qualitatively confirmed the above properties using
structural techniques, only one group has succeeded in establishing the

i thermodynamically stable phase diagram as a function of temperature and oxygen
partial pressure [9]. Their work, part of which is summarised below, is testimony to the
precision and accuracy of careful neutron powder diffraction measurements.




Figure 1. The crystal structure of YBa,Cu307-x. The hollow circles are oxygen atoms;
the dotted circle represents the oxygen vacancy site at (V2 0 0).
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Figure 2. Site occupancies of oxygen atoms in YBayCusO;., verses oxygen partiai
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Samples of YBaCuy07_, were studied in-situ by neutron powder diffraction at
490°C and 440° C as a function of oxygen partial pressure on the Special Environment
Powder Diffractometer, SEPD, at IPNS, Argonne National Laboratory. These were
compared with samples that were quenched from a constant temperature (500°C) at
various oxygen partial pressures [10). These quenched samples exhibited the
'two-plateau’ behaviour in superconducting transition temperature. The
disappearance of superconductivity correlated with the transformation from
orthorhombic to tetragonal structures at x ~ 0.6. Neutron diffraction measurements
indicated vacancies on the (0,0,z) oxygen site (see Figure 1) bridging the copper plane
and chain sites. This has been corroborated independently by accurate single crystal
X-ray measurements [11) and provides an explanation of why the orthorhombic to
tetragonal transformation occurs at x ~ 0.6 and not x « 0.5. The occurrence of these
vacancies is explained by Goodenough [12]. The corresponding in-situ experiments
at constant temperatures of 490°C and 440°C showed that the quenched samples
broadly preserve the structural properties corresponding to the temperature and
oxygen partial pressure from which they are quenched. In particular the bridging
oxygen site shows up to a maximum of 0.1 vacancies. This is displayedin Figure 2 along
with the site occupancies of the two oxygen sites at (0 ¥z 0) and (% 0 0). The precision
with which these sites are determined allow the authors to perform statistical mechanical
calculations [13] and to conclude that at the structural phase transition the combined
occupancies of (0 ¥2 0) and (Y2 00) sites is Y2 to within experimental error. Further subtie
differences between quenched and in-situ samples are expounded in reference [10].
The confidence with which these statements are made arises directly from the precision
with which structural parameters may be determined by the Rietveld method and from
painstaking care to ensure thermodynamic equilibrium in the in-situ measurements.

PRECISE AND ACCURATE STRUCTURE REFINEMENT

Benzene, CgHg, is one of the most important organic molecuies, forming the basic
building unit of all aromatic compounds. Because of its central role in organic chemistry,
benzene has been extensively studied by numerous experimental and theoretical
techniques. The simplicity of the chemical formula, CgHg, belies, however, the
complexity of its crystal structure. As a result of a complex packing configuration,
benzene adopts an orthorhombic structure, space group Pbca (Z=2), with a
moderately-sized unit cell (a=7.3550 A, b=9.3709 A, c=6.6992 A, V = 461.7 A3) (see
figure 3). The successful structure determination by Cox in 1928 [14] located only the
carbon atoms. However, the observed molecular planarity resolved a debate about
whether the molecule was flat or puckered, as favoured by a number of eminent
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scientists including Bragg. Not surprisingly this result had a significant impact on the
basic understanding of chemical bonding.

Successive X-ray single crystal investigations improved the precision and accuracy
of structure determination. The use of neutrons as a structural probe confirmed the
pianarity not only of the carbon but also the hydrogen atoms. A recent single crystal
neutron diffraction investigation on deuterated benzene, CgDs [15] soughtto investigate
any deviations from planarity. The molecular symmetry, 7, permits a “chair” but forbids
a “boat” configuration. Although this study was concemed with subtie structural details
and small departures from planarity, the principal criterion for investigation was the same
as the first crystaliographic study in 1928 ~ namely an improved understanding of the
chemical bond. Indeed, these experimental results have been compared with the latest
theoretical calculations to assess the current status both of experimental technique and
theoretical calculation. One further justification was given by the authors for performing
another single crystal neutron diffraction experiment: benzene “should be repeatedly
investigated by each scientific method whenever there is a significant advance with
respect to the detail or accuracy that the method can offer”. HRPD is the most powerful
powder diffractometer for elucidating the detaiied description of crystal structure andis
the only neutron diffractometer that routinely operates with a Ad/d resolution of 5x 1074,
It was thus decided that a detailed structural investigation of benzene should be
performed on HRPD. Such aninvestigation addresses several important questions, the
two most significant being (i) how well do the best powder diffraction experiments
compare with equivalent single crystal studies for moderately complex structures with
unit cells of the order of 500 A3 and () can reliable temperature factors be obtained from
time—of-flight powder diffraction experiments? The existence of both high precision
single crystal data and detailed theoretical calculations provide a very rigorous test for
the benzene data collected on HRPD.

Benzene melts at 6°C. A powder sample was thus prepared by grinding 5 cm3 of
deuterated benzene in a glove box under a cold nitrogen atmosphere. The sample was
then loaded into a cylindrical vanadium can and rapidly cooled to liquid helium
temperatures (4 K) to avoid problems with preferred orientation. Data were collected
at the high resolution 2 m position (Ad/d ~ 5 x 104) on HRPD over a period of
approximately nine hours (174 uA-hr). The raw data were corrected for incident fiux
(using a vanadium calibration), and cryostat and sampie attenuation. The last correction
was derived from consideration of the transmitted neutron flux and showed significant
structure from multiple~scattering self-attenuation effects. Rietveld refinement was
performed using the powder diffraction package developed at RAL [16] and based upon
the Cambridge Crystaliography Subroutine Library. The data ranged in d-spacing from
0.606 A to 1.778 A, consisted of 5382 points and included 1040 reflections. Small
impurity peaks were obtained in the diffraction pattern, caused somewhat remarkably
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by vanadium from the sample can and cryostat tails. At present these have not been
considered in the data analysis. Using a peak shape consisting of a double exponential
decay convoluted with a Voigt function (itseif the convolution of Gaussian and a
Lorentzian function) an excelient least-squares fit to the powder diffraction data was
obtained (figure 4). The refined structural parameters, including 18 atomic coordinates
and 36 anisotropic temperature factors, are listed in Table |. Table lists bond lengths,
uncorrected for libration, obtained in the present study and from the work of Jeffrey et
al [15). The agreement is good, with few statistically significant differences, these
probably resulting from systematic errors in the powder diffraction data. Experimental
and theoretically calculated anisotropic temperature factors are presented in Table Il
With the exception of the Ba2 temperature factors for three carbon atoms, there is a
remarkable agreement between the temperature factors obtained from HRPD and from
the single crystal data. More importantly, the anisotropic temperature factors for the
deuterium atoms calculated using harmonic lattice dynamical calculations {17]
significantly different from those obtained by powder and single crystal diffraction
techniques.

At the present stage of analysis it is ciear that the end results obtained from
refinement of HRPD data are only marginally inferior to the best single crystal data. Both
experimental techniques agree closely with each other, and differ from the theoretical
calculations, particularly in the values obtained for the anisotropic temperature factors
for the deuterium atoms. The powder diffraction experiment thus strongly supports the
single crystal study and indicates that further improved theoretical calculations are
required. The quality of powder diffraction results represents present state of the art at
ISIS. Further improvermnents in normalisation procedure and multiphase analysis are
currently under development and should lead to a precision and accuracy in moderately
complex structure determination that comnare very favourably with the best single

crystal results.

TABLE | - Refined Structural Parameters for Benzene from HRPD
space group Pbca

Z=2 molecular symmetry = 1

a=73551(3) A, b = 9.3712(4) A, c = 6.6984(3) A, V = 461.76A3

x/a y/o z/c Bigo (x 1074 A?)

C1 -0.06120(15) 0.14123(10) ~0.00519(20) 68(6)
C2 -0.14023(15) 0.04468(10)  0.12722(15) 66(6)
C3 -0.07770(15) -0.09689(12) 0.13264(20) 77(6)
D1 -0.10853(15) 0.25050(15) ~0.01187(25) 202(9)
D2 -0.24908(20) 0.07682(15) 0.22600(20) 202(8)
D3 -0.13821(20) -0.17136(15)  0.23703(20) 203(9)

Rp = 13.2% Ryp = 15.7% Rg = 10.8% x = 2.1




L e

Benzene: Bond-lengths (uncorrected for libration)
HRPD data (4 K) (present work)
C1-C2 = 1.3940(20) A C1-D1 = 1.0825(30) A
C2-C3 = 1.4047(30) A C2-D2 = 1.0815(30) A
C1-C3 = 1.3948(20) A C3-D3 = 1.0836(25) A
mean = 1.3978(15) A mean = 1.0825(20) A
Single crystal neutron difraction (15 K) (after Jeffrey et al 1987)
C1-C2 = 1.3069(7) A Ci-D1 = 1.0878(9) A
C2-C3 = 1.3970(8) A C2-D2 = 1.0869(9) &
C1-C3 = 1.3976(7) A C3-D3 = 1.0843(8) A
mean = 1.3972(5) A mean = 1.0864(7) A
TABLE il - Benzene at Low Temperatures: Anisotropic Temperature Factors (x10* A2))
Atom By Bz By B2 Bia B2
c1 80 68 89 3 7 0
77 58 7 3 () 7
792 67(2 88(2) a(1) 7(2) 6(2)
77(  42(6) 87(7) 1(5) 5(5) -3(4)
c2 84 87 82 -2 17 6
7 79 70 -2 17 9
74(2) 81(2) 79(2) 0(2) 17(2) 9(2)
Iy  58(7) 68(6) 9(4) 26(5) 12(4)
c3 86 79 82 10 11 8
73 72 70 10 1 -5
812) 75(2) 82(2) 10(1) 14(2) -3(2)
83(7) 57(n 92(7) 0(5) 18(5) -1(8)
D1 216 173 212 1 39 38
222 165 199 1 39 38
224(3) 114(2) 239(3) 12(2) 25(2) 46(2)
218(8) 121(7) 267(9) 19(5) 22(6) 31(5)
D2 184 226 218 5 56 56
170 217 202 5 55 56
183(2) 204(3) 208(3) -8(2) 88(2) 35(2)
170(8) 212(8) 225(9) -2(6) 120(6) 33(5)
D3 228 208 171 60 37 -2
215 199 158 59 36 -1
214(3) 171(2) 199(3) 58(2) 81(2) -18(4)
241(9) 155(8) 214(8) 75(6) 88(7) -20(5)
Key to parameters in above table :
Line 1 Harmonic calculation (15 K)

{Fitippini et al Acta Cryst A48 261-263 (1989))
Line 2 Harmonic lattice-dynamical caiculation (0 K)
Line 3 Neutron single crystal diffraction data (15 K) (Jeffrey et al 1887)
Line 4 Neutron powder diffraction data (4.2 K) (present work)




FULL AND PARTIAL STRUCTURE DETERMINATION

The single most important contribution to high resolution powder diffraction over the
past decade is widely recognised to be the Rietveld method which has, with current
machines, enabled complex structures with up to 100 parameters to be refined.
Structure determination, however, has proved for the most part to be intractable as a
routine procedure because of limited resoiution and the resuitant inability to resolve a
sufficient number of independent intensities to allow analysis by direct methods or
Patterson techniques. The new generation of instruments that possess (Ad/d)
resolutions of better than 0.001, have, in principle, the resolving power to separate a
sufficiently large set of reflections to permit structure determination. The successful
determination of the structure of ferric arsenate, FeAsO, [18] indicates that the most
significant contribution of the new high resolution machines may be the routine structure
determination of moderately-complex materials that are unavailable or costly to
produce as single crystals. Maximum entropy [19] and simulated annealing [20)
techniques also facilitate structure determination from powders.

The ab initio determination of a structure, whether from single crystal or powder
data, can best be understood in terms of five discrete steps :

1. Automatic indexing of the powder diffraction pattern

- determination of the crystal system and cell constants.

2. |dentification of possible (perhaps several) space groups from systematic
absences.
3. Evaluation of individual integrated intensities

- where N peaks overlap apportion intensities as I/N

- assign a small intensity |, for unobserved systematically present intensities where
lg is ~ one-tenth of the smallest observed intensity of similar d-spacing.
4a. Extraction of structural information, from the Patterson function, consisting of
ofientation and/or positioning of fragments and polyhedra, followed by either 4b or 5.
4b. Solution of the phase problem and determination of an approximate structure by
director methods for possible space groups.

5. Refinement, either from integrated intensities or by profile analysis, of the
approximate structure to obtain the final answer.

In many crystallographic problems, although a substantial fraction of the structure
is known, the position of a crucial fragment may be undetermined. A good exampie of
this, that is particularly applicable to neutron powder diffraction, is the location of
hydrogens in organic materials where only the non-hydrogen atoms (e.g. carbon,
nitrogen and oxygen) have been accurately determined from X-ray structure studies.
Two techniques have proved useful: (i) difference Fouriers, and (i) bond length and
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bond angle slack constraints in conjunction with profile refinement. An elegant example
of the former method is the location of benzene in sodium zeolite-Y {21}.

REAL TIME NEUTRON POWDER DIFFRACTION

High intensity neutron powder diffraction at medium resolution has become an
increasingly powerful tool over the past five years [22]. Applications have included
reaction kinetics and thermal diffractometry (the study of the evolution of a diffraction
pattern as a function of temperatwe). High temporal resolution is required; counting
times must realistically be less than ten minutes. Such measurements provide direct
information on the progress of a reaction but also may indicate structural
transformations and changes in morphology. Great care must be taken in thermal
diffractometry measurements that thermodynamic equilibrium hag been achieved for
meaningful resuits to be obtained. A notable example of this work, the study of
YBazCu305., as a function of temperature and composition, is described in an earier
section of this paper. Equilibrium was monitored by repeated measurements of lattice
parameters; at low partial pressures of oxygen equilibrium took as long as 24 hours (c.f.
run times were ca. 30 minutes).

Real ‘dme neutron powder diffraction has been pioneered on the D1b diffractometer,
ILL, Grenoble. The following example performed on this machine serves to ilustrate the
power of the technique. For a comprehensive survey see references [22].

Reliydration of WQ,,1/3H,0

WO;3.1/3H,0 is a relatively recently discovered hydrate of tungsten trioxide and has
an orthorhombic structure that is closely related to a hexagonal tungsten bronze. On
heating, this structure transforms into a new form of tungsten trioxide that at higher
temperatures changes into perovskite-related WO,. A neutron thermodiffractometric
measuremen of this sequence of dehydration and reconstructive phase transformation
shows that the initial dehydration transformation reaction occurs in two steps (see
figure 5). Firstly, the dehydration reaction occurs (note in figure 5 the decrease in the
incoherent hydrogen background confirming this) that does not change the initial WO,
framework. This is then followed by a reconstructive transformation to the hexagonal
tungsten bronze structure. Of note in the latter transition is the anomalously large widths
of the 0kO0 reflections associated with the dehydrated original framework. inthe tungsten
bronze phase thess peaks can be represented by the sum of two gaussian functions
at the same Bragg angle, but with an intensity ratio of 1:2. The stronger component has
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Figwre 5. Temperature variation of the neutron powder diffraction pattern of
WO,.1/3H0 (23].

a relatively narrow width consistent with the instrumental resolution of D1b; the weaker
contribution is rather broad and corresponds to an average crystal dimension of around
200A along the b-axis of the original structure. This observation provides information
about the reconstructive phase transition mechanism suggesting that it proceeds via a
shear of the initial structure perpendicular to the b axis. Thus, it is possibile not only to
detect intermediate stages in the course of a reaction, but also to obtain information
about the structural mechanism of transformations.

NEUTRON POWDER DIFFRACTION: FUTURE PROSPECTS

The preceding paragraphs give an indication of the diversity of problems that may
be tackled using neutron powder diffraction and the precision and accuracy with which
structural and related parameters may be determined. What does the future hold? Will
time—of-fight powder diffractometers supersede constant wavelength machines? Will
X-ray powder diffraction at synchrotron sources replace neutron diffraction?
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Aithough high resolution neutron powder diffractometers have greatly increased the
scope and possibilities of the technique, the need for yet higher resolution (Ad/d < 3
x 1074) is debatable. Atpresent, the majority of diffraction patterns that are collected on
machines such as the high resolution powder diffractometer, HRPD, at ISIS are
dominated by sample-dependent effects. However, there is a clear need for high
resolution diffractometers to have higher intensities. High resolution machines are
capabile of tackling more complex crystal structures. Since the total scattering power
from a sample depends on the number of atoms then the average peak intensity is
inversely proportional to the size of the unit cell. Very precise studies of moderately
complex materials such as benzene (this paper) with unit cell volumes of around 500 A3
take around 12 hours. Extrapolating this precision to unit cells of ~ 3000 A%, a
reasonable limit for the present generation of high resolution neutron powder
diffractometers, necessitates an order of magnitude increase in countrate for
reasonable counting times. Additionally, advances in powder diffraction software will
aliow, for exampie, complex line—-shape analysis and the study of incommensurate
structures.

The spectacular success of high intensity, medium resolution powder
diffractometers in the materials science highlights another area of development in
neutron powder diffraction. The ability to cofiect diffraction data with a Ad/d resolution
better than 3 x 103 in typically one minute will make an important impact in materials
science. Multiphase mixtures may be analysed in a quantitative manner. Reaction
kinetics measured in-situ in, for example, a zeolite catalytic rig will significantly increase
our understanding of such processes. Simultaneous structure refinement and
line-broadening studies will permit not only structural transformations to be studied but
aiso transformation mechanisms to be understood. The ability to perform a complete
structural study of small samples in, for example, a high pressure cell at 150 kbar is
currently under study at ISIS. Finalty high intensity will be invaluabile in the volume
pixel-by-pixel scanning of heterogeneous materials (e.g. a commercial battery under
discharge) or components under residual stress.

The three final examples mentioned in the previous paragraph benefit from
measurement at fixed angle on a time-of-flight diffractometer. This feature, along with
the ability to probe d-spacings of ca. 0.3A, gives time-of-flight diffractometers the edge
over their constant wavelength counterparts. However, both types of machine are
valuable instruments for materials science. The accuracy and precision with which
structures can be refined using neutron diffraction is impressive and unlikely to be
supplanted by synchrotron X-ray powder diffraction.
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THE APPLICATION OF NEUTRON TOPOGRAPH:. TO THE STUDY
OF X-RAY SENSITIVE ORGANIC CRYSTALS - A POSSIBLE
ALTERNATIVE TO X-RAY TOPOGRAPHY.

M. DUDLEY

Department of Materials Science and Engineering,
State University of New York at Stony Brook,
Stony Brook, New York 11794, U.S.A.

ABSTRACT.

Neutron topography has been carried out on organic single crystals of varying X-
ray sensitivity, in order to test the feasibility of the technique as an alternative to X-ray
topography for the study of the influence of defects on the solid state reactivity of X-ray
sensitive single crystals. Specimens studied include the diacetylene PTS, and Pyrene.
A comparison of the strain sensitivity and spatial resolution of the neutron and X-ray
based techniques is made. Preliminary results of dynamic neutron topographic studies
of the UV induced polymerization in PTS are presented. These results are compared to
those obtained from similar X-ray topographic studies.

Results indicate that the neutron technique can be a useful ally technique to the
analogous X-ray techniques in studies of the influence of defects on reactivity in specimens
of moderate X-ray sensitivity. In cases of extreme sensitivity, the neutron technique is
the only one available for studies of this nature.

INTRODUCTION.

Over a period of many years, considerable effort has been directed towards the
understanding of the role of crystalline defects in the reactivity of bulk single crystals.
A prerequisite for the capability to gather this understanding is the availability of a
non-destructive technique which combines high strain sensitivity with the capability
of imaging defects and strain in bulk single crystals. Generally, electron microscopic
techniques are not applicable in such studies due to induced beam heating, the fact that
the field of view of the technique is so small, and insufficient strain sensitivity. On the
other hand, X-ray diffraction topography [1),[2] (e.g. the conventional monochromatic
Lang technique) is a technique which allows both characterization of the bulk defect and
general strain distribution in large (cm?®) single crystals prior to reaction and subsequent
monitoring of this distribution during reaction, in a dynamic fashion. As such it has
found application in this kind of study [3]. In many instances reaction induced bending
and strain make it necessary to utilize White Beam Synchrotron Radiation Topography
which by pature has a greater inherent tolerance of lattice distortion than conventional
monochromatic techniques. Unfortunately, many of the reactive systems of interest
are also X-ray sensitive, which in some cases precludes extensive use of X-ray imaging
techniques. In some systems, it has been shown that suitable filtering of a Synchrotron
Beam to remove the generally more highly absorbed longer wavelength X-rays can reduce
X-ray induced reaction {or damage) to tolerable levels (4]. However, such methodology
would not be applicable in cases of extreme X-ray sensitivity. In these latter systems,
there is a need for a truly non-destructive imaging technique analogous to the X-ray
topographic technique. Neutron Topography is such a technique.

In the past, Neutron Topography has been applied to, for example, the characteri-
zation of crystals which have prohibitively high X-ray absorption [5]. Without a doubt
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the major thrust in Neutron Topographic research has been in the area of imaging of
magnetic structures in materials [6], [7] which exploits the magnetic scattering effect due
to the interaction of the neutron magnetic moment with the magnetic configuration in
the crystal. To date, no application of neutron topography to the study of X-ray sen-
sitive, reactive organic crystals has been reported. Here we report the first systematic
investigation of the feasibility of such applications of the technique.

Two systems were primarily studied. Pyrene (C,¢H;0) single crystals, which are rel-
atively X-ray insensitive, and 2,4 Hexadiyne-1,6-Diol-Bis-(p-Toluene Sulphonate) (PTS)
monomer single crystals which can be polymerized readily in an X-ray beam. These
latter crystals are consequently classed as relatively highly X-ray sensitive. Details on
the preparation of these crystals can be found in other papers (4],(8],(9].

EXPERIMENTAL TECHNIQUES.

For all systems studied here, neutron absorption is very low, and neutron induced
reaction is not expected to occur. Consequently, restrictions on exposure times are not
necessary.

Neutron topographic experiments, performed on both the $20 and D13 instruments
at the Institut Laue-Langevin (ILL), were designed so as to make maximum use of the
available neutron flux with minimum resolution loss from geometric effects [9],[10]. The
neutron flux is so low compared with typical X-ray fluxes, that a high resolution, colli-
aated beam experiment similar to the Lang technique is not feasible due to what could
be prohibitively long exposure times, Thus, a “Barth-Hosemann” [11] type geometry
is utilized, monochromatization of the incident “white” beam being provided by a cop-
per single crystal. However, this type of geometry inevitably implies some resolution loss
compared with conventional Lang type X-ray topographic geometries (or geometries used
with synchrotron sources), since specimen-film distances must be made large enough to
avoid impingement of the direct beam on the detector.

In considering diffraction geometries, only transmission geometries were sought as
the overall bulk defect structure of the crystals was of interest rather than near surface
structures. Criteria used in selecting diffraction geometries for the neutron topographs
included;- (a) Accessibility; obviously not all reflections are accessible in the transmission
Laue geometry, (b) Minimization of geometric resolution losses [9],[10], (c) Maximization
of diffracted intensity, achieved through choice of high Structure Factor reflections, and
(d) Correspondence with X-ray reflections; if possible, so that neutron and X-ray images
might be directly compared.

RESULTS.
(a) Pyrene

Figure 1 shows a Lang topograph (g =220, Mo K, radiation) taken from a (100)
cut protonated pyrene crystal platelet which contained the seed. This topograph is
recorded in the optimum X-ray diffraction geometry for this material, i.e. this reflection
gives the best dislocation images. Note the growth dislocations propagating towards the
{110} growth faces. Analysis of these dislocations on different reflections shows that
they are mixed in character. Unfortunately, neutron topographs recorded with the same
refleetion vector had very poor resolution due in part to the relatively small Bragg angle
for the reflection which meant that specimen film distances had to be increased to avoid
impingement of the transmitted beam on the detector. Therefore no comparison was
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attempted between neutron and X-ray topographs recorded with {220} type reflection
vectors.

| e |
Tmm

Figure 1. Lang topograph (g =220, Mo K, radiation) recorded from a pyrene crystal.

¢

Figure 2 (a) shows a white beam synchrotron X-ray topograph (g=441, A=0.54)
recorded from the same crystal. The image is a composite made from several separate
images, each recorded with the relatively small area white beam, available at the topog-
raphy station, X-19C, the NSLS Brookhaven, USA. The dislocation structure is seen to
the same as in figure 1, although the images are a little broader and more diffuse, due
to the narrower inherent perfect-crystal reflection curve width. For comparison, figure 2
(b) shows the corresponding neutron topograph (g=441, A=1.74) recorded from part of
the same crystal. The dislocation structure observed on figure 2 (b) is recognizable as
being the same as that on figure 2 (a), although clearly the definition and resolution of
the dislocation images on the neutron image is much inferior.

~
Tmm
(a) ®
Figure 2. (a) White beam synchrotron X-ray topograph (g=441, A=0.5A) from pyrene,
and (b) corresponding neutron topograph (g=441, A=1.74).

(b) PTS.

Figure 3 (a) shows a filtered white beam synchrotron X-ray topograph (g=104,
A=1.04) recorded on fast X-ray film (to minimize exposure (4], [12]) from a PTS monom-
er crystal. Note the “end-on” images of dislocations in the central growth sector. Figure
3 (b) shows a neutron topograph (g=102, A=1.7A) recorded from a similar crystal. It
is obviously very difficult to discern any clear evidence for the “end-on” dislocations on
the neutron topograph, and only by comparison with the X-ray image can the presence
of very weak contrast in the dislocated volume of crystal be discerned. The resolution
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of dislocation images on the neutron topograph (which is recorded in near optimum
geometry) is therefore grossly inferior to that on the X-ray topograph (also recorded in
near optimum geometry).

pr—
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(a) (b)

Figure 3. (a) Filtered white beam synchrotron X-ray topograph (g=104, A=1.04)

recorded from a PTS monomer crystal, (b) neutron topograph (g=102, A=1.74) recorded

from a similar crystal.

Neutron topographs recorded in situ during UV induced polymerization, from the
PTS crystal imaged in figure 3 (b), show little or no change in microstructural detail.
However, reaction was accompanied by changes in both experimental rocking curve width
(from which the sample mosaicity can be calculated [9]) and integrated intensity. Figures
4 (a) and 4 (b) show plots of measured integrated intensity, and calculated sample
mosaicity, respectively ((102) reflection), as a function of time in the UV beam.

[}
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[ ]
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5 10 15 s 10 s 20
TIME IN UV BEAM (hours) TIME IN UV BEAM (HOURS)
(a) (b)
Figure 4. Plots of (a) integrated intensity, and (b) calculated mosaic spread, respectively,
versus UV exposure, for PTS.

INTEGRATED INTENSITY (x10%n/s)
-

DISCUSSION.

One of the most important factors determining the resolution of dislocation images in
nentron topography is the width of the image itself. Generally the width of a dislocation
image on topographs recorded under low absorption conditions, such as are encountered
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in neutron topography, is determined by the projection (in the diffracted beam direction)
of the limiting width of the zone surrounding the dislocation line for which the effective
misorientation §(A8) is greater than the inherent perfect-crystal reflection curve width
[13]. For a very narrow (wide) inherent perfect crystal reflection curve width the limiting
distance from the dislocation line for which this is true will be quite large (small) and
so, wide (narrow) dislocation images would be predicted.

Such considerations have enabled the poor resolution of dislocation images on neu-
tron topographs versus X-ray topographs, of crystals such as silicon, to be attributed to
the extremely narrow inherent perfect-crystal neutron reflectior: ~urve widths [14]. How-
ever, inherent perfect-crystal neutron reflection curve widths for the crystals studied here
generally wider than their X-ray counterparts, so that based on strain sensitivity con-
siderations neutron dislocation image widths can sometimes be expected to be narrower
than the corresponding X-ray image widths. This is mainly due to the fact that the
neutron scattering length for carbon can be comparable to, or even greater than, the
product of X-ray scattering factor and classical electron radius (depending, of course,
on the relevant value of sinfg/A), whereas in the case of materials such as Silicon, the
neutron scattering length can be up to an order of magnitude smaller [15]. This means
that neutron Structure factors can be comparable or greater than the product of X-ray
Structure Factor and classical electron radius.

For example, calculation shows [9] that the inherent perfect- crystal neutron re-
flection curve width for the (441) reflection (4.48x10~% radians) is broader than the
corresponding X-ray width (0.97x10~% radians), so that based on strain sensitivity con-
siderations alone, dislocation image widths on the neutron topograph should be narrower
than those obtained on the X-ray topograph. However, observations indicate that, in the
case of protonated pyrene, dislocation images obtained on the (441) neutron topograph
(Figure 2 (b)) are clearly broader, and thus inferior, in both resolution and definition, to
those obtained on the (441) X-ray topograph presented {Figure 2 (a)). It is concluded
that the ill-defined, broad dislocation images are mainly due to the poor geometrical
resolution attained in the neutron topographic set-up even under optimum conditions.
In addition, the general noise due to the incoherent scattering from the hydrogen in the
system is expected to contribute to the lack of resolution.

In the case of PTS crystals it is not possible here to compare neutron and X-ray
images recorded with the same reflection vector [9]. It is, however, possible to compare
neutron and X-ray images recorded under the respective optimum conditions. From
examination of Figures 3 (a) and 3 (b) it can be concluded that dislocation images ob-
tained on neutron topographs recorded from PTS crystals are grossly inferior to their
X-ray counterparts. Neutron topographs recorded during in situ UV induced polymer-
ization showed little evidence of image modification, not showing the kind of contrast
changes routinely observed on synchrotron topographs. However, analysis of neutron
experimental rocking curves, recorded during reaction, provides a unique insight into
reaction induced strains. The observed increase in experimental rocking curve width
is attributable to a calculable increase in the mosaicity of the specimen crystal, which
is probably due to the fact that the UV induced reaction in PTS is restricted to the
top few microns of crystal, so that the lattice parameter changes accompanying reac-
tion, in conjunction with the heterogeneous reaction profile, lead to the formation of
inhomogeneous distortion fields. The decrease in extinction resulting from this increase
in mosaicity would then account for the increase in integrated intensity with UV dose.
Such analysis of experimental rocking curves as a function of UV dose affords invaluable
information on reaction induced strains, under conditions where the investigative probe
(the neutron beam) cannot itself induce reaction.




CONCLUSIONS.

Diffraction geometries, desirable for high resolution imaging, in neutron topography
of organic materials can be very restricted, due in part to the inherent nature of the
Barth-Hosemann geometry employed, with the constraints of minimization of geomet-
ric resolution losses [9], and to the difficulty in locating strong reflections suitable for
transmission imaging (dependent, of course, on the specific material). In some structures
geometries can be optimized, in others optimization can be difficult or impossible. How-
ever, even in optimimum geometries, the relatively large diffracted beam divergences lead
to significant resolution loss. On the other hand, in situ neutron rocking curve analysis
can provide important, non- destructive, information on reaction induced strains. In con-
clusion, provided suitable geometries can be found for the material of interest, neutron
topography can provide information analogous to that provided by X-ray topography
but with poorer spatial resolution. For the case of crystals which have extreme X-ray
sensitivity it is envisaged that neutron topography may be the only non-destructive bulk
imaging technique available, for large single crystals, which is capable of detailed defect
structure and strain analysis, and of analysis of strain evolution during reaction.
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ABSTRACT

Multiple sasll angle neutron scattering (MSANS) was used to follow
the evolution of the pore size distribution in c-A1203 through the

intermediate and final stages of sintering. This technique makes it
possible to determine nmicrostructure morphology in the 0.08 to 10 um size
regime under conditions where the total scattering cross-section 1is
dominated by elastic incoherent multiple scattering, as is often the case
for ceramics. The MSANS results indicate an initial decrease in the
effective pore radius from 0.19 um at 57% of theoretical density (TD) to
0.17 um at 79% TD. As the sample density further increased, there was a
transition region after which the effective pore radius grew rapidly to
20.5 um at 988 TD. Standard Porod analysis on scattering by the same
samples also indicates a transition between the intermediate and final
stages of processing. Both sets of results support a topological model of
sintering in which the interconnected pore network in the intermediate stage
of sintering decays in a stable manner. The pores become fewer, while
retaining the same diameter, as densification proceeds. In the final stage,
isolated pores remain.

INTRODUCTION

Knowledge of the microstructure evolution as a function of thermal
processing 1is important for the development of process models in ceramics.
For dilute concentrations of scatterers between 1 nm and 100 nm, small angle
neutron scattering (SANS) is invaluable for the determination of bulk micro-
structural parameters. The complementary MSANS technique, first described
by Berk and Hardman-Rhyne [1,2], is applicable when the scatterers are in
the 0.08 um to 10 ym size range. In such cases, the total scattering cross-
section 1is dominated by elastic incoherent multiple scattering. Effective
(volume-wveighted average) radii of the scatterers are extracted by measuring
the wavelength dependence of the scattering curves at low scattering vector.
Thus, it becomes possible to investigate thicker and denser materials than
is possible with SANS. Of the many methods avajilable for the determination
of microstructure morphology, MSANS and SANS have the advantage of being
able to measure both open and closed pores.

In this work, an investigation of the microstructure evolution of a-

A1203 as a function of thermal processing was conducted. This is a system

for which the process models [3] are coamparatively well-understood, and thus
it can serve as a wmodel system for the new scattering techniques. An
earlier study of microstructure evolution as a function of thermal
processing in porous silica [4] has demonstrated that MSANS and SANS
effectively cover the full range of relevant microstructure sizes. For the
alumina system, MSANS was used throughout the intermediate and final stages
because the pore sizes were large. Standard Porod [5] analysis, performed
on the high angle portion of the scattering curves, vas used to determine
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total scattering surface areas, from which effective (surface area-weighted
average) pore radii were calculated.

MSANS THEORY

The interaction of neutrons with matter is determined by the phase
shift, v, that a plane wave undergoes in traversing a particle of radius, R.
This phase shift depends on the index of refraction of the particle or void,
An, relative to the scattering matrix such that v=(4x/))AnR, where A is the

neutron wavelength. Ax—AbAz/Zl, vhere Ab {g the relative scattering length
density, or contrast, of the particle or void:

&b - zc:ol.lbi./v cell aatrix’ L
Thus, the phase shift v is given by
v = 28bRA, (2)

meaning that it is directly dependent on the materfal contrast, the
dimensions of the scatterer and the neutron wavelength.

If v << 1, the measurement {s in the conventional SANS diffraction
regime. The form of the scattering curve as a function of the scattering
vavevector Q (where |Q| - 2x¢/A, and ¢ {s the scattering angle) {is
independent of neutron wavelength and depends only on the particle
dimensions. On the other hand, if » >> 1, the experiment involves wmultiple
refraction, where every particle scatters and geometrical optics applies.

The scattering curve depends on neutron wavelength as Az. When v <1, the
MSANS diffraction formalism applies [1,2] and the scattering curve broadens
as a function of neutron wavelength. The predicted neutron intensity {is

approximately gaussian at Q = 0 and has a width nearly proportional to 12.

Even though the wavelength dependence is the same as that for aultiple
refraction, the fact that v <1 allows an effective particle radius,
R.ff(O), to be determined from the wvavelength dependence of the radius of

curvature, rc, at Q = 0 of the scattering spectrum.
A measure of the amount of multiple scattering is given by the

parameter z which 1is the sample thickness, z, divided by the statistical
mean free path length, 2.

i-z/1-1.5 ¢z(Abx)2n‘ff(0). 3

vhere ¢ is the volume fraction of scatterers and the dimensions of the

parameters sre expressed in centimeters. z is related to the scattering
radius of curvature vis an empirical relation [2]

r (QR] - 0.926(2 ?-%%%)%5 for i > 5. (%)

For > 10, the sgreement with the theory is better than 0.1s. The analysis
requires only the sample thickness, the wavelength dependence of the radius
of curvature, the scattering volume fraction (which is a refinable
parameter) and the scattering length density to derive .‘oft‘(o)’ For large

Q, the scattering is determined by the single scattering Porod law (5],
vhich applies even vhen the region near Q = 0 is dominated by multiple
scattering (1].
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ALUMINA SAMPLES

i The samples were Baikowski alumina powder (CR6), slipcast to an average

- green density of 53% TD. The slip consisted of 43.5 vol.% alumina powder
mixed into water, along with 0.5 wt.8 of a polyelectrolyte dispersant
(Darvan C). The suspension was ultrasonicated for 15 min and allowed to set
overnight before being poured into moulds with teflon rings on top of
plaster-of-paris blocks. After 55 minutes, the moulds were removed from the
blocks and sealed in a container overnight. The partially-dried samples
were then removed from the moulds and sealed in containers for 2 days. The
containers were then opened to the air for an additional 5-7 days before a
series of oven-drying steps were performed as follows: 2 days at 64°C, 1
day at 81°C, 1 day at 102°C and 1 day at 116°C, after which a dry, solid
green body is obtained. In this fashion, a family of eight nearly-identical
samples were prepared.

During sintering, samples were removed one by one from the furnace
to yield examples of material between 56.5 and 98¢ TD. Figure 1 is a time-
temperature curve for the sintering. Each circle represents a sample
removed from the furnace and the number alongside i{s the measured ATD.

NEUTRON SCATTERING MEASUREMENTS

Measurements were made at the 20 MW research reactor at the National
Institute of Standards and Technology (NIST, formerly the National Bureau of
Standards). The NIST SANS facility [6] includes a velocity selector for
choosing the mean incident wavelength, A, of the neutrons with a spread,
A\/A = 0.25, Copious neutron fluxes can be obtained in the wavelength
region between 0.5 and 2.0 nm due to a cryogenic moderator installed in the
reactor core. The neutron beam is collimated with a 12 sm aperture which
follows the velocity selector and a 8 mm aperture which precedes the sample

Figure 1. Sintering time-
temperature curve for the
slumina samples sintered to
densities ranging from 56.5
to 98s TD.
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position. Scattered neutrons are detected by & 64 x 64 ca’ position-
sensitive detector divided into 128 x 128 pixels. The data are circularly
averaged to produce one-dimensional intensity, I(Q), versus Q curves. For
Porod analysis, scattering cross-sections are placed on an absolute scale by
norsslizing to that of a standard silica gel sample measured under the same
conditions.

RESULTS AND DISCUSSION

NSANS measurements were performed on each sample at a winimua of 5
different neutron wavelengths. The scattering curves exhibited the expected
broadening with increasing neutron wavelength. Gaussian fits were made to
each curve in the range extending from 90% of I(0), the intensity at Q=0, to
45% of 1(0). The scattering curves no longer fit well to a gaussian in the
higher Q region, where the scattering intensity falls below 408 of 1(0).
For each fit, a radius of curvature was extracted from the standard

deviation, r, = JI/26. Blank spectra (vith no scatterer in place), measured

at each wavelength, vere also fitted in order to make a correction for the
instrument function. The wmeasured values of L (symbols) along with the

theoretical values determined using the MSANS formalism (solid 1lines) are
plotted versus neutron wavelength in Figure 2 for each sample. The
densities measured volumetrically and those determined by the neutron
scattering are shown in the inset to the figure. The derived values of
R‘“(O) fit the theory well for all samples measured.
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l.“(O) vas derived from Figure 2 for each alumina sample. A plot of
l.ff(O) as a function of OTD is fllustrated {n Figure 3, along with the
average pore radius, l.“(-). derived from single particle Porod measure-

ments assuming spherical scatterers. The MSANS determinations, which are
strongly weighted to the larger volume particles [4], indicate that the
average pore radius for the distribution within the alumina decreases
slightly from 0.19 um to 0.17 um in the intermediate sintering stage and
incresses sharply to >0.5 pm in the final stage. The Porod determinations,
vhich are weighted to the smaller volume particles, indicate an average
pore radius that s slowly increasing during the intermediate stage of
sintering and more rapidly increasing during the final stage. Both results
indicats a transition in the microstructure wmorphology betwesn 85 and
958 TD. The quantitative differences arise in part because l.“(O) is

derived from a measure of the volume fraction of voids in the systea and
R.“(-) from a measure of the total surface area in the spaces (or necks)

between tetrahedrally positioned particles. Mercury porosimetry
measurements (R.A. Page, unpublished results) performed on the samples below
858 TD, where open porosity is expected, agree qualitatively with both sets
of SANS results and the average pors radil are quantitatively closer to the
l.a(-) values.

The i{mportant result of both the SANS and porosimetry measurements {s
that the effective pore radius remains relatively constant through the
intermediate stage of sintering. This is consistent with intermediate stage
sintering models in which topological decay of an {nterconnected pore
network 1is taking place [7]. Throughout the intermediate stage of
sintering, the ratio d/sv. or volume fraction to surface area per umnit

volume, is constant [8]. Consequently, the pore channels retain a constant
diameter as densification proceeds.

The effective pore radii measured with MSANS correspond to the cross-
ssction of the pore channels. The average length of the pore channels is
>10 pm, which is beyond the range of the MSANS techniqus. Thus, l.ff(O)

| I T 1]
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Figure 3. [Effective pore radii for the alusina samples as a function of
percent theoretical density determined from the MSANS formalisa (l.“(O))

and from the single particle Porod measurements (l.“(-)).
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remains relatively constant as densification proceeds and the pore channel
network decays.

Before the channsls have disappeared altogether, a transition into the
final sintering stage occurs in which the porosity becomes isolated. Pore
isolation possibly occurs due to a rupture or "pinching off" of the channels
as they can no longer maintain their length while at the same time remaining
stable against the increasing sintering force (7). The isolated pores are
more spherical, having diameters which are greater than the cross-sectional
diameters of the original channels, yet small enough to be within the MNSANS
range. As the number of isolated pores increases, the larger dimension
makes an increasing contribution to the total r-attering, until it finally
dominates the MSANS cross-section. Thus, l.“\f‘ ; increases gradually as the

transition from intermediate to final sintering stage begins. Late in the
final stage, & wmore rapid increase is sesn as the microstructure becomes
dominated by the isolated pores.

CONCLUSIONS

The transition from one sintering stage to another in sintered alumins
was detected by small angle neutron scattering. The effective radius of the
pore size distribution, as measured by both multiple small angle neutron
scattering and single particle Porod scattering, remained fairly constant
throughout the intermediate stage of sintering, with a rapid increase as
densification proceeds beyond 858 of theoretical density. The results are
consistent with sintering models vhich equate the intermediate stage with
the decay of the topological network of channels and junction pores in the
system. Before complete decay can occur, a trsnsition into the final
sintering stage occurs in which the porosity becomes 1solated spherical
voids.
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THERMAL DIFFUSE SCATTERING IN NEUTRON TIME-OF-FLICHT POWDER PATTERNG i
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ABSTRACT

Inelastic scattering from lattice phonons contributes a significant
fraction of the observed Bragg intensity in time of flight neutron powder
patterns of transition metal wmonoxides at elevated temperatures. Ignoring
this thermal diffuse scattering (TDS) leads to errors in the site occupations
of defects present in these materials. The intensity from one phonon TDS has
been calculated as a function of time-of-flight and used to correct the
measured intensities. The effect of this correction on the results of
Rietveld profile refi t 1s disc d.

INTRODUCTION

As the use of profile refinei.ent techniques coupled with time-of-flight
(TOF) neutron powder diffraction are extended to refine not only atomic
positions but slso site occupations, data corrections such as extinction,
absorption and thermal diffuse scattering (TDS) become more important. While
these corrections have been formulated for constant wavelength expecriments,
for wavelength dispersive measurements only simple empirical corrections are
commonly employed in the profile refinement, and corrections for TDS are
usually $gnored. In particular when samples are wmaintained at elevated
temperatures, where neutron-phonon interactions are most significant, the TDS
correction can be quite large.

A correction for the one-phonon scattering in a TOF powder pattern for
monatomic cubic materials has been derived (1). However few calculations of
this contribution to TOF powder patterns have been made. Higher order (two
phonon, three phonon etc.) scattering processes also occur, but in general
these give a featureless background that is taken care of with background
subtraction (2J. In this paper we report TDS calculations for the rocksalt
structure monoxide, Fe, O, at elevated temperatures.

EXPERIMENT

In a TOF powder diffraction experiment it is the total time of flight
that is wmeasured; there is no way to discriminate inelastic scattering
events. The detected TOF is related to the magnitudes of the incident and
scattered wavevectors, k, and k; respectively, by:

] L L
t(k, k) -_i".( _kl . T’ ) n
i £

where L, and L, are the path lengths for incident and scattered neutrons, m,
is the mass of the neutron, and h is Planck’'s constant. For any time t there
will be inelastic scattering contributions due to many different ccmbinaticons
of k kg, (ks*k,), each combination weighted by the incident neutron flux <n
the sample, i(k,). The cross-section for first-order thermal diffuse
scattering will then reslly be a function of k, and k; and not simply the
TOF. An effective cross-ssction as a function of TOF can be calculated bLy
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integrating over all combinations k,,k; giving scattering vectors in the
Brillouin zone, and for each pair determining if both energy and momentum are
conserved. If one-phonon scattering can occur, the intensity is calculated,
divided by the incident flux on sample for the appropriate TOF channel to
yield the effective cross-section, and added to the sum in a histogram. (In
an experiment, neutron events occuring over a time increment At, of order a
few microgseconds, are summed together in one time channel. The entire
spectrum is then represented by several thousand time channels.)

Several simplifying assumptions are used in deriving the one-phonon
cross-section and thesa are worth noting : 1) Only cubic crystals are
congidered, 2) the Brillouin zone is replaced by a sphere of equal volume,
with radiys q,, thereby preserving the total number of phonon modes, 3) the
mean number of phonons, n,(q), of frequency w;(q) at temperature T, is
evaluated in the high temperature limit, 4) all phonon modes are either pure
longitudinal or pure transverse, and 5) linear chain dispersion approximates
the true phonon dispersion. The last two assumptions are reasonable in that
the calculation is for a powder, where the exact orientation of each grain is
unknown. Averaging over all possible orjentations will average out the
distinct phonon polarizations. In the case of the one-phonon contribution to
x-ray powder patterns of cubic metals, a model neglecting dispersion and
using only one velocity for all phonons (3) differed in TDS contributions to
the Bragg peaks by only 52 from a model that accounted for dispersion and
phonon polarization {4). The phonon frequencies are given by:

9. ‘l’q

w‘(q)._‘_ @)

where w,(q) is the phonon frequency associated with phonon wavevector q, and
V, is the sound velocity for phonon branch (polarization) i. The velocities
V, are calculated from the elastic constants and macroscopic densities.

The probability that an incident neutron, of wavevector k,, scatters

inelastically from a phonon in the powder sample into solid angle (,
subtended by the detector at the sample, with final wavevector k; is given by

| B e (@)|%n(q)e272+€12) q

)

3

dzoﬂ,s . No h kf
dfddk, lexM m“k E

q
w, (q) HrV cos(
1 i 2

where H is the scattering vector, ¥ is a reciprocal lattice vector, q |is
the phonon wavevector, and e,(q) is the phonon polarization. The sum over i
includes the three acoustic branches, and € is +1 for phonon absorption, and -
1 for phonon creation. The bar above the L.H.S. denotes an average over all
grain orientations. The derivation of Equation 3 can be found in Ref. 1. In
calculating the first-order phonon scattering in polyatomic cubic materials
like FeO, some additional changes in the cross-section derived in Ref.l were
necessary. There are two atoms per primitive cell, and this introduces optic
modes in the phonon spectra. To be rigorous the sum over the polarization
states, i in Equation 3, should now extend to six to include the optic modes.

Since the cross-section goes as llu’, and the optic mode frequencies are much
higher than the acoustic frequencies, they contribute much less to the phonon




scattering. Furthermcre, the optic mode frequencies don't go to zero as q
ges to zero, so the contribution under the Bragg peaks, which is the prizary
concern, does not peak as it does for the acoustic modes. For the
calculations that follow the contributions to the inelastic scattering from
the optic modes have been ignored. Acoustic modes represent in-phase motions
of the atoms in the unit cell, so the atomic mass is replaced by the average
atomic mass M° of the different atoms in the unit cell. Furthermore with two
atoms per unit cell the temperature factor is no longer easily represented as
one factor; instead isotropic temperature factors for each atom are applied
within the coherent crogs-section 0., defined as :.

g, = |Z: b,_c""exp[-zu(hxn + ky, + lzn)l" %)

The one-phonon intensity for one point k ,k; will be approximated as :
7

de
Lyps(Cky ke) = 1(k‘)‘_“_u_‘:;” P(k,)Ak Ak AD )

where P(k;) is the calculated efficiency of a cylindrical *He detector for
scattered neutrons of wavevector k,, and Ak, and Ak, are the spread in
wavevectors k, and k; equivalent to the time channel width At, which can be

obtained by differentiating Equation 1 with respect to t. The number of
neutrons incident on the sample over the time channel that encompasses time ¢t

i1s :

1(k,)P(k,)ANAK (6)

where k, is the wavevector of elastically scattered neutrons (k,=k,=k.) giving
time-of-flight ¢, and Ak, is evaluated by differentiating Equation 1.
Dividing Equation 5 by Equation 6 gives the contribution to the cross-section
from the point k,,k, as :

1(k,)P(k,)No 0 K AK"E? > [8-e,(a) [? (n,(q)+1724€12) q
1(kg)P(ke) 167 m "Lk, At 4 ,(q) Hrv‘coa(:—:-)

_ﬂns (f.,kl !kf) -
40

)

The cross-section has two singular points. As q goes to zero the cross-
section diverges as 1/q. This divergence is handled by always excluding the
q=0 point from the calculation. Once all the other points on the grid have
been sampled, the central element containing q=0, is subdivided into smaller
elements. The central element is subdivided into more and more elements until
the calculated cross-section over the whole central element, excluding the
small element containing the ¢=0 point, changes by less than five percent,

Similarly as q approaches its maximum value, q,, at the zone boundary,
the argument of the cosine in the dencminstor of Equation 5 goes to x/2, the
cosine goes to zero, and again the cross-section diverges. The divergence at
q=q, is eliminated by limiting q to 0.90 of q, or less. This will have an

L
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effect only on the TDS profile near the zone boundary, far away from the

Bragg peak.
To calculate all possible combinations k,,k; in the Brillouin zone, a

discrete summation over the magnitudes of k, and k;, is performed. This two

dimensional grid of points is centered at the wavevectors giving the Bragg
peak, point k,-k,:kp, determined by equating Bragg's Law with the neutron

wavelength :

A= X
L4

= 2dy,,81ind ®

’F‘N

= ht

oL
where L=L,+L,, and is bounded by a circle of radius q,. The grid spacings Ak
in k; and k; are set equal to one another and evaluated for t=t ., and a time
channel width At of a few microseconds. For a material of lattice constant
4X the radius of the grid, q,, is of order 1.5 4! while the grid spacing Ak

is in the range 5+¢107 to 5«10 &%, depending on the TOF of the Bragg peak.
Calculation of the TDS for one Bragg peak involves 'l'q.zlAk! iterations (2*106

to 2+10° iterations). Note that the grid spacing Ak increases in size as
l/:z, while the grid area, ¥q,, remains constant. The number of iterations

goes as 178k% or as t'. The bulk of the calculation time is therefore spent
on peaks at large TOF ( with large d-spacings). A typical calculation time
for 30 peaks for FeO takes about 12 hours of CPU time on a DEC VAX 11/730
computer.

Neutron powder diffraction patterns of Fe; O held in-situ at elevated
temperatures iIn an appropriate gaseous environment were obtained at the
Intense Pulsed Neutron Source at Argonne National Laboratory. The details of
these measurements have been reported elsewhere (5). Powder patterns were
collected at 90° two-theta with a time channel increment of B8us over a TOF
range of 3000 to 30,000 us. TDS calculations were performed over the same TOF
range for temperatures in the range 1123 to 1373'K. Elastic constants were
taken from Ref. 6 and densities from Ref, 7.

The units in the TDS spectrum calculated with Equation 7 are barns/unit
cell and have magnitudes in the range O to 10. Before the calculated TDS can
be subtracted from the raw data, two conversions must be performed. First the
TDS cross-section, Equation 7, must be converted to neutron counts for the
given number of monitor counts. The conversion to units of counts is
performed by first calculating the incident beam power in units of
counts/barn/monitor count from the incoherent scattering of a vanadium
standard sample measured in the same scattering configuration (this
eliminates evaluating Af}). After multiplying the calculated TDS spectrum by
this beam power and the sample volume in units of unit cells, the resultant
spectrum is then scaled to the data of interest based on the total number of
counts in an incident beam monitor. With the TDS on the same scale as the raw
data, the TDS profile wust be convoluted with the Bragg peak shape. This
serves two purposes : the Bragg peak shape is a first order approximation to
the instrumental resolution function which has not been included so far, and
second, this conditions the shape of the calculated data so that when it is
subtracted from the raw data it does not introduce an error in the shape of
the remaining Bragg peak. Since the peak shape function utilized in Rietveld
analysis of TOF powder patterns is computationally simple (8), the
convolution with the calculated profile 1s straightforward and the TDS is
then subtracted on a point by point basis.

RESULTS

The calculated profile of first-order TDS for Fe; O at 1123°K is shown
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in Figure 1 on the same scale as the measured powder profile. The TDS
intensity for the less intense odd hkl reflections at large TOF are nearly
indistinguishable from the background. The intensity of the TIDS peaks
increases swmoothly with increasing sinf/A until the temperature factor
decrease becomes predominant. Unlike single crystal samples (9] no large
increase in TDS is observed at the point where the neutron velocity exceeds
the velocity of sound 4n the crystals. This 1is probably due to the many
combinations of k,,k; that contribute to any one point. However, the small
size of the TDS peaks st low TOF is deceiving. Integrating the Bragg peaks
before and after the TDS correction, one finds that at low TOF the correction
is of order 20 percent. (Calculations for isostrucutral MnO at 1673°K show
this percentage can easily be 30 percent or more.) The magnitude of the
correction to the integrated intensities are in good agreement with
corrections calculated for constant wavelength x-ray powder diffraction on
FeO at gsimilar temperatures (101.

The effects of the TDS correction are easily found by refining the
powder profile both before and after the correction. Wiistite has the rocksalt
structure (Fm3m) with cations that incompletely fill the 4a sites, anions at
the 4b sites, and a small percentage of interstitial cations on the 8¢ sites.
The temperature factor for the interstitial cations was constrajined to always
equal that of the octahedral cations, and the sum of the site occupations for
the octahedral and tetrahedral cations was constrained to equal the known
sample composition. The results of these refinements for the tetrahedral site
occupation ,t,, in Fe, ,,,0 at 1323°Kk are given in Table I. To eliminate
uncertainties due to other data corrections the values for the extinction and
absorption were fixed at the values determined from the uncorrected data
refinement. As expected the isotropic temperature factors By, and B, for the
corrected data were slightly higher than for the uncorrected data (2). The
increase in the temperature factors are in good agreement with the increase
observed when a TDS correction was made to Bragg intensities from Fe, 0
collected with constant wavelength neutrons ([11). The occupation of the
interstitial cation site appears to increase by 10%, a significant amount
considering the small site occupation, but when confidence limits are placed
on these values the data overlap. Most important the fitting statistics
changed only slightly, indicating peak shape changes were not the cause of
the observed parameter changes. Copies of the program are available on
request from the author or from IPNS.

CONCLUSIONS

1) First-order thermal diffuse scattering profiles have been calculated
for Fe, O at elevated temperatures. The magnitude of the corrections to the
integrated Bragg intensities are in good agreement with calculations
performed by others for constant wavelength x-ray and neutron powder
diffraction on the same material.

2) As expected the temperature factors increased slightly, but the
interstitial site occupation remained the same.

3) Thermal diffuse scattering profiles for cubic materials can be
generated in several hours, and incorporated directly into the profile
refinement process.
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Table I. Results of Rietveld Refinements Before and After Ccrrecticn for
First-Order TDS in Fe, 4,0 at 1323%

Before After
tre(%) 3.33(12) ' 3,65(18)
B (AD) 2.79(2) 2.90(4)
Bo(A%) 3.16(2) 3.30(4)
Scale 0.1629(7) 0.165(5)
0BS. 453 453
VAR. 15 13
R(P; %) 2.3298 2.457¢6
R(WP: %) 3.2998 3.5410
R(FY; %) 4.3524 3.5619
R(EXP; %) 1.9698 2.0467
X 2.81 2.99

R(FY; 1) = 1001501 1/ 5] Toyl

R(P; %) = 1002Z]¥o,-Y, |/ Z| Yol

R(WP: 2) = 100w(SCHu(Yope-Yapro) 1/ 0HA (Y000 )"
R(EXP; %) = 100s(§ DECREES OF FREEDCM/Z('«*(YO.S)ZJ)"'
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Figure 1. Calculated one-phonon TDS (lower curve) for Fey 4,0 at
1123°K on same scale as measured powder diffraction profile.
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REAL SPACE METHOD OF POWDER DIFFRACTION
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T. EGAMI!, B. H. TOBY!, W. DMOWSKI!, Chr. JANOT? AND J. D. JORGENSEN®
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ABSTRACT

The use of high-energy neutrons from pulsed or hot sources allows the
method of atomic pair distribution analysis to be applied to the structural
determination of crystalline as well as amorphous solids. This method
complements the standard crystallographic methods in studying non-periodic
aspects of solids with or without long range order.

INTRODUCTION

The method of atomic pair distribution function (PDF) analysis has
traditionally been used almost exclusively in studying the structure of
liquid and amorphous materials for which the standard crystallographic
methods are powerless [1,2]. In principle, however, this method is
applicable to any powdered materials including crystalline solids. If the
solid is perfectly crystalline, there is no advantage in using this
approach, while if the solid contains a high density of defects or a high
degree of disorder, the PDF method is an attractive alternative to the
standard methods. What prevented the wide use of this technique for ordered
materials so far was the termination errors which were often introduced in
the course of Fourier-transformation and reduced the accuracy of the PDF
[2]. This situation was greatly improved by the advent of pulsed and hot
neutron sources and synchrotron radiation, which provide neutrons and x-rays
with higher energies than have been normally available. In this paper we
briefly describe the method, review recent results obtained by this method,
and discuss future promises held by this method which we propose to call the
"real space method for powder diffraction”.

THE PDF ANALYSIS

The instantaneous isotropic atomic pair distribution function, o(r), is
determined by the Fourier transformation of the total structure factor S(Q),

p(0) = 5o + 78 [ (5@ - 11stncanace )

where p, is the average atomic number density, Q is the scattering vector
[1,2}, and

S(Q) - IS(Q,w)dw ) (2)

whers S(Q,w) is the dynamic structure factor, w is the energy transfer by
scattering, and the integration covers only the energy range for phonons
[3). For x-ray scattering Q is almost independent of w for phonons, so that
the measured scattering intensity corrected for absorption, Compton scatter-
ing, multiple scattering and the atomic scattering factor <f(Q)>?, directly
glves S(Q). For neutron scattering without an energy analyzer the measured
intensity is not exactly equal to S(Q) because of the w dependence of Q, but
after the Placzek correction (4] S(Q) is obtained in approximation.

The range of integration in equation (1) is from 0 to =, however, in
practice S(Q) can be deterained only up to a limiting Q value, Q___, which
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depends upon the energy of the incident photons or neutrons, and the
integration is terminated there. With a room temperature thermal neutron
source Q cannot exceed 12 1/A, which is hardly sufficient in evaluating

the integration accurately. On the other hand a large portion of neutrons
emitted from a pulsed source are epithermal, and have higher energies.
Accordingly S(Q) can be determined up to 30 ~ 40 1/A, and $(Q) and p(r) can
be obtained with a high accuracy as shown in Figs. 1 and 2 for f.c.c.
aluminium. The data shown in Figs. 1 and 2 (5] were obtained at the SEPD
station of the Intense Pulsed Neutron Source (IPNS) of Argonne National
Laboratory. Since p(r) describes an instantaneous nuclear correlation, the
peaks have a non-zero width even at T = 0 K due to the zero-point oscilla-
tion. The peak width which fits the best to the data, 0.086 A, is very

close to the one expected from the Debye model, /2<u?> = 0.083 A [6].

In general, if the PDF peaks are Gaussian with the standard deviation
of O then the structure factor is given by the Debye-Waller form

S(Q) = {50(Q) — llexp(-28Q%) + 1 , 3)

where B = at/2 and S4(Q) is the structure factor for a system with a PDF

composed of §-function-like peaks. Thus a rule of thumb for the range of Q
is

Qmaxar 23 . %)

This ensures that the integrand of (1) is of the order of the 30 value of
the Gaussian distribution (~ 0.01). For metallic glasses, for instance, %,

is about 0.15 A or so, thus Qmax should be at least 20 ~ 25 1/A, while for

crystalline solids it has to be larger, typically 30 ~ 40 1/A. For complex
solids such as quasicrystals, Q[S(Q) — 1] decreases rapidly with Q, and Q

does not have to be greater than 20 1/A.

On the other hand experimental limitations in the resolution in Q do
not present a significant problem in the PDF analysis. If the resolution
function is Gaussian with the standard deviation of aQ, it results in a slow
decay of the PDF with a Gaussian envelope,

P(r) = po + [p (1) = polexp(-r2/2)3%) , (5)

where ps(r) is the PDF determined with a perfect resolution, and A (= l/aQ)

is the resolution distance. For a medium range resolution such as 0.01 1/A
(HWHM) , the resolution distance is over 100 A, so that unless the PDF is
calculated up to very large distances the Q resolution is unimportant.

In fact for carrying out a successful PDF analysis it is better to
reduce the experimental O resolution and increase the neutron or photon
count in order to reduce the statistical nolse, which is the most important
source of inaccuracy since the range of Q accessible with pulsed neutrons is
sufficiently large and renders the termination error less significant. From
equation (1) it can be shown that the statistical noise is given by

Bp(x) = -2-}5; [ I 4ELZ{I'“;‘:(Q'; aQ ]1/2

-1 [J‘_O.m 2 )
2/2x%r xc(Q)
where Ic(Q) = N(Q)/AQ is the scattered neutron intensity, with N(Q) being

the actual neutron count and AQ the spacing of the Q values at which the
data were taken [7). Thus Ap(r) decreases inversely with r, as seen in Fig.
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Fig. 1. Total structure factor of f.c.,c. aluminium at T = 10 K determined
by the pulsed neutron scattering at the IPNS. The value of S(Q)
at the peaks below Q = 10 1/A is out of scale. It exceeds 100 in
this resolution (AQ ~ 0.01 1/A below 10 1/A) at some peaks.
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Fig. 2. The atomic pair distribution function of €.c.c. aluminium obtained
by the Fourier transformation of S(Q) shown in Fig. 1 [5]. The
dashed line is the calculated PDF with Gaussian broadening to
represent the zero-point lattice vibration.
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2. 1In collecting the diffraction data, consideration should be given to
minimize equation (5), by spending more time at high Q ranges than low Q
ranges.

If we use a triple-axis spectrometer we can determine the elastic
scattering intensity, $(Q,0), within the energy resolution of the analyzer.
The Fourier transform of S(Q,0) is the average density-density correlation
function which is slightly different from the instantaneous PDF in that the
dynamic correlations are missing. This method was first applied to the
study of 5102 glass [8], and was recently used for the study of superconduc-
ting TIZBaZCaCuZO8 using the hot neutron source of ILL. The data from this
experiment are being analyzed.

RECENT EXAMPLES: SUPERCONDUCTING leBazcaCuzo8

The structure of superconducting oxides has been extensively studied by
various methods, and their average crystallographic structure is now well
known. However, these structures often contain anomalously large tempera-
ture factors which describe the amplitude of thermal lattice vibration
{9,10]. Such large temperature factors usually imply displacive disorder on
a local level which is not adequately modeled in the standard crystallo-
graphic analysis. We applied the PDF analysis on the pulsed neutron powder
diffraction data of superconducting oxides obtained at the IPNS, and were
able to determine the local atomic correlations undetected by crystallo-
graphic methods. Here we briefly describe some of the recent results

obtained for lenaZCaCuzo8 (Tc = 110 K).

Displacive Oxder of Tl and O

The amplitude of thermal vibration of oxygen in the T1-0O plane
determined by single crystal x-ray scattering as well as powder neutron
scattering [9,10] is as large as 0.4 A, while it is expected to be of the
order of 0.1 A. By analyzing the pulsed neutron PDF we found that both Tl
and O atoms in the T1-O plane are deviated from the crystallographic high-
symmetry sites, forming displacive short range order [11]. The distance
between the Tl and O sites in the crystallographic (tetragonal) structure is
2.73 A, vhile the sum of the fonic radii of Tl and O is 2.28 A [12]. The
displacements cause half of the T1-O pairs move closer to a distance of
about 2.3 A while the rest of them move further apart, thus as a whole
minimizing energy.

Anomaloug Temperature Depepdence

A careful study of the temperature dependence of the pulsed neutron PDF
produced evidence of structural anomaly in the vicinity of the superconduct-
ing transition temperature. It was found that the PDF shows a qualitative
change across the transition, and as shown in Fig. 3 [13] the PDF amplitude,
Ap, defined as the average height of the PDF peaks at 3.4 and 3.85 A
measured from the valley at 3.6 A, deviates from the normal temperature
dependence shown by a solid curve. This curve was calculated based upon the
phonon density of state of this compound determined by an inelastic neutron
scattering measurement carried out at the ILL using a triple-axis-
spectrometer IN-1. The result shown in Fig. 3 was produced using primarily
the data from the detector bank placed at the scattering angle (2#) 150°,
while a more rscent result using also the 90° detector bank shows an even
more pronounced anomaly, suggesting that the nature of this anomaly may be
dynamic, since the Placzek correction is more reliable at lower angles. The
origin of this anomaly is still being investigated, but a strong possibility
is that this is due to the displacement of oxygen atoms in the Cu-O plane.
Note that no anomaly has been observed in crystallographic parameters such

GBI ISP, o == T TT T T T e e e

e L N L T T L o v ] § SR AN L g ZTERS T A P SR T S A PRI YL TR R




g

as the lattice constants and the atomic position parameters determined by
the Rietveld method {10,14]). This exawple illustrates the unique capability
of the PDF method to detect local atomic displacements which can go
unnoticed by standard crystallographic methods. Further investigation of
this anomaly might shed some light on the origin of the superconducting
phenomena in cuprates.

ADVANTAGES OF PDF METHOD IN STUDYING NEARLY PERIODIC MATERIALS

Since the PDF is nothing but a direct Fourier-transform of the
structure factor, p(r) and S(Q) contain the same information. Thus
superficially there appears little to be gained by using the PDF method.
However, in practice this difference in the representation can have
important consequences in the strategy of structural analysis of crystalline
or nearly crystalline materials. For instance, lattice symmetry and lattice
constants are directly determined by the Bragg peak position of S(Q), while
atomic positions are only indirectly determined by examining the diffraction
peak intensities. On the other hand p(r) is all but useless in determining
the lattice symmetry while it provides direct information regarding the
atomic separations. Therefore in determining the atomic positions within
the unit cell the PDF method offers significant advantages. In fact it is
equivalent to the Patterson analysis for single crystals, except that it is
averaged over all orientations and all the non-Bragg, diffuse intensities
are included. Thus these two approaches are complementary, and should be
used in tandeg in the structural study of complex systems.

0.04

0.03

0.02

0 100 200 300

Temperaoture, K

Fig. 3. Temperature dependence of the PDF amplitude defined as the average
of the PDF pesk heights at 3.4 A and at 3.85 A, measured from the
valley in-between at 3.6 A. The vertical bars indicate the
statistical error evaluated by eq. (5), and the solid line is the
normal temperature dependence calculated from the phonon density
of states determined by inelastic neutron scattering {[13).
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When analyzing the powder pattern of a complex crystalline solid with a
large unit cell, one might start off with the Rietveld analysis and then use
the PDF method to refine the atomic positions. Comparison of the
experimental PDF with the calculated PDF based upon the Rietveld parameters
will clearly demonstrate discrepancies, if there are some, between the
atomic distances in the model and those in the actual structure. While such
discrepancies are usually noted by chemical intuition, this method offers a
more direct and reliable means of confirming and improving the structural
model. The model can be refined, for instance, by the Monte-Carlo process
to minimize the difference between the measured and calculated PDF’s [11}].

If the sample contains a high density of defects or intrinsic disorder,
the PDF method shows its unique strength, as demonstrated in the examples
shown above. In particular if displacive disorder is present it results in
shifting or splitting of the PDF peaks which is often easily observable,
while in Q-space it only produces diffuse scattering at high values of Q
which is difficult to isolate. In general the ability to model the short
range order by terminating p(r) at some distance makes this method excep-
tionally useful, since from the diffuse scattering in S(Q) alone it is not
easy to speculate the nature of the disorder. After the local displacement
is determined one may then go back to S(Q) to determine the spatial extent
of the correlation.

We thus identified two areas where the PDF method is particularly
useful in <etermining the atomic structure of crystalline or nearly
crystalline solids. We suggest that this "real space” approach may be
included in some crystallographic analysis package such as the Rietveld
software, so that the user can move to the real space method when the
structure is either very complex or the temperature factor is too large and
some displacive disorder is suspected.
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ABSTRACT

All information on the site occupancies and atomic displacements which
relate a pyrochlore superstructure to the parent fluorite-type subcell is contained in
the normally-weak superstructure diffraction intensities. As Ti has a negative
scattering length, the supercell maxima in the present phases are up to three times
as intense as the fluorite-like reflections, and neutron diffraction provides an
especially sensitive probe of the state of disorder. Y,Ti;O7 is found to have a fully-
ordered anion array and slight disorder, Y0.984Ti0.015, among the cations. In
Y2(Zro ¢Tip.4)207 the oxygen site normally vacant in pyrochlore is half filled and
on the: order of 15% exchange between cation sites has occurred.

INTRODUCTION

Pyrochlore, A2B20O7, is a superstructure with cell edge double that of a
fluorite-type subcell. A large cation, A3+, and smaller cation, B¢+, order in space
group Fd3m at the sites of an undistorted fcc array. Two crystallographically-
independent oxygen ions occupy positions 48f x1/81/8 and 8a 1/81/81/8, Fig. 1,
to fill seven-eighths of the available tetrahedral interstices. A vacant site remains
at8b 3/8 3/8 3/8. The O(1) ions relax in the direction of the vacant anion site and
the smaller B4+ jons. Thus x > 3/8, the ideal O(1) positional parameter. The
ooordinations of O(1) and O(2) consist of 2A + 2B and 4A, respectively; A3+ and B4+
have eight and six oxygen neighbors, respectively.

The anions and cations in the pyrochlore structure will both disorder at
elevated temperature to produce a non-stoichiometric, defect fluorite structure.
Disorder occurs at progressively lower temperatures in phases in which the size of
B increases relative to A. Such disorder may exist on an atomic scale.
Alternatively, domains of pyrochlore existing in a matrix of disordered fluorite
have been reported [1-3].

Moon and Tuller [4) examined the ionic conductivities of solid solutions in
the systems Gd(ZrxTi1.x)207 and Y2(Zr,Ti1.)207. An increase in oxygen ion
conductivity by three orders of magnitude (to significant levels of, for example,
102 ohm -lcm-! at 1000°C) accompanied a transition from an ordered pyrochlore
state (x = 0) to the disordered fluorite structure (x = 0.7). The questions of whether
and how disorder in the anion and cation arrays is coupled, and whether Zr4+ and
Ti4+, which have dissimilar jonic radii, disorder with Y3+ withoqudprobubﬂity,
are relevant to full interpretation of the conduction mechanism. All information
on the ionic ordering and anion displacements that give rise to the
supercell is contained in the normally-weak set of superstructure intensities. In
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addition to the magnitude of the anion displacement, the structure factors for these
reflections depend on the difference between the individual scattering powers of
the cations and the average cation scattering power. The numbers of electrons on
Y3+, Tit+, Zrt+, and O2- are 36, 18, 36, and 10. The corresponding nuclear scattering
lengths for neutrons are 0.775, -0.3438, 0.716, and 0.581 1012 cm, respectively. Thus,
Y3+ and Zrt+, being isoelectronic, are virtually indistinguishable in x-ray diffraction.
The small differences of cation scattering power from the mean, together with the
relatively feeble scattering power of oxygen, cause the set of superstructure
intensities to be exceedingly weak in x-ray diffraction. In contrast, the negative
scattering length of Ti¢*+ for neutron scattering results in the difference between
cation scattering lengths and their mean being grester than the average scattering
length. The superstructure intensities in neutron diffraction patterns, Fig. 2, thus
exceed the magnitudes of the set of fluorite-like subcell maxima. Neutron
diffraction accordingly provides an unusually sensitive probe of the structural state
of the present materials, especially in those solid solutions that are highly
disordered. We present here the results of a neutron Rietveld powder-profile
analysis of Y2Ti?O7 as well as preliminary results for Y2(Tig.4Zrg.6)207.

SPECIFICATION OF SITE OCCUPANCIES

In our model for cation disorder in Y2(ZryTi;.x)207 we allow partial
occupancy of both the A and B sites by all three cations and assume only that each
site is fully occupied by a combination of species. The combined occupancy of both
sites must conform to the known stoichiometry. Let NjA and N;B be the atomic
fraction of species i which occupies each site. Then

NyA +NyB=1 @

Nz A + Nz,B = x ()}

NTiA + N8 = 1-x 3)

NyA +NzA +NTiA =1 @

A3 in 16¢3m 000

B¢+ in 16d3m 1/21/2 1/2

O 0(1) in 48fmm x 1/8 1/8
+

0(2) in 8ad3m 1/81/81/8

Vo in 8b43m 3/8 3/8 3/8

Figure 1. Projection of the contents of the pyrochlore supetcell for 0 < z < 1/4. The
t of the oxygen ions (0.46A) from their ideal tetrahedral locations in
the fluorite structure corresponds to that found for Y3TiOy in the present work.




A relation aralogous to (4), which summed the occupancies of site B to unity
would not be linearly independent, given Eys. (1) through (3). By analysis of
neutron diffraction data one may obtain an experimental value for the effective
scattering length of the A site, ba, which is related to the site occupancies by:

ba = NyAby + N2,Abzr + NTiA by (5)

A similar expression holds for bg, but the relation is not independent as the total
scattering power of the cation sites is constrained by stoichiometry:

ba + bp = by + xbz, + (1-x)bri )

Equations (1-5) provide five equations in six unknown site occupancies.
Thus, although it is not intuitively obvious, refinement of site occupancies subject
to chemical constraints does not provide enough information to permit
specification of the distribution of three species over two independent
crystallographic sites. The problem may be resolved by combined analysis of
neutron and x-ray data. The latter measurements provide an independent
equation analogous to (5) but in terms of the x-ray scattering power, f, for each
cation.

A model for anion disorder which allows partial occupancy of the O(1), O(2)
positions and the normally-vacant site at 8b requires that the partial occupancies of
each site conform to

6N1+N2+NV =7 @

where the superscripts denote the three types of possible anion sites. As only one
scattering length is involved, these site occupancies may be established as two
independent and one dependent parameter in a constrained refinement based
upon only one powder diffraction profile.

EXPERIMENTAL

Powder samples were kindly prepared for us by P. K. Moon using the Pechini
process. Soluble compounds of the cations (Y hydroxide, Ti alkoxide and Zr
alkoxide) were dissolved in appropriate ratios in a ditric acid—ethylene glycol
mixture which was subsequently polymerized by heating. Water produced as a by-
product of the reaction was eliminated by further heating. The resinous product
was charred in a third heating, ground, calcined at 700°C, and annealed at 1350°C
for 60 hr to establish an equilibrium state of order. The resulting powders were
well-ordered and extremely homogeneous as the process provided no opportunity
for segregation of the components from the uniformity of their initial state in
solution.

Neutron diffraction data were collected with the five-detector powder
diffractometer at the Research Reactor at the National Institute for Standards and
Technology. The diffraction profile was recorded in steps of 0.05 20 for the range
12° < 20 < 120° using 1.5525(3) A thermal neutrons monochromated by reflection
from (220) of a Cu crystal. The analyses were performed using the procedure and
computer program of Rietveld (5] as modified for the multidetector diffractometer
by Prince. A total of 32 adjustable parameters were required for the model. A scale
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Table 1. Atomic Coordinates and Anisotropic Temperature-Factor
Coefficients for Y2Ti2O7 and Y2(Tig.4Zro.6)20~
(Estimated standard deviation in last digit is in parentheses.)

Y2Ti207 Y2(Tig.4Zrp.6)207
Lattice constant (A) 10.0947(1) 10.2910(4)
Y in 16 ¢ 3m 000
Bi1=Bn =83 0.00160(8) 0.0035(2)
Bi2 =Bi3 =By -0.00048(11) 0.0007(4)
Tiin16d3m 1/21/21/2
B11 =By =By 0.00067(17) 0.0046(5)
B12=By3 =By -0.00023(21) -0.0001(8)
O in48fmmx1/81/8
x 0.42082(9) 0.4012(8)
B 0.00157(10) 0.0102(6)
B =Bs3 0.00114(9) 0.0065(3)
B2 -0.00051(12) -0.0006(4)
(B12 =Bz =0)
OR)in8aBm 1/81/81/8
" Byy=Bp=Bi 0.00103(12) 0.0060(5)
(B12=B13 =B =0)
O(3)in8bBm 3/83/83/8
By = By2 = Ba3 —_— 0.0101(15)
(Bi2=B13 =B =0)
Bragg Residual, Rp 2.17% 11.85%
Profile Residual, Rp 7.03% 10.17%
Weighted Profile Residual, Rwp 9.96% 13.26%
Expected Residual, Rg 7.36% 8.45%

factor, a lattice constant, one atomic coordinate, eight or nine thermal parameters
and three site occupancies were required to describe the structure. The necessary
instrumental variables consisted of fourteen parameters to describe the variation

in background recorded by the five detectors, a zero-point for the 20 readings, and
three parameters to describe a Gaussian peak shape. The quality of the refinement
was assessed by three residuals: the weighted profile residual, Rwp, is defined as
{wi lyi(obs) - C-ly;(caD]2/ EZwilyi(obs))2)1/2, where y; (obs) and y; (cal) are individual
intensities in the step-scanned profile which are observed and calculated,
respectively; C is the scale factor and w; is a weight applied to each observation
which is equal to the reciprocal of the square of standard deviation of the
measured intensity. Rwp may be compared with the expected residual, Rg, which
is equal to {[n-p)/Ewilyi(obs)]2}1/2, where n is the number of intensity
measurements and p is the number of parameters employed in the model. Also of
interest is the Bragg residual Rp, analogous to the conventional figure of merit
evaluated in structure refinements performed with single crystal data:




R4

Zi1g(obs) - C-1Ip(cal) | /Z1g(obs), where Ip is the integrated intensity of the
individual Bragg peaks evaluated, in regions where maxima overlap in the
powder pattern, by assigning observed intensity in proportion to the values
calculated for the individual maxima.

RESULTS AND DISCUSSION

The neutron powder diffraction profile obtained for Y2Ti2O7 was of high
quality. The maxima had Gaussian shape, were for the most part individually
resolved, and easily detected above background over the entire range of 20. Figure
2 illustrates the quality of the fit to the profile measured by the last detector of the
spectrometer. The weighted profile residual of 9.96% and Rg of 2.17% are quite
satisfactory. Refinement of the oxygen site occupancies, subject to the constraint
that the total occupancy conform to a cell content of 56 ions, provided 1.003(2) for
O(1) and 0.990(9) for O(2). The occupancy of the vacant 6b site, treated as the
dependent parameter, was -0.013(7). With all departures from the ideal site
occupancies less than two standard deviations and, in any case, wiih shifts in a
direction which suggest no need for partial occupancy of the vacant site, the
&xygen array is shown to be fully ordered. The O(1) and O(2) positions were thus
assigned full occupancy in the final cycles of refinement. The effective scattering
length of the A site refined to 0.984(4) by. This corresponds to a very small (but
statistically significant) degree of disorder, Y having been replaced by 0.0115 Ti.
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Figure 2. Neutron powder diffraction pattern recorded for Y2Ti2O7 with 1.5525(3) A
thermal neutrons at high angles. Data points are experimental intensities; lines
represent the fitted profile. The difference between observed and fitted intensity is
shown at the same scale directly below the profile. Maxima arising from the fluorite
subcel] are indicated with boxed, bold-faced indices.
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The values of other parameters obtained in the refinement are summarized in
Table I. The O(1) coordinate corresponds to a significant displacement of 0.462A
from the center of the tetrahedron, a consequence of the small size of the Ti4+ jon.
The thermal parameters indicate lack of pronounced anisotropy in the thermal
vibration of the ions.

Greatly diminished intensity of the superstructure intensities in the neutron
diffraction pattern obtained for Y2(Zrg ¢Ti(.9)207 indicated substantial disorder
within both the cation and the anion arrays. Tentative values for the structural
parameters are listed in Table I. The occupancies found for the oxygen sites are
0.917(7) for O(1), 1.00(2) for O(2) and 0.50(3) for the normally-vacant site at 8b. The
oxygen vacancy is thus half occupied with the majority of the ions seemingly
coming from (1) rather than O(2) positions. The refined effective scattering
lengths for the cation sites A and B are 0.700(16) and 0.367(16) x 10-12 cm,
respectively, compared with the values of by = 0.775 and (0.6 bz, + 0.4 b;) = 0.292
1012 which would obtain if Zr4* and Ti4* remain confined to the B site. If one
assumes that both species on B disorder with A with equal probability, the contents
of the 16¢ Y site represent Ag.846(16)B0.154 Or Y0.846Zr0.093Tip.062. Table I further
shows the lattice constant to have increased as a result of substitution of the larger
Zr4+ jon for Tit+ and, similarly, that the position of O(1) is less displaced from the
ideal tetrahedral site as a consequence of the larger effective radius of the cation
which constitutes B. As the occupancy of no site in this phase may be specified a
priori, there is strong correlation between scale factor and site occupancies and, in
addition, between occupancies and temperature-fa.-‘*or coefficients. For this reason,
the results reported in Table I for Y2(Zro.6Tig.4)207 must be regarded as
preliminary. Further refinement is necessary (as the residuals suggest) as well as a
concurrent refinement of x-ray data to permit specification of the site occupancies
for all three cations.
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ABSTRACT

Nanocrystalline compacts of TiO, and Pd were prepared by first condensing the Ti or Pd
vapors in an inert gas atmosphere. The Ti was oxidized in sitn to TiO; Samples were prepared
by scraping off and ing the nanophase materials into thin disks. The small angle neutron
nmhgwmmmﬁ:ls- condition and after isothermal anneals of up to 23 hrs
at 550°C for the TiO, and up 0 3.3 hrs at 300°C for the Pd. Scattering data were obtained in ab-
solute cross sections. Integrated small angle scattering and maximum entropy methods were
used in estimating the structural . The results are interpreted in terms of a model
which consists of nanometer sized grains of the materials separated by boundary regions which
are, on average, much less dense than the respective bulk materials; 21% for the TiO, and about
56% for Pd. However, the boundary regions contain voids or pores, which contribute to these
density decrements. Possible sources of error are discussed.

INTRODUCTION
Nanophase materials are polycrystals with typical grain sizes ranging from 2 to 20 nm.
Such materials are usually by evaporation of metallic vapors into an inert gas atmo-

sphere and controlled nucleation of nanometer sized clusters under ultraclean conditions, fol-
lowed by in situ consolidation in vacuum. Because of the small crystallite sizes, such materials
have a high interface-to-volume ratio; it is even possible for a majority of the atoms to be associ-
ated with the boundary regions. Consequently, the chemical and physical properties of
nanophase ials may dlf?u markedly from those of conventionally prepared materials; e.g.,
sintering may take place hundreds of degrees lower in temperature. The work done to date on
nanophase materials and their potential for further applications has been reviewed [1-3]. Smail
angle neutron scatteting investigations are capable of yielding information about the fine scale
microstructure of such materials and, hence, may be used in helping to understand their
properties and behavior.

The nanophase compacts used in the present study were uced by the gas-condensation
method, as described by [4]. Hi -pnrity'l‘iorPd(99.7%p;‘grdTi and 99.99% for Pd) was
evaporated from a resistance W boat into a 0.3 10 0.7 kPa He atmosphere. The nanophase

* Permanent address: Measure and Testing Center, Sichuan University, Chengdu,
People’s Republic of China
AW address: Department of Nuclear Physics, University of Madras, Madras

Mat. fles. Soc. Symp. Proc. Vol. 188. ©1990 Materials Resesrch Society
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pariicles condensed in the giﬁed oollecladon.hqmd-lﬂuopncooled
In the case of chamber was evacuated and then filled with about 2

kPa of umwmmmnmmm nanophase TiO; or Pd
was scraped off the cold-finger, collected and consolidated into disks about 9 mm in diameter
and about 0.5 mm thick.

‘The small angie neutron scattering (SANS) measurements were carried out at the Argonne,
Insense Pulsed Neutron Source (IPNS). In this facility, neutrons are produced when 450 MeV
protons impact on & heavy metal target. mmﬂnumlhmmmmdem:m-
able for SANS studies by use of a solid methane moderator operated at about 22K. A liquid-ni-
m.ncodd.sb;huymlugomumﬂnhcﬂuubemmedmoﬁbcmwmwdfm
neutrons. Mndfowdumnﬁundbywdnaundmﬁmodhm
Scatiering data were collected in a constant AA/A = 0.05 binning mode, using an area-sensitive,
gas-filled proportional counter of the Kopp-Borkowski type [S). All scattering spectra were
normalized 10 a common monitor value and corrected for the presence of a high-purity quartz-cell
sample holder. During data reduction, corrections were aiso made for sample thickness, sample
transmission and for the coutribution from delayed neutrons [6]. Unngnenumwmlengd:i
between 2.16 and 144, these SANS data were binned into an S(q) array from 0.009 to 0.25A"
and were converted 10 absolute cross sections by comparison with the scattering from a sec-
ondary intensity standard [7). A maximum eatropy program, a generic version of which was
obtained from Potton [8) and which was modified for SANS analysis, was used in obtaining
particle size distributions.

Results and Di .

moohumtscamngmsecuonatmnvalmofnmnmmmsfer(q)resnlts
from correlations in the scattering length density (p( r )) ranging upwards from atomic
dimensions and can be expressed as

od 2
S@=|] pMeidia’ m

where 7 r is a position vector in real space. Inaplcﬁnnmrymvmpmoflhenanophase'l’nob
it was proposed [9)] that the microstructure of compacted, nanophase TiO, could be understood
on the basis of a model which consists of nanometer sized grains of theoretically dense material

bybmmdrynmwmmwmmuchlmdmse.butwhwhmymmn

scparated

voids. Mainl wmﬂuemnmumenmywhod[w]»exmthepnmcle
size du:idb‘lb;m () fmm the observed, scattering cross sections. The scattering was
fepresen




S = ] (Vo) apaqr)] Ne ar, @
]

whueApumedxﬁemcemmmnglengmdmtydep(r)ﬂwvolmohpundeofndnu
r. For homogencous, spherical particles,

®(qr) = —1{ sin (qr) - (qr) cos (qr)]. )
(@®

Mummmmmgmmmmmmmwmﬂq
2 is not known 3 Cuuequenog' , only upper limits for the material could be
established [9]. Anulhuonnl experimental information is required, and Jorra et al. [11]
havemndedunhat convemmtlgpmndedbyamumtofmehﬂkdemityofdn
sample. The so-called invariant [12] for SANS can be written as

Q= f q? S(q)dg. @

Conudanwo-phnemodelemnmngofhomogmeousgmnsofonepbueembeddedmm
s¢ homogencous second phase. For this two phase model, the invariant can be

exprwedn 1
Q, = 22 (4p)? £(1-6), ®

where f; is the volume fraction of grains. Our experimental observations extend only over a fi-
nmnngemq-spwe.somadutoevalumd:emmmt(ﬁq 4) the Guinier approximation [13]
is invoked for the low-q region and the Porod approximation [14] for the high-q end of the scat-
tering profile. Based on the assumptions just stated, the density of the sample is

dy = fg dg + (1), ©

where dy is the density of the boundary region. If one further assumes that the boundary region
has the same stoichiometry as the grains, but with lower density, the contrast can be written as

ol 3 .
msdlowsfamgmfuwudsoluuonmmoﬁ',fbmd%,pvenmputvﬂnuforQo.p
and d;. The values for these 0, and Pd are given in Table 1.

thud:eTOzumplemabwt&%ofﬂwddenmyandthePdcompmwuabwt
80% dense.

SN b “




P ooy ...

Qo (car4) 0.206x1022 0.165x1022
Py (caver?) 2.64x1010 4.14x1010
dg (gmvcmd)t 4.26 (nat. rutile) 12.02 (20°C)
d; (gmvcm?) 29 9.16

A 0.602 0.463

fy 0.398 0.537

dy (gmvem?) 0.895 6.70

'mmamnmm«:c&cwammmm

The smaliness of the mean density of the boundary regions as estimated from the two-
phase model is striking; in the case of TiO,, it amounts to some 21% that of theoretically dense
rutile and 56% in the case of Pd. On the basis of positron annihilation experiments [4] on similar
TiO, samples, it was concluded (9] that the first peak in the maximum entropy size distribution
could be ascribed to voids or pores. The first peak tends to dissppear annealing in air at
550°C as is shown in Fig. 1. Evcnso,theﬁrstpukinthe:izeduuibuﬁeouldwmmonly
for about 8% of the sample volume. If the boundary region between adjacent grains is to have a
feasonable thickness, it must be concluded that a significant volume fraction of still larger voids
}slg;obcblyptumt. This conclusion is consistent with results recently reported by Hahn et al .

0.0 3.0 60.0 9.0 120.0 150.0
r {R)

Figure 1. Semi-logarithmic plot of the maximum entropy size distribution
obtained from nanophase TiO; compacts sintered at $50°C in air.
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Figure 2. The cffect of varying the value of the sample density (d,) on
fy. fp and dy. Here Q, = 0.206x1022 cox- 4, B, = 2.64x1010
cmjcm3 and dy = 4.26 gmjcm?,

The preseat value for dy, for Pd shown in Table I is well within the range of 42 to 66% that
for bulk Pd reported recently by Jorra et al. [11] for nanophase Pd. Although it is that
voids are present in Pd as well, we arc unable to estimate this contribution i as the peaks
in the maximum entropy size distribution are not resolved. Thus, d;, values are lower limits to
actual grain boundary values when porosity is fully taken into account.

Aside from the simplifying assumptions in the two-phase model, there are significant
uncertsinties with regards to cach of the four input parameters listed in Table I. For example,
obvious possible sources of error in determining Q, are: (1) the absolute intensity conversion
factor, (2) transmission coefficient determination, (3) delayed neutron correction, (4) extrapola-
tion to g=0 by use of the Guinier approximation, and (5) use of Porod's law to integrate Eq. 4 to
infinity. In the case of TiOy, there is concern about the stoichiometry of the grains, which would
factor into pg dg and Q,. From an experimental point of view, the most uncertain parameter at
present is surely the effective sample deasity, d,, for TiO»; i.c., the mean density of the material
exclusive of the larger voids which do not contribute to SANS in the range of our measurements.
The dependence of the derived values of fg, fy, and dy, on d, is illustrated in Fig. 2. Given the
effect that, for example, an error of 10% in the value of d, could have on dy, it is clear that if
sintering behavior in nanophase compacts is to be understood, careful density measurcments in
conjunction with the SANS measurements are required. The effect of uncertainties in the input
parameters and the possibility of an additional source of scattering will be explored more fully in
a forthcoming paper.
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SURFACE INVESTIGATION BY NEUTRON REFLECTION
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91191 Gif-sur-Yvette Cedex, France

ABSTRACT

Several phenomena analogous to those observed in classical optics, such
as reflection, refraction and interference, are also observed with slow
neutrons. Information on surface properties, described by a refractive index
profile, can be extracted from reflection experiments. This information is
similar to that obtained by X-ray reflection. However, there are some
instances vwhere the new neutron method provides a distinct advantage. The
refractive index is related to the scattering length density, a parameter
which describes the neutron-matter interaction. Owing to the magnetic
interaction, magnetic materials have a neutron spin dependent refractive
index, and a critical reflection of polarized neutrons is a particularly
sensitive probe of surface magnetizm. On the other hand, in contrast to
X-rays, neutror scattering length values vary randomly from element to
element. Isotopic substitution can then produce a contrast in the scattering
length density. Of particular importance is the large difference between
hydrogen and deuterium., This is a distinct advantage for studiyng many
problems in surface chemistry, particularly in the polymer field.

INTRODUCTION

Many “echniques are used to investigate the structure of materials near
the surface. Some are concerned with atomic structure on the scale of a few
angstroms, but it 13 important to understand the structure on the
macroscopic scale of a few hundred nanometers. Reflection of X-rays has been
successfully applied to the study the density profile close to the surface
f11(2]. Reflection of slow neutron beams is now used for surface
investigation in various system such as multilayers, polymer layers, and
magnetic layers. The information given by this technique is formally the
same as for X-rays, but owing to the specific neutron-matter interaction
(3], this information is complementary and sometimes unique.

NEUTRON REFLECTION

Many optical phenomena observed with electromagnetic radiation such as
reflection (total or partial), refraction, and interference are also
observed with slow neutron beams [4]. All these effects are described by
using the same optical lav corresponding to the electric vector
perpendicular to the plane of incidence (s-waves). In this frame, a neutron
refractive index of a medium in vacuum is defined as :

172
n-[l-a (1)
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2
where E = 2—— A% {3 the kinetic energy of the neutron (h Planck’s constant,
]

mass m and de Broglie wavelength A) in vacuum and V the potential
experienced in the medium. The reflection process is forward scattering.
Then, for a pure nuclear interaction, the potential is derived from the
Fermi pseudo-potential

hZNb
o @

with b thc bound coherent scattering amplitude and N the number of
scattering nuclei per unit volume. The quantity Nb, the coherent scattering
length density, is a characteristic of the medium. When polarized neutrons
are used, with a magnetized sample, the magnetic part of the potential is
given by (5]

V, =t uB 3)

where the * sgigns refer to the neutron spin direction parallel or
antiparallel to the magnetic induction B and @, is the neutron dipole
moment. The index of refraction is then spin direction dependent.

Taking into account the absorption cross section 0, of the medium and
considering pure nuclear interaction, the neutron refractive index is
expressed as (6]

n=1-68+1i8 (%)

0.
with § = l—'"’] A2 and B - [ﬂ—] A.
2, 41

For most materials B i{s negligible and § is positive and small. Two
facts must be noted : i) Total external reflection can occur at the
interface between vacuum and medium if the value of the angle © of the
neutron beam and the surface is less than a critical value 6, which is given

by cos® = n,
172
o -r [ o

Alternatively, for a fixed angle 6, total reflection occurs for neutron
wavelengths larger than a critical value A,.

By isotopic substitution, values of Nb and then the index of refraction
can be changed to some extent. This is a distinctive feature of the neutron
technique. Values of Nb, critical angle and refractive index for some
selected materials are given in Table I.

One of the variables used to describe the specular reflection process
(elastic scattering) is the wave vector transfer perpendicular to the
surface

,l (A
- = |—IsinB
5 4 [A”]. (6)
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TABLE I
Values of scattering length density (Nb), critical angle (8 _/A or /2,

deviation of the refractive index from unity (1-n), for some selected solid
and liquid materials. (PDMS Polydimethyl-Siloxane)

liacorlnls Nb 8/ 1-n
(10" %) (cm/cn®) [(1073)(radians/A) |(10°¢)
s10, 3.959 1.1226 0.630
st 2.073 0.812 0.330
Ge 3.637 1.076 0.579
Ni 9.406 1.730 1.497
Ni58 13.151 2.046 2.092
C (diamond) 11.712 1.931 1.864
Ti -1.945 - -0.302
Mn -2.944 - -0.445
H,0 -0.561 - -0.089
D,0 6.398 1.427 1.017
Toluene H 0.943 0.548 0.150
Toluene D 5.718 1.349 0.910
PDMS H 0.064 0.143 0.010
PDMS D 5.008 1.263 0.797

For q values smaller than the critical value
q, - 4(mb)/2 m

total reflection occurs. For q > q, the neutron beam is partially reflected
and partially transmitted in the medium.For a perfect homogeneous surface
corresponding to a step function in the potential V, the reflectivity
profile, defined as the ratio of the reflected and the incoming intensity,
is given by the Fresnel’'s law [7]

2%2 -1 - 2x\x%2-1
Ry - (8)
2x2 -1+ 2x\x21

with X = q/q, or 8/8_ or A /A. The reflectivity curve is composed of two
parts : the total reflection plateau (R-1) for X € 1, and the reflectivity
profile for X > 1 where the intensity decays rapidly. For large values of X
(X > 5), R behaves as

~ 1_ x"
Be™ 16
If the surface is not perfect, the reflection profile deviates from the

Fresnel value R; . This deviation contains information about the surface
structure in a direction perpendicular to the surface.
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EXPERIMENTAL METHODS

Considering the expression (8) the reflectivity profile is a function
of two variables, © and A. Then two experimental methods can be used in
neutron reflectometry. i) In the classical method a monochromatic beam
impinges upon the surface with an angle ©, A ©.20 scan is performed. The
reflectivity profile is then recorded as a function of the angle for angles
greater than 6, (eq.(5)). This method 1is currently used with X-rays and for
some neutron reflectometers (see Table II), i{i) The second method uses a
fixed geometry ; the angle of incidence is kept at the same value and the
incident wavelength varies. The beam intensity is sorted by a Time-Of-Flight
(TOF) method. The reflectivity profile is recorded as a function of the
wavelength for wavelengths shorter than the critical value Ac (eq.(5)). This
TOF method is naturally used at pulsed neutron sources, but also at some
steady state reactors {8] (Table II). It offers some advantages with respect
to the conventional monochromatic beam method. First, a constant geometry is
used, which means that the illuminated sample surfice is the same for the
whole wavelength range covered. Second, a large wavelength range is measured
simultaneously. Third, the rapid decrease of the reflected intensity can be
compensated by the shape of the spectral neutron distribution.

In a neutron reflection experiment the sample size is of the order of
few cm?. Owing to the rather low source intensity compared to X-rays, the
beam is defined by slits of a few tenths of a millimeter. The resolution
function of the experimental set-up is determined by measuring the
reflectivity of a bulk material with known coherent scattering length
density. The procedure to extract physical information from a reflectivity
measurement is rather indirect. In many cases, one starts with a given model
of the surface structure, calculates the theoretical reflectivity curve, and
then checks the fit with the experimental data. In the case of a bulk
sample, the calculation 4is done by using the Fresnel formula (8). For more
complicated systems (multilayers or a density profile near the surface) the
calculation can be done by using the optical matrix method [9] in which the
near surface 1is divided into a number of layers whose thickness and
scattering length densities are chosen from a given model. Roughness effects
[10] can be introduced in-between each layer as a gaussian distribution
[11][12]. An alternative method is to start from the interaction potential
(eq.(2)) and to use the formalism of the Schrddinger wave equation in one
dimensfon ({13). This formalism has been used for example to predict the
reflectivity curve for a concentration profile of a polymer solution [14].

EXPERIMENTS

Since the first observation of the neutron total reflection in the
early days of the fifties [15)[16], this technique was only used for many
years for technical applications. It was an {mportant method for the
deteraination £ the coherent scattering length values. Twenty years after,
these measurements were done with great accuracy by using the effect of
gravity in the determination of the neutron wavelength [17]. 1In the
seventies, the neutron reflection process has been extensively used at
nuclear research reactors which have cold neutron sources and long neutron
guides [18][19] (about 100 meters). In this way it was possible to
accomodate many experimental spectrometers in large halls away from the
reactor building. Other optical devices has been developed such a multilayer
monochromators (20] for long wavelength neutrons or polarising mirrors to
produce polarized neutron beams (21]([22].

It is only recently that the measurement of the reflection curve has
been wused to determine surface structure at the scale of a few hundred
nanometers with a resolution of about one nanometer. As can be seen by




looking at Table 1I, a large number of dedicated instruments have been
designed or commissioned during the last decade.

TABLE I1 NEUTRON REFLECTOMETERS
( ) = variable parameter : W wavelength, A angle,
Detector : 1d = linear, XY = area

Laboratory Source |Reflectometer |Type |Date |Detector
JULICH (G) Steady | TOREMA W,(A) | 1988 1d
RMI (G) Steady W, (A) |? 1d
ISIS (GB) Pulsed | CRISP (W).A 1986 14 (XY)
ILL (F) Steady | D17 W,(A) | 19831 XY
UCN (W),A | 1989] single
EVA W(A) 1990 14
LLB (F) Steady | SESI (W),A | 1984 XY
EROS (W),A 1990 XY
DELFT (NL) Steady (W),A | 1990| single
RISO (DK) Steady W,(A) | 1990 single
ANL (USA) Pulsed | POSY-1 (W),A | 1984} XY
POSY-2 (W),A | 19881 XY
BNL (USA) Steady W, (A) 1988 single
NIST (USA) Steady W,(A) | 1989) single
LANSCE (USA) | Pulsed | SPEAR (W),A | 1989] 1d (XY)

The technique has been applied to investigate interfacial phenomena in
physical chemistry including structures of fatty acid multilayers [23],
structural properties of adsorbed polymer layers at the air-water interface
[24], and a polymer solution interface [25]. An example is given in figure
1 : the sample 1is a polymer (Polydimethyl-Siloxane) in dilute solution in
Toluene. This case is known as a strong adsorbtion of the polymer at the
free interface [26]. Isotopic substitution (deuterated polymer in
hydrogenated solvent) enhances the contrast. The concentration profile
created is revealed by checking the reflectivity curve wi*h a calculation
obtained from scaling law predictions [27) of a self-similar concentration
profile. Experimental data are in good agreement with the proposed model of
a thin (1.3 nancmeters) layer of adsorbed polymer followed by a
concentration profile decreasing with a8 power law up to a distance of the
order of the radius of gyration (5 nanometers) (28].

Figure 1. Decimal logarithm of the
reflectivity versus wavelength, for
a dilute solutfon of Deuterated
PolyDimethyl-Siloxane (molecular

weight 19000 ; polydispersity 2.3

radius of gyration 5 nanometers
volume fraction 3 10°2) in toluene.
Crosses: experimental points, solid

4 line : theoretical prediction,
N \ N dotted line : theoretical curve for

-4 b
o8 10 s 8 Z?Ik sample. Angle of reflection

waveleagth A(nam)
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Interfacial phenomena, such as the enrichment of the surface in one
specie [29][30] or the process of interdiffusion of two polymer layers [31],
can also be investigated by neutron reflection. In many cases these layers
are deposited on bulk substrate [32). The knowledge of the surface structure
is then also important. In figure 2, the neutron reflectivity curve of a
Sodocalcite glass used as a support for metallic multilayers is shown
together with the X-ray measurement (33]. Clearly the neutron experiment
shows the existence of a depletion layer which is important for the
efficiency of the multilayer.

T i T | L L ¥
0
=
«
| 2l
-
-2 -
d 1 L ) ) | I I
1} 06 08 10 1.2
Wavelength A (nm)

Figure 2. Decimal logarithm of the reflectivity versus wavelength for a
polished surface of Sodocalcite glass. Angle of reflection 0.5°. Crosses :
experimental points, points : theoretical calculation for a bulk homogeneous
sample, solid lines : Best fit taking into account a depletion layer of 56
nanometers at the surface with a density lower than the bulk. In the
insert : X-ray measurement (Reflectivity versus angle) for the same sample.
The best fit is obtained by using the density of the depletion layer as the

bulk density.

The study of surface magnetism 1s another instance where neutron
reflection i{s of prime importance as seen by the increasing number of
experiments [13]. For example, the magnetic field profile perpendicular to
the surface can be probed [34]. It has been measured in superconducting
films for example [35]. As predicted [36] and proven [37], this technique is
sensitive enough to detect a magnetic layer of a thickness of one atomic

plane.

CoNCLUSTON

Neutron reflection is a new non-destructive method to test the near
interface structure at the scale of a few hundreds of nanometers with a
resolution approaching one nanometer or 1less. This young technique
(developed at the beginning of the eighties) is complementary to the well
known X-ray method, but offers some distinct advantages when contrast can be
enhanced by isotopic labelling or when magnetic phenomena are involved.
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ABSTRACT

The interdiffusion of Cadmium Arachidate (CdA) in Langmuir-Blodgett
films has been studied by neutron reflection at the Intense Pulsed Neutron Source
of Argonne National Laboratory. One of the samples consisted of a few layers of
perhydro H-CdA deposited on a silicon support, overlayered with a few layers of
deuterated D-CdA, for a total thickness of ~300 Angstroms. In a second sample the
layers of perhydro- and deuterated- CdA were separated by two monolayers of H-
n-octadecene/co-maleic acid copolymer. When heated for 15 minutes at 70° C, well
below the disorder temperature {1], approximately 25% of the D-CdA molecules
were replaced by H-CdA molecules, although the overall Langmuir-Blodgett film
structure is known to remain unchanged [1]. The presence of copolymer layers
limited the interdiffusion process to about 5%.

INTRODUCTION

Neutron reflectivity principals are well-known and have been extensively
treated in the literature [2]. The reflectivity of neutrons provides 2 useful method
to investigate surface and interfacial phenomena on a nanometer size scale. With
neutron reflectivity the density profile of a thin film can be quantitatively assessed
by isotopic substitution of hydrogen by (for example) deuterivm for selective
species present in the film. For example, Anastasiadis et al.[3] used neutron
reflectivity to study behavior of thin films of symmetric poly(styrene-b-methyt-
methacrylate) diblock copolymers. Selective deuterium labeling of one block
provided ample contrast and highlighted specific blocks of the copolymer chain,
Neutron reflectivity has also been used to evaluate the concentration profile of
polymer segments near the air-solution interface [4]. Russell etal.[S] have applied

Mat. Res. Soc. Symp. Proc. Vol. 188. ©1990 Materials Research Society
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neutron reflectivity to investigate the interdiffusion of two layers, composed of
polymer molecules where one type of the molecules is deuterated and the other is
protonated.

Limited studies have been conducted on Langmuir-Blodgett (LB) films, but the use
of neutrons to probe biological and LB films is of great current interest [6]. For
example, neutron reflection of LB films have been reported by Nicklow et al. [7] and
Highfield etal. [8). Toour knowledge neutron reflection has not yetbeen used to study
interlayer diffusion in multilayer LB films. LB films can be considerably thinner than
the polymer films discussed earlier. In this work we report the firstresults on interlayer
diffusion of Cadmium Arachidate in LB films,

One of the most important problems in the use of LB films in integrated optics
devices is to know the equilibrium structures of LB films at ambient temperatures and
to determine any change in the structures atclevated temperatures. The determination
of the interlayer diffusion cocfficients is very important , leading to methods for
predicting aging for such characteristics as SHG. It has been shown that LB films of
optically active chromophores interleaved with neutral spacer layers of fatty acids or
salts show promise in attaining the theoretically predicted quadratic enhancement of
the SHG signal with the number of optically active layers (9,10]. It has also been
shown that interleaved layers of the chromophore hemicyanine and cadmium arachi-
date give more stable films than pure LB films of hemicyanine at moderate tempera-
tures as determined by FTIR spectroscopy [11]. Interleaved structures are necessary
because SHG requires noncentrosymmetric structures. Interdiffusion may destroy or
alter the noncentrosymmetric nature of interleaved films.

EXPERIMENTAL

Langmuir-Blodgett films were prepared in a Joyce-Loebl Langmuir trough.
The trough was enclosed by a class 100 laminar flow modular clean room. For the
subphase deionized and filtered water with a resistance of 18.3 MCQ-cm was used.
Cadmium chloride was added to the subphase to a concentration of 10° M. Deuterated
Arachidic Acid was obtained from Cambridge Isotope Laboratories and used without
further purification. The arachidic acid was more than 97% deuterated, with the
composition verified by Raman spectroscopy. Concentrations about 1 mg ml* in
chloroform were used as spreading solutions. Starting with an upstroke, Langmuir-
Blodgett layers were deposited on 187 mills thick, 2 inch diameter silicon wafers with
one side polished (Semiconductor Processing Company). One of the samples
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consisted of 6 layers of perhydro Cadmium Arachidate (H-CdA) deposited on the
silicon supportand then overlayered with 5 layers of deuterated Cadmium Arachidate
(D-CdA). In a second sample, 4 layers of H-CdA were first overlayered with 2
monolayers of perhydro n-Octadecene/co-maleic acid copolymer. The copolymer
layers deposited only on the upstroke so that these were of Z-type. Afier the
copolymer layers, the LB film was overlayered with 4 layers of D-CdA. All CdA
layers deposited as Y-type. The copolymer layers constituted a diffusion barrier
between the deuterated and perhydro CdA. The surface pressures for deposition were
30 mN m-1.

Neutron reflection on the LB films was performed at the Intense Pulsed
Neutron Source at the Argonne National Laboratory. The POSY II neutron reflec-
tometer was used for this purpose. Angles of 0.4°, 0.8° and 1.2° were used for the
experiments. The time of each experiment was at least 12 hours. Afier specular
reflection profiles were obtained, each sample was heated for 15 minutes at 70°, and
a second neutron reflectivity measurement was conducted.

RESULTS AND DISCUSSION

To measure interlayer diffusion in the two LB films with the neutron
reflectometer, reference samples were prepared and analyzed. Two reference
samples had either an LB film of H-CdA or a LB film of D-CdA. The specular
reflection profiles of these two samples were not expected to change from the profiles
obtained atroom temperature if the samples were heated for 15 minutes at 70° C. From
the experiments we found no change, suggesting that no ablation of the LB films
occurred and that the thickness of the films was not changed.

The neutron reflectivity results for the sample consisting of 6 layers of H-CdA
covered by 5 layers of D-CdA is shown in Fig. 1. The room temperature reflectivity
is plotted versus the neutron momentum perpendicular to the sample surface k = 2%
sin6/A, where 0 is the angle of incidence with the surface, and A is the neutron
wavelength. The open circles represent the data taken before heat-treating the sample
and the full circles are the data taken after heating the sample 10 70°C for 15 minutes.
The oscillations represent the interference pattern of neutrons reflected from layers of
different refractive index. The most relevant feature of Fig. 1 is the decrease in the
reflectivity after the heat treatment. Since the refractive index of D-CdA is much
stronger than that of H-CdA, the lowering of the reflectivity indicates that the two
layers are mixing, and in particular the D-CAdA molecules of the upper layer are

108




108

10 o ;
9 o ‘ H
] H o COLD
. 1 o ANNEALED
r 1a
¥ \
192
3 of
3 3 3
10t -
a o | ‘
] |
1¢® T
[ ] 0.01 e.92 0.03 0.04 0.08

NEUTRON MOMENTUM (A'')

Fig. 1. Reflectivity profile of a Langmuir-Blodgett film consisting
of 6 layers of H-CdA on silicon, covered by 5 layers of D-CdA.
The measurements were taken at room temperature, before (open
circles) and after (full circles) annealing the sample for 15 minutes at
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replaced with those containing light hydrogen by approximately 25%.

The placement of two polymer layers between the H-CdA and the D-CdA
layers retards dramatically the diffusion between the layers. This is shown in Fig.
2, where is presented the reflectivity of a 4 layers H-CdA/2 layers copolymer/4
layers D-CdA sample before (open circles) and after (full circles) annealing at
70°C for 15 minutes. In this case, less than 5% of the molecules have interdif-
fused.

The results are surprising for the sample of H-CdA and D-CdA only. Itis
known from FTIR studies that heating to 70" C and cooling causes no significant
change in the orientation of CdA molecules in LB layers of CdA [1]. Thusourresults
suggest that interdiffusion takes place without causing a change of orientation of the
fatty salts in the LB layers. The presence of a polymer layer can present a barrier to
the interdiffusion process.
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ABSTRACT

Using the technique of polarized-neutron reflectometry, we have studied the mag-
netic moment distribution in the interfacial region of an epitaxial film consisting of 97 A
Y(0001) atop 1000 A Gd(0001). At T = 151 K, with an 80 gauss field applied parallel
to the surface (basal plane), we observe two distinct ferromagnetic regions: the Gd bulk
and a layer with reduced magnetic moment at the Y/Gd interface. Above the buik Curie
temperature, at T = 295 K (T§¢ = 293 K), we observe no uet magnetization in either
the bulk or the interface.

INTRODUCTION

The interfacial magnetism of Gd has been a subject of intensive study over the
past several years. These experiments fall into two main categories: work on Gd sur-
faces (Gd/vacuum interfaces)'? and studies of synthetic Y/Gd superlattices.®* In this
paper, we describe work that represents something of a hybrid of these two fields. Using
polarized-neutron reflectometry, we probe beneath the surface to study the layer-averaged
magnetic moment as a function of depth of a single Y/Gd interface. Qur particular aim
is to study the magnetic moment of the Gd layers at the Y/Gd interface as a function
of temperature and compare this behavior with that of the free Gd surface. This paper
describes our initial efforts toward that goal.

X-RAY CHARACTERIZATION OF SAMPLE

Our sample was grown by molecular-beam epitaxy (MBE) at the University of
Tlinois by A. Matheny, J.A. Dura, and C.P. Flynn. The substrate is A1;03(1120) on which
is grown a 1000 A Nb(110) buffer layer, followed by a 300 A Y(0001) seed for 1000 A of
Gd(0001), which is covered by a 97 A Y(0001) cap. X-ray diffraction measurements show
the rare-earth layers to be good three-dimensional single crystals with mosaic spreads of
0.4° fwhm. '

We measured the x-ray reflectivity of the sample in order to obtain its chemical
depth profile. Figure 1 shows the logarithm of the x-ray reflectivity as a function of
momentum transfer Q normal to the surface. The oscillations are caused by the 97A-
thick Y cap layer and are very sensitive to the topmost Y/Gd interface; the absence of
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higher-frequency oscillations indicates that, as a result of the roughness of the lower-lying
interfaces and the resolution of the instrument (56 = 0.48 mradian), we are not sensitive
to those interfaces below the vacuum/Y and Y/Gd. We have developed a multi-layer fit
routine based on the recursion formula of Parratt.® The solid line in Figure 1 shows the
best fit to the data with the Gaussian-distributed roughnesses of the Gd/Y, Y/Nb, and
Nb/A);0; interfaces fixed at 20 A. The overall intensity, thickness of the Y cap layer,
and the roughnesses of the vacuum/Y and Y/Gd layers were optimized by non-linear
least-squares to yield dy = 97 &, doy = 13 A, and oygq = 11 A. These parameters are
used in the fits to the neutron data.

1d T T L T a
F
E oor =13 A fit
[ wAYOODS |
10'F 1000 A Gd(0001)
E Soar =20 &
C 300 A Y(0001)
: ovm =20 A
-2 1000 A Nb{110)
.*;‘ 10 E Onrano, = 20 A
5 [ A04(1320)
8 L
5 [
S O 3 3
10_‘ ? =
0° L L
0.00 0.04 0.08 0.2 0.16 0.20

Figure 1. The x-ray reflectivity of the sample is fit to the model shown in the inset. The
solid line is the fitted curve.

NEUTRON REFLECTIVITY

We used the BT-4 instrument at the National Institute of Standards and Technol-
ogy (NIST) Neutron Beam Split-Core Reactor (NBSR) to carry out our measurements. A
graphite monochromator produces a beam with AA/A = 0.01, which passes through Cd
collimating masks with single slits that reduce its angular divergence to 1’ (0.3 mradian).
An Fe-Si supermirror array (93% polarization efficiency) and an rf spin flipper polarize
the beam before the sample, which sits between Helmboltz coils that apply an 80 gauss
magnetic field in the plane of the sample surface parallel or anti-parallel to the incident
neutron polarization. The specularly reflected intensity is collected in a 3He detector as
a function of incident angle and neutron polarization.

The reflectivity of a spin-polarised neutron beam depends very sensitively on the
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magnetic moment profile of the sample. The neutron refractive index is:®
a3
ns =1 =~ Nlb Cu(2)], (1)

where ) is the neutron wavelength, N the density of scatterers, b the neutron-nuclear
scattering length, u(z) the layer-averaged magnetic moment, and C = 0.2695 x 10-12
cm/pp. By measuring the refiectivity of neutrons polarized parallel and anti-parallel
to the sample moment one can, in principle, determine u(z). Figure 2 (top) plots the
parallel (I;) and anti-parallel (}) reflected intensities (corrected for incident polarization
efficiency and background) of our sample at T = 151 K. A convenient measure of the
sample magnetization is the spin asymmetry,

_L-1,

T (2)

T L+l

Figure 2 (bottom) shows the spin asymmetry of the data along with the best-fit curves
for the two models of magnetic profile shown in the inset. The dashed line is the best
fit when one considers the Gd layer to have uniform magnetization and fits that mag-
netization and the Y/Gd interfacial roughness. We obtain a better fit by allowing the
interfacial region to have a different moment from the bulk and varying that moment, the
bulk moment, and the thickness of the interface. The 66 A interfacial thickness should be
taken only as an upper limit, since we have not scanned far enough out in Q to determine
the true thickness. Clearly, one must consider the interfacial region as having a different
magnetic moment from that of the bulk. Vettier, et al* have observed a similar behavior
in Y/Gd synthetic superlattices. We have also measured the reflectivity at T = 295
K (above T§“ = 293 K) and detect no magnetic moment (0.2 45), in contrast to the
free Gd surface, which exhibits an interface moment above the bulk Curie temperature.}?

COMING ATTRACTIONS

We have described here the first measurements in our survey of the Y/Gd inter-
face. We have observed that this interface exhibits a different moment from the bulk at
T = 151 K and that both moments go to zero above T8 = 293 K, in contrast to the
behavior of the free Gd surface. Recently, in collaboration with Y.Y. Huang and G.P.
Felcher at the IPNS at Argonne National Laboratory, we have investigated more thor-
oughly the reflectivity for temperatures near 7¢ and will study the field dependence of
the in-plane moment in an upcoming experiment. We plan to measure the temperature
dependence of the easy axis of maguetization” using exit-beam polarization analysis® and
grazing-anglediffraction® since these methods are sensitive to out-of-plane magnetization,
while simple specular reflectivity is not. We hope, by these experiments, to perform a
complete analysis of Gd interfacial magnetism in this system.
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Figure 2. (top) The neutron reflected intensity for incident spin up (I;) and spin down
(1)) neutrons. (bottom) Spin asymmetry A = (I} — 1,)/(I1 + I,) with the best fit curves
of the models in the inset.
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ABSTRACT

Neutron diffraction patterns of MBE-grown single crystal zinc-blende
epilayers of Cdl_anxSe with x=0.70 and 0.75 reveal the onset of long-range
Type-1I1 AF ordering at 1low T, in sharp contrast with earlier studies of
bulk II-VI diluted magnetic semiconductors, where only short-range Type III
correlations are observed. Results of first neutron diffraction studies of
magnetic ordering in MBE-grown InSe/MnSe superlattices are aiso reported.

INTRODUCTION

We report the first neutron diffraction studies of new A}}anxBVI dilu-
ted magnetic semiconductor (DMS) systems prepared in the form of thin films
and multilayer structures using molecular beam epitaxy (MBE). The A{}xﬂanVI
DMS materials have been extensively investigated during the last decade due
to their many unique properties (for reviews, see, e.g., Refs. [1,2]). Zinc-
blende (ZB) structure A}EXMnXBVI systems (such as an-anxTe or Cdl_anxTe)
are of considerable importance to contemporary studies in magnetism because
they offer practical exampies of strongly frustrated, randomly diluted 3D
Heisenberg antiferromagnets with well-characterized and predominantly short-
range Mn-Mn exchange interactions [2,3]. Both the frustration due to the fcc
spin lattice and the random dilution presumably play a key role in driving
the transition to a spin-glass-like phase observed in these alloys at low
temperatures [4]. The exact nature of this phase is still a matter of deba-
te, especially for higher Mn concentrations (x20.4), with conflicting argu-
ments that favor either a spin-glass transition [5] or a dynamically
inhibited AF transition [6].

The only direct microscopic picture of the low-T magnetic phase in DMS
alloys has been provided by neutron diffraction experiments on bulk mate-
rials (7). These studies have indicated the formation of Type II1 AF order
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(AFM-III), in agreement with Anderson’s theory of fcc antiferromagnets [8].
However, even for the highest magnetic concentrations studied so far
(Zn°.32Mn°.68Te and Cdo-3oﬂno.7°Te [7]1), the AFM-1II order is only short-
range, with a maximum observed correlation range of ~70A. The SRO-LRO tran-
sition 1is expected to occur at fairly high Mn concentrations that are inac-
cesible by usual bulk-growth techniques [1].

The Tlimitations on alloy composition can be overcome by using the non-
equilibrium MBE growth technique. For instance, it has been recently demon-
strated that using this method one can prepare ZnSe/MnSe superlattices with
2B-type MnSe layers [9], which offers the first opportunity of investigating
a DMS system in the x=1.0 1imit (it should be noted that MnSe does exist in
a bulk form, but those crystals are of the NaCl-type and belong to a dif-
ferent magnetic class than the DMS alloys). Another recent development in
MBE growth of entirely new DMS systems has been the preparation of ZB-type
Cdl_anxSe epitayers [10]. In bulk, Cdl_anxSe exists only in the wurtzite
form with x<0.50. However, the epilayers can be obtained in the 7B form up
to Mn concentrations as high as x=0.75, and with thicknesses up to 2um.

In this paper, we present results of neutron diffraction studies of
magnetic ordering phenomena in the new MBE-g~own DMS systems. The magnetic
properties of ZnSe/MnSe superlattices have been studied using SQUID magneto-
metry [11] which indicated that MnSe layers with larger thicknesses (d>30A)
exhibit a clear tendency toward AF ordering. The results of our experiments
provide the first detailed microscopic picture of the AF stucture which
forms in such layers. This order is of the AFM-III type, and has a very long
range in the layer plane. More surprisingly, the formation of long-range
AFM-1I1 order has also been observed in Cdl_anxSe epilayers with x=0.70 and
0.75. This latter observation sharply contrast with all previous studies of
magnetically diluted II-VI DMS alloys in which, as noted, only short-range
AFM-TII correlations have been seen.

EXPERIMENTAL RESULTS

The measurements were carried out at the NBS 20 MW reactor at National
Institute of Standards and Tehnology using a triple axis spectrometer opera-
ted in the elastic diffraction mode. The energy of the incident neutrons was
14.8 meV, and the beam collimation was 40’ throughout the spectrometer for
most of the data. The samples were placed in a variable-T cryostat, and were
oriented with the scattering plane coincident with the (001) or (010) plane,
and hence perpendicular to the (100) epilayer {or multilayer) surface.
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Cdl-x""xse Epilayers

The growth of Cd]_xnnxSe epilayers on (100) GaAs has been fully descri-
bed elsewhere [10]. The samples examined in the present neutron diffraction
study had compositions x=0.40, 0.54, 0.70 and 0.75, as deduced from lattice
parameter measurements, and thicknesses up to 2um. Measurements of the in-
plane and out-of-the plane lattice parameters show no detectable tetragonal
distortion, which indicates that the strain resulting from the the 1lattice
mismatch between the substrate and the epilayers is relieved in a relatively
thin area adjacent to the substrate by the formation of dislocations. Apart
from such dislocations, transmission electron microscopy studies indicate
the formation of stacking faults, typically spaced at intervals of 300-500A.

Neutron diffraction measurements on epilayers with x=0.70 and 0.75 re-
vealed that, below a well-defined critical temperature T". additional dif-
fraction maxima are observed corresponding to magnetic AFM-1I1 superstruc-
ture points. The AFM-III structure has a tetragonal unit cell, corresponding
to doubling of the crystallographic unit cell along one of the cubic axes.
The allowed (hkl?) reflections for this structure have an odd half integer
index n/2 which corresponds to the doubling direction, and of the remaining
indices one is even and one is odd [e.g. (3/2,5,0)]. Normally, one observes
three families of reflections at {n/2,k,7), (h,n/2,1), and (h,k,n/2), aris-
ing from domains with the tetragonal axes oriented, respectively, along the
[100], [010], and [001] directions.

A striking feature of the AFM-III correlations observed in the present
data is the LRO shown by domains with the tetragonal axes within the epi-
layer plane. In experiments on bulk DMS crystals [7], the magnetic peaks are
much broader than the nuclear peaks, and Lorentzian in shape, indicating
short-range AFM-III correlations. In contrast, the magnetic peaks arising
from the 1n-plane AFM-III domains in the epilayers are clearly Gaussfan in
shape (see Fig. 1), and, as has been checked by performing a series of high-
resolution measurements, their widths are comparable to the intrinsic nuc-
lear reflection widths. In other words, the AFM-III correlations are 1long-
range in character, with a length (~400 A) comparable to the crystallogra-
phic coherence of the Cd;  Mn Se Tattice itself. It should be noted, how-
ever, that the LRO does not develop in the AFM-111 domains with the tetrago-
nal axis normal to the epilayer plane: as {llustrated in Fig. 1, the peaks
arising from such domains are decidedly weaker and broader than the peaks
from the in-plane domains, clearly indicating SRO with a correlation length
well below 100 A.
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Fig. 1. The magnetic peaks observed at (103), (110), and (301) reflection
points in a Cd,, °Mn,,,.,Se epitayer at 4.2 K. the insets s the orienta-
tion of the AFM-?li unit cell with respect to the epilayer plane (YI) cor-
responding to each reflecting point. Note the striking difference between
the reflections for the in-plane and normal-to-the plane orientations.

Epilayers with x=0.40 and 0.54 do not show detectable magnetic peaks.
This is attributed to the fact that at these concentrations only SRO with a
relatively smal)l correlation length is possible, which results in insuffi-
cient neutron scattering intensity.

InSe/MnSe multilayers

The 1InSe/MnSe multilayer samples were grown by MBE on (100) GaAs sub-
strates. The samples consisted of 100-200 ZnSe/MnSe bilayers, with the MnSe
layer thicknesses between 22 and 55A.

As in experiments on Cdl_anxSe epilayers, the Tow-T diffraction pat-
terns of the ZnSe/MnSe superlattices have revealed distinct magnetic maxima
at AFM-1I1 points. However, in contast to those results, the data from the
multilayers clearly show the formation of AFM-III1 domains with the tetrago-
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Fig. 2. Diffraction maxima observed in a ZnSe/MnSe superlattice at the (}10)
AFM-111 reflection point for (A): [100] scanning direction (normal to the
MnSe layers), and (B): [010] scanning direction (parallel to these layers}).

nal axis normal to the growth plane, while there are no detectable peaks at
the superstructure points corresponding to the in-plane axis orientation.
Examples of the data obtained from scans through the (}10) reflection point
in a superlattice consisting of 200 periods with 22 A MnSe layers (corres-
ponding to 7 monomolecular planes) are shown in Fig. 2. The peak observed
for the [100] scanning direction (Fig. 2 A) is extremely broad, and its
width (AQ=0.25:0.01 A"!) indicates that the magnetic correlation range in
this direction (E=0.94§% = 2311 A) is essentially the same as the MnSe layer
thickness. The maximum exhibits no detectable interference features indicat-
ing propagation of the AFM-III order through the non-magnetic InSe layers,
which is consistent with the short-range nature of the exchange interactions
in magnetic semiconductors. In contrast, the peaks observed in scans along
the [010] direction are strikingly narrow (Fig. 2 B). The width of these
peaks is only slightly broader than the instrumental linewidth, indicating a
very long range (>500 A) of the AFM-1II correlations in the Tayer plane.

DISCUSSION AND CONCLUSIONS

In summary, neutron diffraction experiments on ZnSe/MnSe superlattices

provide the first clear picture of the AF structure that forms in individual

MnSe layers in these systems. The observed preference of the AFM-III domain

é orientation can be attributed to tetragonal distortion effects. Because of
the relatively large mismatch between the ZnSe and MnSe lattices (-4.1%),
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one can expect that the MnSe lattice contracts in the layer plane, and ex-
pands in the direction normal to this plane. In fact, the observed positions
of the magnetic reflections are slightly shifted from the (}10) position for
a perfectly cubic MnSe lattice, suggesting such a distortion. The existence
of this distortion is also confirmed by the results of analysis of nuclear
peak intensities. This effect may lead to an anisotropy in the Mn-Mn ex-
change -- namely, one can expect that the exchange parameter for the "in-
plane® bonds (Jp) is larger than that for the "out-of-the-plane® bonds (J;).
As can be readily checked, in the case of Jy>J; the AFM-1II configuration
with the tetragonal axis normal to the layer plane leads to a lower system
energy than the configuration with an in-plane axis orientation.

However, our present undestanding of the results of experiments on
Cdl_xnnxSe epilayers 1is not entirely clear. As suggested by the results of
experiments on equivalent bulk magnetic systems, Cdl_xnnxTe and an_xnnxTe,
which do not exibit noticable tendencies of forming LRO even for Mn concen-
trations approaching x=0.70, the LRO observed in the epilayers cannot be
atributed solely to the high Mn concentrations. Considering the observed
strong preference in domain orientation, it is likely that the onset of LRO
in the epilayers is a combined effect of both the high Mn concentration and
residual strain that is not detected by lattice parameter measurements. On
the other hand, one would expect in this case the same preferred domain
orientation in the epilayers that is seen in the ZnSe/MnSe multilayers. In
fact, quite the opposite tendency is observed. It points out that further
experimental and modelling studies are needed to clarify the magnetic be-
havior of these new layered structures.
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ABSTRACT

We have developed an ab-initio method for calculating the static functions in
substitutional alloys. For magnetic alloys, in addition to the nuclear diffuse scattering, a
contribution to the alloy diffuse scattering intensities results from the response of the local
moments to changes in the ‘local’ chemical environment (i.c. Ipy/3c;). W:lruem results of first-
principles caiculations of these ‘local’ response functions in magnetic alloys. These response
functions, which may be directly compared to neutron-scattering and M8bauer experiments, arc
derived via a mean-field statistical mechanical description of compositional fluctuations in alloys.
The statistical averages are performed via the Korringa-Kohn-Rostoker coherent potential
approximation, which incorporates the electronic structure of the high-temperature, chemically
disordered state. As a first application of the theory, we have investigated the environmental
dependence of the moments in NiFe alloys and FeV alloys and multilayers. We compare our
results with experiments on bulk alloys and multilayers. Also, a comparison is made to a set of
first-principle ‘supercell’ calculations. Although preliminary, the results demonstrate the utility of
these response functions for investigating the effects of changes in the chemical environment on the
alloy moments and for aiding experimental interpretation in other multilayer systems that are less
experimentally amenable than FeV.

INTRODUCTION

In general, atoms in substitutional alloys are not randomly distributed on lattice sites, but
are spatially correlated. These correlations govern the properties of the alloy, and, as such, it is
desirable both to determine them by experimental techniques (e.g., neutrons or X-rays) and to
calculate them from a reliable alloy theory. This comparison offers a fundamental understanding of
the underlying “driving forces” giving rise to particular properties. For magnetic alloys in
g:rct:::leu‘, neutron scattering is a particularly powerful technique for determining the correlation

the total scattering cross section has contributions from nuclear disorder, magnetic, and
nuclear-magnetic scattering, along with the incoherent and multiple scanmnimm In recent
years we have developed the first-principles KKR-CPA method {1,2] which the calculation
of the electronic structure and total energy for disordered alloys, and is cutrently the "state-of-the-
art" method for studying these systems from a microscopic approach. The CPA (coherent potential
approximation) is a mean-ficld approximation with which to perform configurational ensemble
averaging, or statistical averagin%eat finite temperatures. Within the theory of concentration
fluctutations, this approach may be extended to investigate the finite-temperature, static, pair
correlation functions (3,4]. The only inputs to these calculations are the atomic numbers.

RESPONSE FUNCTIONS: THEORY AND EXPERIMENT

In terms of the site occupation variables the atomic pair correlation functions, also known
as the Warren-Cowley atomic short-range order (ASRO) parameter, may be cxpressed as 0;;
=< - <Gi><{j>, where ci = <[;>. The set of site occupation variables ({;) describe a given
configuration, ¢.g. for an A¢By.¢ alloy §; = 1(0) if the site i is occupied by an A(B) atom. In the
completely disordered state all sites are equivalent and uncorrelated so c; = ¢ for all sites i and o =
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0. At lower temperatures aj; takes on a non-zero value depending on whether the alioy phase-
or orders.

In this concentration fluctuation approach to calculating the alloy correlation functions for
any AcB1.¢ alloy, a local density approximate (LDA), finite-temperature, electronic grand poteatial
n(lg)) may be formally obtained [3,4]. The (mean-field) CPA allows one to perform the
required thermal averaging (denoted by <...>) with the central resuit that the thermal averaged
clectronic grand potential <Q({c;})> depends directly on the local concentrations (ci}, and
indirectly on the local moments {1;}. Formally, variations of <€¥((c;})> with mzect to c; and J;
may be performed to obtain the various response functions {3,4]. Within the disordered state,
where c;=c, these expression are numerically tractable since there is translational symmetry. Note,
all the underlying electronic structure via the KKR is included in the calculation of the response
functions. Details may be found elsewhere, see ref. 3-4. For sake of the present discussion, the
most i results are sumnarized below.

We find that the lattice Fourier transform of the atomic pair correlation function is given by

a(k) =c(1-) [ 1 - B ¢(1-c)SA(k) |} , 0]

where B =(kgT)~1. Because of the single site nature of the CPA averaging, only an ideal entropy
contribution is included and eq.(1) has the Bragg-Williams' form. S@)(k) is the lattice transform
of the direct correlation function which involves all second-order variations of <Q({c;})> with
respect to concentration and moments. Note, S@)(k) is determined from the electronic structure of
the disordered alloy via the KKR-CPA cquations and contains interactions to all orders, and not
only of the pair-wise form. S(2)(K) is the first-principle generalization to the V(k) used by
Krivoglaz and by Clapp and Moss in their pair potential approach to ASRO and is the energy
associated with long-wavelength concentration fluctutations in the system. Only in this sense, Sj;,
the real-space representation of S(2)(k), may be regarded as the effective pairwise interchange
energies for the system.
For magnetic systems, S()(k) depends on the Fourier transform of

suf
‘{i’: =
K @

Evidently, ¥} describes the response of the & moment at the site i to a change in the chemical
environment, and, hence, a non-rigid moment effect (4]. This 'local' repsonse function can, for
example, be used to investigate how moments vary in response 10 a order-disorder transformation
or a concentration gradient within an alloy. We discuss these quantities in more detail in the next
section

Experimentally, both a(k) and (k) (the lattice transform of ‘ﬁ‘,) may be measured directly
via spin-polarized neutron scattering {5,6). That is, for neutrons polarized (anti-) parallel to the
magnetization, € = + 1, the cross-section per atom may be written as

doj -
dQI‘ 2(K) + ea(kyK) + (k) ®

where the three terms are the magnetic, nuclear-magnetic, and nuclear correlations, respectively. It
is interesting that the form of eq.(3) which results from our theoretical derivation using the KKR-
CPA is the same form as the Marshail model |7] which is used by neutron scatterers in their
interpretation of the scattering data. The contributions 1o the cross-section from cross-correlations
may be extracted by measuring scattering from both polarizations. Note, (k) is the magnetic
response of the entire system (at a given concentration) to changes in the chemical environment.
For an AB alloy, the total moment response is given by Y(k) = (uA - uB) + co YAk )+ cg YB(K). If
the A and B moments are almost environmental independent, then the first term will dominate and
the subtle environmental effects may be difficult to measure. On the other hand, if the moments are
parallel and about equal in magnitude, then the entire cross-correlation contribution will be coming
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from the (possibly small) environmental changes. It is also possible that the ASRO can be
dramatically altered through the environmental dependence of the moments. Clearly, this will then
be evident through the experimental diffuse scattering data.

This first-principles theory of concentration fluctutations has been ied recently to NiFe
alloys to study the anism responsible for the chemical ordering in the Ni-rich alloys [8]. The
Cu3Au ordering was found to be stable at low temperatures, as observed experimentally. It was
also found that the magnetism is solely responsible for the chemical ordering in this system. Hig—
temperature thermochemical data supports this conclusion [9}; however, we hope for
experimental study on this alloy to confirm our results conclusively. More recently, we have
investigated a(k) for Fe-13.5%V since Cable and coworkers have performed the relevant
measurements on the single crystals [10] with which we are able to compare directly in k-space. In
this case, we obtain very good agreement for the cross-sections, moments, and ordering tendency,
etc. [11], which allows for the first time a direct comparison of experiment and an unbiased, first-
principles theory. Cable is currently performing spin-polarized neutron experiments on these
samples in order to obtain the y(k) directly. We feel this opens up a very fruitful avenue of
comparison between experiment and theory, in particular in understanding the underlying
interactions in these alloys.

Y

CHEMICAL ENVIRONMENT EFFECTS ON MAGNETIC PROPERTIES

The Fourier transform of 1(k), ‘{.’,‘ has a particularly revealing physical interpretation.

These quantities describe the change in the size of the moment on a site i in the latice if it is
occupied by an A(B) atom and if the probability of occupation is altered on another site j. Thus,

describe the change in the moment on the site i, occupied by an A(B) atom, if the site j in the alloy
is definitely occupied by an A atom. Similarly,

1%® ac=v[Poo ©)

described the change if the site j is now definitely occupied by a B atom. The change in
probability, Ac;, equals 1-c (-c) since the probability that the A(B) atom is definitely at site j is 1(0)
w:y for the random alloy is ¢. Now a study of the moments as a function of actual
chemical environments can be made using the relation

u«;-u?+§ 8 = u P g 7 (1-0n+ o ©
}

where aj(bj) is the number of A(B) atoms in the shell j. [We denote a given environment by the
notation ( a1,bg ; az,b2 ; etc.).) For example, with an environment consistent with the

NisFe alloy, i.e. (8,4 ; 6,0) for the Ni atoms and (12,0 ; 0,6) for the Fe atoms, we calculate that
the average moment increases by 7% compared with thut in the disordered alloy upon ordering, in
good agreement with experiment [12).

For our preliminary study of multilayers we chose FeV alloys for two reasons. First,
experimentally the FeV muhilayers are ideal for M&Bauer studies, since little alloying occurs
outside the interfacial layer, and these data are available. Second, since band-structure (supercell’)
calculations and simple model calculations on FeV multilayers have been performed, we can use
these for 8 comparison.

Obviously, the calculations of the quantities involved in determining the (k) and (k) are
very involved, but , more importantly, are based on a complicated derivation. The 1k)'s are
proportional to a k-independent denominator of (1-Ng), where Ng should be of order zero. At
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this time we neglect this effect by setting Np=0; we will include this term in the future. As such,
must make a caveat for the absolute numbers for the y;;'s reported here. Note, the overall trends
will be unchanged when a correct value of this normalization is obtai

In thig system recall that the vanadium moments are antiparaliel to the iron moments and,
more i , are induced by the large exchange-splitting on the iron sites. So, as a vanadium
atom is sul'mundyed more iron atoms, its moment should increase in magnitude; similarly, as an
iron atom is s by more vanadium atoms, its moment should decrease. This ncy is
reflected in the y(k)'s calculated for BCC Fe-50%V, see fig.(1). Note, the sign of W(k=0) dictates

the sign of the first-shell Y. Thus, the environmental dependence of the moments, €q.(6), reveals
that with more Fe (V) atoms in the first-shell of neighbors the moment on an Fe site will increase
(decrease) in magnitude, since yYFe(k=0) is positive. Similarly, with more Fe (V) atoms in the first-
shell of neighbors, the V site will increase (decrease) in magnitude, since YV (k=0) is negative.

Figure 1. The Fourier

‘g transform of ';{j’. the
= environmental dependence of
& the moments for each species
~ a= Fe or V, is shown for

BCC Fe-50%V along the
2 k=[100] direction. As
by w discussed in the text, many
(‘é v qualitative trends of the

moments in  varying
environments may be
understood from this quantity.

i " —t

.¢ 0.2 (X [ X (N} 1.0
k = (100) direction

.:gg_q:g:::

For BCC Fe-50%V, the calculated values of ¥F¢ for the first and second nearest neighbors
are +0.076 and +0.010, respectively. The third nearest neighbor contribution are zero to 3
significant figures. Similarly, the calculated values of ¥V are -0.038 and -0.002 for the first two
nearest neighbor shells. [Recall, ¥(k)'s do not contain the effect of the Ng. From calculations of
the bolk magnetizations versus concentration, we have estimated that YFe would increase in
magnitude and improve our results.] From the SCF-KKR-CPA calculations, the CPA moments
for Feo%Vo‘so are jWFem +1.57 ppand VY = 0.21 pg.
‘e may now calculate the moments in various multilayers from eq.(6). For example,
llm of iron and vanadium atoms with a [110] texture will only have three possible environments
when two nearest neighbor shells are considered. The possible stacking sequences of iron and
vanadium layers, the associated number of A and B atoms in the first and second neighbor shells
(the environment), and the moments for these stackings, calculated via eq. (6), are given in Table
L As a more stringent test, we compare calculated moments via this aj ch and actual LAPW
multilayer s by Hamada et al. [13) for three different multilayers. For [110] textures,
there were two different stacking sequences, 3V/3Fe (V-V-Fe-Fe-Fe-V-V) and SV/Fe (V-V-V-Fe-
V-V-V), where the unit cells are denoted in parentheses. The associated moments are given in
Table 2. For case 1, there are two inequivalent iron and vanadium sites; whereas, for case 2, there
are three inequivalen. vanadium sfim at;ﬁ only :n?‘ iron site. fWe see tt_hat the monl:mu fﬁ' the
response theory compare very favorable with the values from a first-principles multilayer
calculation, except for iron (because, as noted above, Ny was set to zero). ndd?ﬁon. the trends
are given very well. For case 2, the single layer of iron has a largediscrzmcy.pdmsduetome
breakdown of our response theory for ultra-thin layers. Overall, for thicker multilayers, if the
moments are of interest, we may generate any number of stacking sequences without
calculation, in contrast to the standard band structure approaches.
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Table 1. Considering only two near-neighbor shells, the stacking sequence, environment, and
moments for sites in the central plane are presented for FeV multilayers with a {110) texture. The
stacking sequence and environment of the central V plane is obtained by interchanging Fe and V.

central Fe plane central V plane
local stacking environments Fe moments V moments
-Fe-Fe-Fe- (8.0;6,0) 1.90 -0.05
-Fe-Fe-V- (62:4.2) 173 0.13
-V-Fe-V- 44:24) 1.56 ©0.21

Table II. A comparison of moments calculated via the response functions (left-hand columns) and
supercell electronic structure calculations (right-hand columns) of Hamada et al. [13). The
stacking sequence of each texture is described in the text.

| (110] textures | [100] texture |
| site / plane | case 1 | case 2 | case 3 |
vV -0.05 +0.01
v @ -0.05 -0.06 -0.05 -0.01 -0.06 <0.07
v ® <0.13 -0.18 -0.13 <0.12 -0.21 -0.24
Fe () 1.73 1.90 1.56 1.33 1.59 1.62
Fe (I 1.90 220 1.89 239
Fe (IID 1.90 221

For the [100) texture with 3V/5Fe repeated (case 3), there are two (three) inequivalent
vanadium (iron) sites. The same comparison as above is made for this multilayer and is given in
Table II. Note the trends of the moments are given well by the response theory; however, we do
not find the moment oscillation that is found by Hamada et al. It would v3 ible to achieve this
oscillation only if the second shell ¥, were negative. From the form of ), this can never be
the case in FeV alloys; also, this would require an oscillation of the Fe moment in all multilayers.
Experimentally, Jaggi et al. [14] rule out the possibility of an oscillatory behavior of the iron
moments, in agreement with our results.

Notably, Hamada et al. [13] went on to interpret their results in terms of a ‘magnetic-
interaction’ distance, arbitrarily chosen as the second nearest neighbor distance, and a 'local’
concentration variable defined by the percentage of next- nearest neighbor vanadiums. The number
of vanadium atoms in the first-nearest-neighbor shell was used to determine the immediate
environment. From the present work, it is now clear why their prescription worked well for FeV
heterostructures. Firstly, the y; and ¥; give the dominant contribution to the environmental
effects, which justifies the assumption of a magnetic interaction length confined to two nearest-
neighbor shells. Secondly, they explicitly try to account for the effect on the moment due to
various first shell occupancies. In the present case, this is done implicitly by ¥1. Thirdly. their
‘local' concentration variable gives information similar to the ¥; contribution in ¢q. (6), i.e. the
second shell environment and enhancement. It should be clear now that the Hamada et al. [13)
prescription will not work for systems where the number of contributing shells is larger than two.

Finally, it is important to address the problem of interfacial alloy.'lty in multilayers.
Applying standard band structure hes to this problem is rather difficult ionally
taxing. er, it should now be obvious that with the present theory we may estimate the
effects of interfacial alloying without any added computational effort. A complete essay on this
subject is beyond the of this paper and shall be presented elsewhere when Ng may be
properly calculated [15]. ,itis important to point out that all interfacial alloying trends in

vean




P
4
v
2

128

FeV multilayers that have been observed experimentally are given by the above theory. This may
be varified by the reader from the information given above.

It is noteworthy that our entire theory was established from the KKR-CPA, single-particle
Green's function so that we could investigate chemical short-range ordering effects in magnetic
alloys and associated changes in the magnetic properties with chemical environment changes.
However, other quantities are related to the Green's function, such as, the local density of states,
hyperfine fields, and Knight shifts. All these quantities may similarly be investigated [15] through
equations that are similar in form to eq. (6).

SUMMARY

Within this theory of concentration-fluctutions, the KKR-CPA electronic structure method
may be used to investigate the underlying correlations, or interactions, responsible for the
instability of the high-temperature, chemically disordered state to short-range order. Moreover, the
effects of chemical environment changes to the alloy magnetism is an offshoot of the theory,
allowing study of changes of the moments upon a chemical ordering transition, and, more
generally, the multilayer problems mentioned above. The theory is first-principles in the sense that
no input parameters, other than the atomic numbers, are required, and at no stage may our
prejudices mgardinglthe natunl: of the interactinn i ?uence t(li\e results. One important goal is then
comparison, especially to single crystal neuuur :csults, or aid to experiment, since many quantities
obtained from the theory are directly measurable by experiment.

Research at Sandia is supported by the U.S. Department of Energy, Office of Basic Energy
Sciences, Division of Materials Sciences; and at the Universities of Warwick and Bristol through
the Science and Engineering Council of the U.K.; and at Qak Ridge by the Division of Materials
Sciences, U.S. Department of Energy under contract #DE-AC05-840R21400. FIJP and JBS
acknowledge partial support from a NATO research grant.
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ABSTRACT

The density of hydrogen in thin films or multilayers of metal hydrides
can be jpferred from an expansion of the host lattice as measured by
conventional x-ray diffraction techniques. However, because hydrogen and
deuterium have scattering lengths for neutrons that are comparable to those
of most metal nuclei, unlike the corresponding case for x-ray atomic
scattering amplitudes, the hydrogen density profile normal to the surface of
a flat, thin film can be determined directly from neutron reflectivity
measurements. The hydrogen (deuterium) density modulation in an artificial
superlattice along the growth direction can also be determined in this
manner. The thin film or multilayer host metal material need not even be
crystalline. Furthermore, because relatively large, flat single crystal
substrates such as Si or gquartz are nearly transparent to neutrons, the
substrate can serve as the incident medium and the reflectivities of films
or multilayers 1in contact with 1iquid solutions can be obtained. Thus, in
situ studies employing active electrochemical cells, for example, can be
performed. In addition to discussing the sensitivity of the method, the
results of some neutron reflectivity experiments on metal muitilayers and
films, electrolytically loaded in situ with deuterium, are reported in this
paper.

INTRODUCTION

The neutron refractive index n for non-magnetic materials is given by

{11 n =1 - Asz/x where ) is the neutron wavelength, N the atomic density
of the medium, and b is the coherent nuclear scattering length or amplitude
for neutrons. Ffor most materials the scattering density Nb is positive and,
consequently, the neutron refraction index is less than unity and total
external reflection at a glancing angle ¢ from a smooth, flat surface in
vacuum will occur up to a characteristic critical angle ‘c' Because n is

always very close to unity, the critical angle is usually a fraction of a
degree. For example, for the naturally occurring isotopic mixture of Ni,
‘c = 0.1 deg/A. For most materials the neutron absorption cross section is

negligible and b can be taken to be real. Furthermore, isotopes of the same
element can have significantly different values of b. In particular, for

hydrogen b =« -0.374 x lo'lzcm whereas for deuterium, b = +0.667 x lolzcm.

(In the case where absorption is not negligible, b must be written as a
complex quantity).
If the reflectivity is measured as a function of glancing angle ¢ or

wavevector transfer |§| - i‘ sing = K- K| where K and K are the

outgoing and incident neutron wavevectors, respectively, then the density
profile Nb = p = p(z) where z is an axis normal to the plane of the film or

parallel to §, can be determined. A close analogy to ordinary optics is

Mat. Res. Soc. Symp. Proc. Vol. 108. ©1990 Materials Research Soclety
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possible [2] since the neutron can be described by a plane wave which is a
solution of a one dimensional time-independent Schrddinger equation that can
be solved in piece-wise continuous fashion by satisfying boundary conditions
on the wave function and its derivative for slices of thickness dz {3]. It
should be realized, however, that the neutron plane wave in effect sees a
potential averaged over a relatively large 1lateral extent when R(Q) is
measured in a so-called 8:20 scan where the specular condition is always
maintained. That is, on a microscopic scale an interfacial region may in
actuality correspond to one of two very different pictures, e.g.,
interdiffussion or waviness, which give rise to nearly identical densit
profiles along z. In principle, in order to distinguish between such

possibilities, transverse scans with some component of G parallel to the
surface or interface can be done.

SENSITIVITY

To get an idea of the sensitivity for detecting hydrogen and deuterium
in metal multilayers by measuring neutron reflectivity profiles, consider,
for example, an idealized Pd-Al multilayer consisting of 150A Pd and 504 Al
Tayers repeated 5 times in vacuum. It 1{s assumed that the Pd and Al
densities are those which occur in the bulk and that the Pd-Al interfaces
are perfectly sharp. Figure 1 illustrates two neutron reflection profiles
for this system with different atomic concentrations of Hor D in the Pd
layers only (the relatively small change in Pd density due to lattice
expansion upon hydriding has been neglected). Neutron reflectivities down

to 10'6 can be routinely measured. Concentration differences of a few
percent can be accurately distinguished as shown in more detail in Figure 2
where the first order peak intensity is plotted as a function of H and D
concentration. In fact, analysis of a measured neutron reflectivity profile
can provide more detailed information, particularly regarding the profile of
the interfacial region, if data of sufficiently high accuracy and at large
enough values of Q are obtained [4].

V:I i LI I T T 1
'

g - 95 H .
é 3 ] Figure 1. Neutron reflectivity
e l 4 profiles calculated for an
2 | idealized  Pd-Al  multilayer
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different concentrations of H
-1 L N S S {(or D) in the Pd 1layers.
o T T Principle maxima appear at
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- _ﬁ, \ 10D thickness. Note that for 0.5H,
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of hydrogen.
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Figure 2. Calculated peak
reflectivity of the first order
principle reflection of the
idealized (150A Pd, 50A A1) x 5
wmultilayer as a function of H
(dashed 1line) and D (solid
line). D concentrations to
within a few percent or better
can be accurately determined.
Depending upon the scattering
density of the metal host
material, sensitivity to either
H or D can differ significantly.

EXPERIMENT

It had been discovered previously by x-ray diffraction that the H
concentration in solid solution is greatly enhanced in Nb films with
diminishing film thickness below about 1200A [5]. Again, the increased
concentrations were inferred by the resultant expansion of the host metal
Jattice parameter. It is of interest to determine where the hydrogen
actually goes in Nb and other thin metal films and multilayers. By
combining neutron reflectivity and high angle x-ray and neutron diffraction
data it is possible 1in principle to determine the absolute amount of
hydrogen soluble in a given metal layer and whether the hydrogen occupies
interstitial sites in the host lattice or resides in voids or in some
mixture thereof.

Thus far, several multilayers and thin film systems have been
investigated. Thin films of Pd (-1000A) and multilayers composed of
bilayers of Pd and Al, Pd and Cr, and Ni and Ti, each bilayer of the order
of 200-300A thick, were loaded either electrochemically or in a gas cell
with deuterium. 1In all but the Ni-Ti multilayer case, the films either
became significantly roughened or detached from the Si substrates on which
they had been deposited by sputtering before any useful neutron refiectivity
data could be obtained. In the case of the Ni-Ti multilayer, however, the
film remained intact in an electrolytic cell containing an approximately 1.0
molar solution of LiOH-HZO in 99.6% pure 020 at currents up to 1.0 amp for

several hours. A 4 inch diameter single crystal Si disc 3/16 inch thick and
polished on the face on which the multilayer was deposited was pressed
against a teflon reservoir holding the electrolytic solution, The
multilayer served as one electrode and a Pt foil as the other. The neutron
beam of wavelength = 4,05A and of width 0.003" enters the edge of the Si so
that for the reflection from the multilayer, Si is the incident medium. The
divergence of the incident beam was ~1 minute of arc with an energy
resolution of 1% so that the instrumental Q-resolution varied from about

0.001A°! to 0.002A'l over a range of Q extending from 0.001 to 0.100A°1. A

cooled Be filter preceding a pyrolytic graphite (002) monochromator was used

to suppress higher order wavelength contamination. The Ni-Ti multilayer

$ consisted of 20 bilayers with individual Ni and Ti layer thicknesses of the

¥ order of 95A and 125A, respectively, and was grown at Optoline Associates,

: Inc., Andover, MA. The neutron reflectivity, neutron diffraction, and x-ray

diffraction measurements were performed at the National Institute of
Standards and Technology, Gaithersburg, MD.

Starting at very low currents of about 0.001 amps and progressing to

1.000 amp over a period of several hours time, neutron reflectivity profiles

e
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were measured. The current was increased every other scan until a change in
the reflectivity profile was noticed. The current was then maintained at a
constant level until no further change occurred, and then progressively
increased. After several hours at 1.0 amp no additional change was
observed. The final and initial reflectivity profiles are shown in Figure

3. In the initial profile, the first order peak at a Q = 0.030A°! is
saturated with a reflectivity R-1. The broadening of the peaks, especially
pronounced for the third order, can be explained by a non-uniform set of

bilayer thicknesses. Total external reflection occurs up to about O.OZZA'I.
characteristic of a 1000A Ni protective cap layer deposited over the

multilayer. The appearance of a diminishing reflectivity below -0.013A" Lis
a geometrical artifact. Inspection of the data shows that the 2nd and 3rd
order peaks have shifted considerably to lower values of Q implying an
expansion of the Tayer thickness in real space. It was expected that the
deuterium would preferentially diffuse into the titanium, as is the case for
ordinary bulk systems, and since Ti has a negative scattering length the
deuterium, which has a positive scattering length, would result in an
increased scattering density for the Tli layer and a corresponding decrease

Figure 3. Final (solid
triangles) and initial (open
-4 circles) neutron reflectivity
data for Ni-Ti multilayer
1 described in the text. Note
that the 2nd and 3rd order peaks

at -0.058 and ~0.087A") in the
1 initial scans have shifted to
Tower values of ( after
deuteriding indicating an
expansion in layer thickness.
Other features and analysis are
described in more detail in the
text.

in reflectivity as observed. High angle x-ray diffraction experiments
showed that after deuteriding only the Ti peaks were appreciably shifted to
Tower angles (both Ni and Ti Bragg peaks characteristic of the bulk
structures were observed, indicating polycrystalline layer microstructure).
However, attempts to fit the observed final reflectivity profile were not
possible because it was (re)discovered that a significant preference for the
uptake of one isotopic species, in this case hydrogen over deuterium, can
exist in electrolytic charging procasses. Even though the electrolytic
solution contained ~40X more D than H t.e uptake of H can in some cases be
favored by an order of magnitude or more. The ratioc of 0 to H in the Ni-Ti
multilayer after loading was simply not known. This problem became known to
us during a related experiment on thin Pd sheet as will now be described.
The phase diagram of the palladium/hydrogen system is well known. At
room temperature and low concentration of hydrogen (or deuterium) the system
exists in the a-phase with a lattice constant very similar to that of pure
palladium. At higher concentrations of H(D) there exists a # phase with a
considerably expanded lattice where the H(D) atoms are 1located in the
octahedral interstitial sites [6]. In situ neutron diffraction measurements
on palladium in an electrochemical cell were done in order to investigate
whether tetrahedral interstitial sites could be filled with D by the
electrolysts process [7]. The electrolysis cell was constructed of thin
walled teflon sheet. The electrolyte used was 0.1 M LiOH in DZO (99.5%).
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The palladium electrode was in the form of a sheet .4mm thick. The other
electrode was a thin sheet of platinum placed above the neutron beam.
Ouring the diffraction data collection the cell was rotated +180° to average
out the effect of any preferred orientation of crystallites.

Figure 4 shows the neutron diffraction pattern (taken with 1.53 A
neutrons) for Pd before electrolysis. All the Pd peaks are labelled in the
figure. The other peaks are from the teflon cell. The Pd peak intensities
(after correction for the Lorentz factors) are in good agreement with what
is expected from pure fcc palladium. The palladium was first loaded with D
by applying a current of 1 amp for 12 hrs before taking the diffraction
data. The same current of 1 amp was maintained while collecting the
diffraction data. The Tower part of Figure 4 shows the diffraction pattern
from D loaded Pd under the conditions described above. A1l of the peaks
shift to lower angles due to expansion of the lattice. The even hkl peaks
increased in intensity and all the odd hkl peaks decreased in intensity.

e
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Counts x107*
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i PRY (62 Figure 4. In-sity  neutron
[ .www_j’é\ diffraction patterns of Pd

before and after electrolysis.

— The neutron wavelength used was

00t ] 1.53 A. Both Pd and Pd D(H)
Pd with D(H) peaks are marked in the figure.

) The other peaks are from the

tefTon cell.

The lattice constant of the cell after electrolysis was found to be
4.035A, This is similar to what is reported for B-phase Pd-D(H) in the
literature ([6]. Our attempts to fit the data to a B-phase Pd-D cell, in
which D atoms are located in octahedral sites, resulted in an octahedral
site occupancy of only 0.32 as opposed to the known value of -0.7. The
results of such a fit are shown in Table I. The rms displacement of D atoms
was found to be 0.21A in very good agreement with earlier results [6]. Any
attempts to fit the data by partially or fully filling the tetrahedral sites
was unsuccessful.

An occupancy factor of only 0.32 for a D loaded sample points to the
fact that there is a considerable amount of H along with O in the
electrolysed palladium. Assuming a filling factor of 0.7 for octahedral
sites, one can calculate the amount of H present in the D loaded Pd sample.
This turns out to be H(0.35) and D(0.65) even though the electrolytes used
contained at most 1-1.5% H. Higher solubility of H (as compared to D) in Pd
under electrolysis is quite well known [8]. However, the separation factor
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Swetal/1iq = (WDlgera)/ (W/D)y4q = 35

that we obtain seems to be much higher than the highest values reported in
Titerature (of the order of 10 - 13). A neutron activation analysis if the
electrolysed Pd sample also confirmed our estimate of about 30% H in the

sample [9].

TABLE I. Measured and calculated ratios of the integrated intensities of
the observed peaks after the sample was loaded to those of the
pristine sample. The calculated values were obtained using an
octahedral site occupancy of 0.32 0/Pd and an rms displacement of
0.21 A for the octahedral atoms.

Peak  Measyred Ratio  Calculated Ratio
(111) 0.40 ¢ 0.03 0.48
(200) 1.68 £ 0.08 1.67
{220) 1.49 £ 0.07 1.52
(311) 0.47 ¢ 0.03 0.64
(222) 1.14 £ 0.17 1.41
(400) 1.44 £ 0.12 1.33
(331) 0.51 t 0.07 0.76
(420) 1.11 £ 0.08 1.26

The electrolysis of Pd in nearly 99% deuterated electrolysis solution
leads to substantial amounts of H isotope being incorporated in the Pd
sample. Consequently, to determine the extent of any such preference for H
over D 1in the electrolytically loaded Ni-Ti multilayer, we plan to repeat
the experiment with pure Hzo solvent. Nonetheless, we believe these

experiments illustrate the potential contribution of neutron reflectivity
measurements in determining the microscopic structure of thin film metal-
hydrogen systems.
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MAGHETOELASTICITY IN RARE-EARTH MULTILAYERS AND FILMS
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The magnetic structure has been measured with neutron scattering and
SQUID magnetometry for a number of epitaxial multilayers and films of the
magnetic rare-earths dysprosium and erbium grown with non-magnetic yttrium.
In almost all cases the first order ferromagnetic phase transitions are
suppressed, although the Néel temperatures are within 5% of the bulk
values. The observed critical fields are explained by including epitaxial
constraints with the bulk theory of magnetoslasticity.

The advancement of techniques for growing thin fila and sultilayer
materials has made it commonplace to control structure on an atomic scale
[1]. A principal modus operandi has been to grow one crystalline material
layer on top of a different crystalline material. The proper growth
technique and conditions can produce epitaxy between the dissimilar
materials, resulting in intrinsic strains and new physical properties.

This paper presents an experimental investigation and a theoretical
treatment of the effects of epitaxy on wmagnetic properties via
sagnetoelastic coupling. Using MBE techniques{2] to grow dissimilar rare-
earth layers, we have observed a number of magnetic structures[3-7] that
are different than in the bulk materials {8-12). The rare-earths are
particularly amenable for these investigations, since many of them attain
magnetoelastic energies vhich are on the order of their exchange energies,
they exhibit a wide range of lattice parameters, and their solubility 1s
conducive to epitaxial growth. We have been sble to explain many of the
new structures by including epitaxial constraints with the bulk theory of
magnetoslasticity. In some cases which do not fit the theory, the
epitaxial constraints have been broken.

The samples were films of Dy or Er and multilayers of or
interleaved with the non-magnetic rare-earth yttrlzn. The :{owch n::
characterization of these materials has been discussed [2-7]. The
isportant points to recall are that the interfaces are interdiffused over
approxisately 4 to 7 atomic planes. The chemical coherence length along
the growth direction is typically greater than 500 A. The chemical
coherence in the growth plane is limited by the formation of defects to
relieve the lattice mismatch between the dissimilar rare-sarths. A careful
study of these defects would be useful. A single Bragg peak is observed
for the growth plane reflections, indicating good epitaxy.

The layer thicknesses ranged from about 9 to 35 atomic planes (25A to
100A), and the total sample thickness wvas in the range of 0.3 to 0.5

microns. Most of the samples were grown on sapphi
Tayers of Mo snd yerto: 8 pphire substrates with buffer
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MACHETIC STRUCTURES

Bulk Magnetic Structures

The bulk magnetic structures for Dy and Er have been measured using
neutron and X-ray scattering (8-12]. The spins are aligned within each
basal plane sheet of the hcp structure, and the magnitude or direction 1is
modulated along the c-axis direction. Thus the structure is described by
an effective temperature dependent turn angle, @. The spin direction is in
the basal plane for Dy and predominantly along the c-axis for Er. Both Dy
and Er have a first order phase transition to a ferromagnetic state, which
is primarily driven by magnetoelastic energetics [13-15].

Magnetic Structure in Rare-Earth Films and Multilavers

The magnetic structures in the films and multilayers have been
measured with neutron scattering and SQUID magnetometry (3-7}. The
temperature dependence of the neutron diffraction for a Dy film and a
{Dy|Y] multilayer is shown in Fig. 1(a) and (b) respectively. The
structure of the Dy film is identical to that of the bulk, except that the
ferromagnetic transition has a broader temperature hysteresis and the
ferromagnetic correlation length is only a few hundred A. In contrast, the
ferromagnetic transition in the ([Dy|Y] wultilayers is completely
suppressed, and the temperature dependence of the turn angle is weaker than
in the bulk. This behavior {s also observed in Er films.

m 1 1 —1
[Dy1elY] (b)
80 - N
= 604 B
0
C
2
c 404 -
20 1

20 22 24 20 22 24

Q, (A7)

Fig. 1. The magnetic structure is determined for a Dy film(a) and a [Dy|Y])
multilayer by scanning along (000§). The film has a ferromagnetic
transition whers the magnetic intensity collapses onto the nuclear Bragg
peak, while the sultilaysr does not. The helimagnetic intensity is shaded.
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MAGNETOELASTICITY

The magnetoelastic free energy in Cartesian coordinates can be
expressed as

1
Z Cuvupdov " EKA“W‘ : L

The magnetoelastic coefficients appear in terms linear in the strains as
they arise from derivatives of the exchange and single-ion energies with
respect to the strains. The equilibrium strains satisfy the equations

§ LNCILS )

and the equilibrium magnetoelastic free energy is

1 1 -
?IC - Z c‘w‘m‘ w ™2 ,z‘ K¢ ’ 3

Magnetoelastic Energies in Bulk Dy and Ex

Magnetoelastic energetics play a large role in the first order
ferromagnetic transitions found in the rare earths. For example, in Dy
this transition is accompanied by a 0.5% orthorhombic distortion of the
basal plane and a 0.25% expansion of the c-axis of the hcp structure as
the moments align along a single direction [16]. The magnetoelastic energy
associated with this transition has been calculated according to eq.(3) for
Dy[14) and Er{15). The discontinuous decrease of the magnetoelastic energy
drives the first order ferromagnetic transitions by overcoming the exchange
energy difference between the ferromagnetic and antiferromagnetic states.

In Dy the y-mode associated with an orthorhombic distortion in the
basal plane provides the major part of the magnetoelastic energy which is
responsible for the ferromagnetic transition, and this magnetoelastic
energy can only be gained when the turn angle, w, collapses to zero (the
clamping effect) [14]. This mode provides a driving energy of about
3K/atom at 835K while the remaining modes make up approximately 1K/atom.

In Er the ferromagnetic alignment is along the c-axis so that there is
no y-mode distortion. The magnetoelastic driving energy is found to be 2.3
K/atom [15].

We shall attempt to apply the magnetoelastic coefficients of the bulk
materials to the thin film materials. Care must be taken to correct for
the magnetic structure dependence of the coefficfents, since the atructures
are typically different in the layered materials compared to the bulk. For
example, using eqs. (2) and (3) and symmetry arguments for the spin
correlation functions[17), the magnetoelastic coefficients in the basal
plans helimagnetic structure of Dy at T = 0 K are

3
Kx,y(T-o) = $0.68 6“'0 - 0.06 (3+casw)/4 (10”7 K/atom) , (4)

K, (T-0) = 1.6 coso (10° K/atom) . (5)
The structural dependence of the magnetoelastic coefficients of Er is more
complicated than in the case of Dy since there are two spin components, and
the solution for the magnetoelastic coefficients can only be obtained by
omitting the single-fon teras. The low temperature magnetoelastic
coefficients are found to be

Ky " -0.4278c0820 + 8in26(1.34cosw + 5.30) - 1.28 (10> K/atom),  (6)

K, - 1.215cos’® - oin6(0.926cosw)  (10° K/atom). M
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Here tand - <s’$/<s'> = 0.51 at the ferromagnetic tramsition and 8§ = 1 -
24/%x is the nearest neighbor correlation function of the z spin components.
Note that these cosfficients are determined by oppositely signed terms, and
in particulsr the last three terms in Kx nearly cancel. Furthermore, the
relationship between # and v leaves the 2%efficients only weakly dependent
upon the magnetic structure except when B jumps from 1/2 to 1 at the
ferromagnetic transition.

Modificacions to Magnatoelasticity in Films and Multilavers

The slastic properties of films have been investigated extensively
[18]}, and described by theories which tske into account defects in the
structure. However, we shall treat the magnetoelasticity by assuming
perfect epitaxy, and then examine the agreement with experiments.

When a magnetic material is grown with a non-magnetic material in s
film or multi{layer additional elastic terms are added to the free energy.
In the case that the strains in the growth plane are coherent the
additional elastic energy from the non-magnetic material is

!01 = % fa 1 (cpv' cmcn/cm) (‘ma' ‘op)(‘w' ‘o) ®

B, vra

The relative amount of non-magnetic materisl is represented by r. The ¢
are the strains in the free non-magnetic material measured with respect £
the non-magnetic strains in the free magnetic material. 1In other words
they represents the non-magnetic lattice mismatch. This additional elastic
energy has both quadratic and linsar strain terms, so that the effective
elastic coefficients for u,vwa are

a

c’w - cw + ra(cw- c”c“/c”) 9)
and the effective magnetoelastic coefficients for usa are
kK, =K, +r, ‘E"ou(‘w‘ TRV (10)

FERROMAGWETIC TRANSITION IM RARE-EARTH FILMS AND MULTILAYERS

Neutron diffraction and SQUID measurements of the low temperature
magnetization in two [Dy|Y] and two [Er|Y) multilayers is shown in Fig. 2.
Ve would like to be able to explain the magnitude of the critical field
necessary to induce the ferromagnetic state.

A first attempt to treat magnetoelastic effects in multilayers and
films assumes that the basic exchange interactions and anisotropy energiles
can be transferred directly from the bulk magnetic materials. This
assumption is likely to be incorrect at the interfaces, yet we shall see
that it provides rsasonable explanations for many of the experimental
results. Consider the case that the layered rare-earth material is grown
along the hep c-axis. If we assume the elastic constants are equal in the
magnetic snd non-magnetic material then the magnetoelastic driving energy
for the ferromagnetic transition, A = F(w0°) - F(w), can be calculated
based on eqs. (9) and (10) and the known elastic and magnetoelastic
constants. 1f the low teaperature state of Dy has v = 309, then

A~ -1.25 - (3.95 - 91.0:-:«“")/(1”:) K/atom. (11)
This magnetoelastic driving energy is plotted in Fig. 3(a) (in terms of an

equivalent magnetic fisld acting on the magnetic moments of Dy) for r
ranging from zero to infinity as a function of the lattice mismatch «¢.
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The conversion to a magnetic field is based on the assumption that the ¢
driving energy at a spontansous ferromagnetic transition would correspond
to zero field. The critical field data at 10K obtained from Fig. 2(a) and ’
2(b) are also plotted in Fig. 3(s) for comparison with the theory.

A similar calculation of the driving energy for Er c-axis growth
nultilayers 1is based on w = 2¢/7 in the low tempersture antiferromagnetic
state. Thus the magnetoelastic driving energy for these multilayers is

s, - -1.56 - (0.86 - 553 t:‘ox,y)/u + rz) (K/atom) . (12)

This sxpression is plotted in Fig. 3(b) in terms of the equivalent field on
the c-axis moments of Er. The dependence of the driving energy on the
lattice mismatch is strong compared to the Dy case, and the observed
critical filelds 1in Fig. 2(c) and 2(d) of 16 to 17kOe correspond to large
values of the parameter r. This also explains why critical field data[l9]
suggest that a several micron thick film of Er on yttrium {s required
before a lov temperature ferromagnetic transition is obtained. Note also
that for slightly negative values of ¢, as might be achieved by growing Er
on Lu, the ferromagnetic trangition is expected to occur at a higher
temperature than in the bulk.

Fig. 2. The magnetization is
plotted versus the internal
field at 10K for {Dy{Y] (a,b)
and {Er|Y] (c.d) multilayers.
The critical field for
ferromagnetism is dstermined
qualitatively from where the
magnetization first increases
sharply towards saturation.

The magnetizetion below about
15k0e in the erbium samples is
due to ferrimagnetic states.

20 N A 4 A Fig. 3. The critical fields
] DY Er are calculated for Dy (a) and
3 Er (b) c-axis materials as a
function of the lattice
nismatch ¢, based on the
f 10 - - perfect epitaxy modsl described
1 in the text. The data points

=0 & from Fig. 2 are shown for
é $ 1 o (/ comparison. Note that for

] M growth of erbium on a substrate
0 4 with a smaller basal plane
lattice parameter than erbium
the ferromagnetic transition

may occur at a higher
-10 temperature than {n the bulk.
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SUMMARY AND CONCLUSIONS

The critical filelds required to induce ferromagnetism in [Dy|Y] and
(Er|Y) multilayers and Er films are quantitatively explained by a simple
sodel for the magnetoslasticity in these materials, wvhich assumes perfact
spitaxy and transfers the bulk slastic and magnetoelastic constants to the
thin film materials. The model remains phenomenclogical by including all
of the information about defects into the parameter r. However, r can be
related directly to the observed growth plane strains, and this work is in
progress. It {s {nteresting that this wodel predicts that the
ferromagnetic transition can be enhanced with the proper lattice aismatch,
an effect which should be sasily observed for Er.

The work at Univ. of Illinois was supported through the National
Science Foundation under NSF grant DMR 85-21616. Ve are indebted to Jens
Jensen and Alan Mackintosh for useful reminders of the peculiarities of the
exchange interactions in Er.
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THE MORPHOLOGY OF SYMMETRIC DIBLOCK COPOLYMERS AS
REVEALED BY MEUTRON REFLECTIVITY

S. K. Satija, C. F. Majkrzak', S. H. Anastasiadis’ and T. P. Russell”"
*
National Institute of Standards and Technology, Gaithersburg, MD
£ 1)
IBM Research Division, San Jose, CA

The specular reflectivity of neutrons has been used to characterize
quantitatively the microphase separated morphology of symmetric, diblock
copolymers of polystyrene, PS and polymethylmethacrylate, PMMA, as a
function of the total molecular weight of the copolymer where either block
is perdeuterated. It is shown that the hyperbolic tangent function, as
opposed to a linear or cosine squared function, most closely describes the
concentration gradient at the interface between the lamellar copolymer
microdomains. The effective width of the interface is found to be
independent of the molecular weight of the copolymer blocks and has a value
of 50 t 3A. This interface is also found to be identical to that of PS and
PMMA, homopolymers. However, using measured values of the Flory-Huggins
interaction parameter for PS and PMMA current theoretical treatments cannot
describe the observed widths of the interface.

Recently, it has been shown that symmetric diblock copolymers of
polystyrene (PS) and polymethylmethacrylate (PMMA) when prepared as thin
films (5000 A or less) on silicon substrates, exhibit a strong orientation
of the lamellar microdomains parallel to the surface of the substrate [1,2].
This orientation occurs when the copolymer films are annealed at
temperatures above the glass transition temperatures of the PS and PMMA
blocks and results from the interactions of the two blocks with the air and
substrate interfaces. PMMA, the more polar species, preferentially resides
at the silicon (silicon oxide)/copolymer interfaces, whereas PS, the lower
surface energy component, preferentially segregates to the air/copolymer
interface. These interactions, coupled with the chemical connectivity of
the PS and PMMA blocks, result in the observed multilayered structure.

In this report the details of the 1amellar morphology for a series of
PS and PMMA, symmetric diblock copolymers is reported where the molecular
weight of the copolymer is varied. It is shown that neutron reflectivity
provides the key means by which the detailed nature of the interface between
the copolymer microdomains can be investigated. It is also shown that the
interface between homopolymers of PS and PMMA is identical to that seen in
the copolymers.

Symmetric, diblock copolymers of PS and PMMA, denoted P(S-b-MMA), were
purchased from Polymer Laboratories and were prepared by a successive
anionic polymerization process. The cosplete characterization of the
copolymers s shown in table 1. As can be seen, the copolymers have narrow
molecular weight distributions and styrene contents close to the desired
50%. It should also be noted that either the PS or PMMA block in the
copolymer was perdeuterated which provided the contrast necessary for the
neutron reflectivity studies.

Samples of the copoiymers were prepared on 10 cm diameter, polished S
substrates. The substrates were ~ 5 mm in thickness to ensure that the
substrate did not bow or bend when mounted in the sample holder. Solutions
of the copolymer were prepared in toluene with the concentration being
varied to produce the desired sample thickness. The substrates were fully
coated with copolymer solutions and spun at 2000 rpm to produce a film with
a uniform thickness. The spinning process also served to evaporate most of

Mat. Res. Soc. Symp. Proc. Vol. 168. ©1990 Materisls Research Society
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the solvent 1in the film. The substrates were then placed under vacuum at
80 °C for 24 hrs. to remove the remaining solvent and then were heated to
170 °C for 72 hrs. to produce the oriented lamellar morphology. The
specimens were then cooled to room temperature and investigated without
further heating.

Neutron reflectivity measurements were performed on the BT-4 triple
axis diffractometer at the NIST reactor. Details of the experimental
geometry can be found elsewhere [7]. Experiments were performed with
neutrons of wavelength X = 2.35 A over an angular range of 26 = 0° to 1.7°.

This translates into a neutron momentum, k‘-’ range from 0 to -~ 0.l Al

where ko = (28/)) sin 0. Under such condition reflectivities down to 1076
could be measured which proved to be crucial to these studies [7,8].
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Figure 1. Neutron reflectivity profile of a P(S-b-d-MMA) diblock copolymer
film annealed on a Si substrate for 72 hrs. at 170 °C where the
total copolymer molecular weight is ~ 30,000. The points are the
measured reflectivity profile whereas the solid line is the
calculated reflectivity profile using the scattering length
density profile shown in the inset.

The neutron reflectivity profile measured for the P(S-b-d-MMA) diblock
copolymer, where the molecular weight of each block is - 15,000, after
annnlin? at 170 °C for 72 hrs. is shown in figure 1. As can be seen at
small values of the neutron momentum, total external reflection {is seen
below the critical angle. Above this the reflectivity drops by nearly two
orders of magnitude whereupon a strong first order Bragg reflection

at "o = 0.0195 A'l is seen. This is followed by a further decrease in
the reflectivity with the appearance of second and third order reflections
at k,'s of 0.0375 and 0.0540 A'l. respectively. The Bragg reflections are

directly attributable to the layering of the lamellar morphology parallel to
the surface of the film and the positions of the Bragg reflections yield

o



141

directly the period of the lamellar microdomain morphology. In this case
the perfod 1s 175 A which is comprised of a PS microdomain with a size of
91 A and a PMMA wicrodomain of 84 A, More importantly, the interface
between the PS and PMMA microdomains is found to be 50 £ 3 A, Using this
model for the variation in the neutron scattering length density normal to
the film surface, the calculated reflectivity profile, indicated by the
solid 1ine in figure I, is obtained. The agreement between the calculated
and measured reflectivity profile is very good over the entire ko range and

over 5.5 orders of the reflectivity. Variation of the parameters outside of
the stated values produces reflectivity profiles that do not agree with the
experimentally measured profile. It must be emphasized that such precision
on the width of the interface between the two microdomains was, heretofore,
not attainable.
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Figure 2. Neutron refiectivity profile of a P(d-S-b-MMA) diblock copalymer
film on a Si substrate annealed for 72 hrs. at 170 °C where the
total copolymer molecular weight is ~ 100,000. The points are
the measured reflectivity profile the Tline is the calculated
refiectivity profile using the hyperbolic tangent function to
describe the interface between the copolymer microdomains and the
dashed 1ine is that calculated assuming a linear gradient between
the microdomains. The models used to calculate the reflectivity
profiles are shown {n the inset.

Increasing the molecular weight of the blocks to -~ 50,000 per block
produces dramatic changes in the neutron reflectivity profiles. Shown in
figure 2 1s the measured reflectivity prafile of the P(d-S-b-MMA) diblock
copolymer after annealing at 170 °C for 72 hrs. under vacuum. As with the
lower molecular weight specimen, at small values of k, total external

reflection. However, at higher ko at least five orders of Bragg reflections

are evident which yield a period of 398 A which is comprised of PS and PMMA
microdomain sizes of 210 A and 188 A, respectively. As expected, the period
of the lamellar morphology has increased with the increase in the molecular
weight of the copolymer. The large number of Bragg reflections also
provides a high sensitivity to the interface between the copolymer
microdomains. Shown fn figure 2 by the solid line is the calculated




reflectivity profile where the interface {s described by a hyperbolic
tangent function where the effective width of the interface is 50 : 3 A.
This describes the observed reflectivity quite well over the entire measured
k, range. Also shown in figure 2 as the dashed Tine, is the calculated

reflectivity profile where a simple linear gradient of the neutron
scattering Tlength density was used to describe the concentratien variation
across the interface between the PS and PMMA microdomains. As can be seen,
this model describes the data reasonable well over the entire ko range, but

does not produce as good a fit to the data as the hyperbolic tangent
function. Consequently, the neutron reflectivity results clearly show that
whatever the functional form of the concentration gradient across the
interface is, it must closely follow the hyperbolic tangent functional form.
Such details on the morphology of block copolymers was previously
unattainable by other techniques.

Similar studies have been performed on the P(S-b-d-MMA) diblock
copolymer where the molecular weight of each block is - 50,000. In this
case the neutron reflectivity profile yields a period of 512 A comprised of
a PS and PMMA microdomains with sizes of 268 A and 244 A. As with the P(d-
S-b-MMA) copolymer the interface was well described by a hyperbolic tangent
function with an effective width of 47 + 4 A, Thus, with the exception of
the variation in the length of the period due to the increase in the
molecular weight, these results are identical to the other cases.
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Figure 3, Neutron reflectivity profile for a P(d-S-b-MMA) diblock copolymer
annealed for 240 hrs. at 170°C where the total molecular weight
of the copolymer is - 300,000. The solid 1ine is the calculated
reflectivity profile using the scattering length density profile
shown in the inset.

Finally, a P(d-S-b-MMA) diblock copolymer where the molecular weight of
each biock was -~ 150,000 was tnvestigated. It has been found that the rate
at which the copolymer wmicrodomains orient parallel to the film surface
depends strongly upon the molecular weight of the copolymer. For such high
molecular weights the time required for the lamellar orientation is quite
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long. Therefore, a copolymer film was prepared where the total thickness of
the specimen corresponded to one-half of the period size. This specimen was
annealed for 240 hrs. at 170 °C. The neutron reflectivity profile obtained
from this specimen 1is shown in figure 3. As can be seen, periodic oscil-
Tations are seen in the data with at least two different characteristic
frequencies. The frequencies correspond to the total thickness of the
specimen and the thickness of the deuterated PS microdomain. The reflectiv-
ity results could be well described by the scattering length density profiie
shown in the inset of the figure. This model is comprised of a 225 A layer
of deuterated PS on top of a 156 A layer of PMMA. The two layers are
separated by an interface with a composition variation across the interface
gzat ‘13 given by a hyperbolic tangent function with an effective width of
t .

Therefore, the clear picture that emerges from the combined results of
these studies is that the period of the 1lamellar microdomain morphology
increase with the molecular weight of the copolymer. If N is the total
number of segments in the copolymer, then these results indicate that L, the

period, varies with No'65 which agrees with theories describing copolymers
in the strong segregation limit. The width of the interface is found to be
independent of the copolymer molecular weight, and, for the P(S-b-MMA)
copolymers, is found to be 50 A. Independent studies on bilayers of PS and
PMMA  homopolymers [7,9] have shown that the interface between the
homopolymers is well described by a hyperbolic tangent function (or other
functions that closely follow this form) with an effective width of 50 A in
precise agreement with the copolymer results. From the measured values of
the interaction parameter between PS and PMMA [10] and the values of the
statistical segment lengths of PS and PMMA, the width of the interface can
be calculated theoretically. These calculations yield a value of the
interface of 30 A. Annealing symmetric diblock copolymers of PS and PMMA
above the glass transition temperature orients the lamellar microdomains
parallel to the free surface of the film. the high resolution (~lam) of
neutron reflectivity, in conjunction with the orientation of the lamellar
microdomains parallel to the surface, has allowed a detailed study of the
morphology of the copolymers as a function of the molecular weight.

It has been shown that the hyperbolic tangent function, as opposed to a
linear or cosine squared function, most closely describes the concentration
gradient at the interface between the copolymer microdomains. The effective
width of the interface is found to be independent of the molecular weight of
the copolymer blocks and has a value of -~ 50 t 3A. This interface has been
shown to be identical to that between layers of PS and PMMA homopolymers.
however, using measured values of the Flory-Huggins interaction parameter,
current thermodynamic theories are not able to describe quantitatively the
observed results.

MR AT R ATV ARSI VMR S T S e T e o

Table 1.

Copolymer Mps "P'HA H"/Hn )
P(S-b-d-MMA) 14,670 15,107 1.10 0.50
P(d-S-b-MMA) 52,900 48,000 1.07 0.50
P(S-b-d-MMA) 56,300 65,000 1.12 0.47
P(d-S-b-MMA) 169,500 131,900 1.08 0.53
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TENPERATURE DEPENDENCE OF THE MORPHOLOGY OF THIN DIBLOCK
COPOLYMER FILNS AS REVEALED BY NEUTRON REFLECTIVITY

T. P. Russell’, S. H. Anastasiadis’, S. K. Satija and C. F. Majkrzak""
*
IBM Research Division, San Jose, CA
E 2 ]
National Institute of Standards and Technology, Gaithersburg, MO 20899

The order-disorder transition in thin films of symmetric diblock
copolymers of polystyrene and polymethyIlmethacrylate has been investigated
by neutron reflectivity. At temperatures above the order-disorder
temperature, THST’ a surface induced oscillatory segment density profile

with an exponential decay length, £, is observed. The inverse of decay

length 1/€ is shown to vary as: { THST - —TL)I/ 2 in agreement with
mean field predictions. For T ¢ TMST a lamellar morphology oriented

parallel to the surface propagates through the entire specimen.

Thin films of symmetric diblock copolymers on solid substrates have
been shown to exhibit a strong orientation of the lamellar microdomains
parallel to the surface of the substrate upon heating to temperatures above
the glass transition temperature [1-4]. Specular neutron reflectivity
measurements [3,4] clearly show that this orfentation is parallel to the
surface of the substrate over large lateral length scales. Consequently,
the worphology produced by simply annealing the films above the glass
transition temperature is that of a nearly perfect multilayer. This
behavior is found provided the annealing temperature is below the microphase
separation transition temperature (MST) where a transition from an ordered
to a disordered morphology occurs. For perfectly symmetric diblock

copolymers the MST occurs when XN = 10.5 where y 1is the Flory-Huggins
interaction parameter and N is the total number of segments in the copolymer
chain. For thin films of symmetric diblock copolymers annealed at
temperatures apove the MST, recent neutron reflectivity studies [3] have
shown that there is a preferential segregation of one of the components to
the air/copolymer and the copolymer/substrate {nterfaces. Due to the
connectivity of the blocks this excess surface concentration induces an
oscillatory variation in the composition of the two components normal to the
interface that is exponentially damped. This behavior has been shown to be
in agreement with recent theoretical arguments [5].

In this report neutron reflectivity studies on the temperature
dependence of the morphology of diblock copolymers in the vicinity of the
MST are discussed. At temperatures below the MST the ordered wultilayered
lamellar morphology 1{s found to penetrate through the entire specimen. At
temperatures above the MST the periodic variation in the compositfon of the
components is maintained but a clear dissipation of the order is found with
increasing distance from either the air/copolymer or copolymer/substrate
interfaces. An exponentially damped squared cosine function from both
interfaces is found to well describe the reflectivity results. The
characteristic decay Tength s found to decrease with increasing temperature
in accordance with mean field arguments. Results from two different
copolymers with two different molecular weights are found to fall on a
straight 1ine on a reduced temperature scale.

Symmetric, diblock copolymers of PS and PMMA, denoted P(S-b-MMA), were
purchased from Polymer laboratories and were prepared by a successive

Mat. Res. $oc. Symp. Proc. Vol. 108. ©1990 Materials Research Society

28]
A
t




146

anionic polwmerization process. The P(S-b-d-MMA) copolymer, where the
methacrylate block is perdeuterated, had a PS block molecular weight of
14,670 and a PMMA block molecular weight of 15,107. The tota) copolymer had
an "w/“n of 1.1 and the fraction of PS in the copolymer was 0.5. The P(d-S-

b-MMA) copolymer had a total molecular weight of 27,600 with H“/Hn = 1,08

and a PS fraction of 0.43,

Samples of the copolymers were prepared on 10 cm diameter, polished Si
substrates. The substrates were ~ 5 mm in thickness to ensure that the
substrate did not bow or bend when being mounted in the sample holder.
Solutions of the copolymer were prepared in toluene with the concentration
being varied to produce the desired sample thickness. The substrates were
fully coated with the copolymer solutions and spun at 2000 rpm to produce a
film with a uniform thickness. The spinning process also served to
evaporate most of the solvent in the film. The substrates were then placed
under vacuum at 80 °C for 24 hours to remove the remaining solvent.

Neutron reflectivity measurements were performed on the 8T-4 triple
axis diffractometer at the NIST reactor experimental hall. Details of the
experimental geometry can be found elsewhere ([4]. Experiments were
performed with neutrons of wavelength X = 2.35 A over an angular range of 24
= 0° to 1.7*. This translates into a neutron momentum ko range from 0 to

~ 0.1 A7) where kg = (2x/)) sin 4.
Separate specimens were prepared for experiments above and below THST

since it was found that long equilibration times were required to completely
eradicate the order remaining from specimens heated first to T < TMST and

then to T > TMST‘ The samples were annealed at several temperatures for a

period of at Teast 24 hours and then rapidly quenched to room temperature
freezing in the structure at the annealing temperature.

The neutron reflectivity profile measured for the P(S-b-d-MMA) diblock
copolymer, where the molecular weight of each block is - 15,000, at 120°C is
shown in figure 1. As can be seen at small values of the neutron momentum
total external reflection is seen below the critical angle. Above this the
reflectivity is seen to drop by nearly two orders of magnitude where upon a

strong first order Bragg reflection at ko - 0.0195 A"} s seen. At higher
values of ko a second order reflection and a diffuse third order reflection

are evident. The solid line in the figure is the calculated reflectivity
profile using the scattering length density profile shown in the inset where
the period 3s 175 A and the effective width of the interface between the PS
rich and PMMA rich microdomains is 50 A. For the P(S-b-d-MMA) copolymer
investigated here the MST, calculated from the molecular weight of the
copolymer and the temperature dependent interaction parameter (6], is
168 *C. Thus, at 120 °C the copolymer is below, but near, the MST. In
keeping with this, the two microphases in the lamellar morphology are not
pure PS or PMMA but are only rich in either component and the total fraction
of the specimen that is occupied by the interface is ~ 0.65. Consequently,
while the oriented Tamellar morphology propagates through the entire
specimen, it s very diffuse due to the proximity of the MST.

Reflectivity measurements on the copolymer for T > TMST are typified by

the data for T = 200°C shown in Figure 2. Here it is seen that the first
order reflection is retained but is significantly lower in intensity. The
higher arder reflections have become much more diffuse or completely lost.
The best fit to the reflectivity profile,shown by the s0}id Yine, was
obtained from the scattering length density profile shown in the inset.
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Here the variation in the PS volume fraction, ¢PS’ from the air/copolymer
interface is given by  @pg(2) = ¢se'z/€cos2 _Z%Z_ + 6PS (1)

where ¢s is the excess surface volume fraction of PS, aPS is the average PS
concentration, L is the bilayer period and ¢ is the decay length.
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ko(A™)

Figure 1. Neutron reflectivity profile of a P(S-b-d-MMA) diblock copolymer
film on a Si substrate at 120 °C. The points are the measured
reflectivity profile, the 1line 1is the calculated reflectivity
profile using scattering length density profile shown in the

inset.
Table 1
Copolymer Characteristics Above MST

. t + * .
T(°C) lexp(A) £(A) X X (6 + dp5) (oM + Jom)
185 166 1100 £ 100 .0365 .0365 0.86 0.94

195 161 800 + 75  .0363 .0365 0.84 0.94

200 162 600 £+ 50  .0372 .0362 0.76 1.00

+Calculated value of x from Ref. [6].

tCalculated value of x using the results found here.
*Total PS concentration at the air interface.

*Total d-PMMA concentration at the silicon interface.
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The variation in the d-PMMA volume fraction from the Sf/copolymer interface
is given by an equation similar to the one above with ‘H being the excess

surface volume fraction of d-PMMA at this interface. The model yielding the
best fit to the data requires that Os and ‘H be different, giving the

apparent asymmetry in the scattering length density profile shown in Figure
2. For T = 200°C at the air/copolymer interface ‘PS' 0.76 and at the

St/copolymer interface ¢d-m = 1.00. We have assumed the decay length ¢

to be the same from both interfaces, which turns out to be £ = 600 + 50A at

200°C. The difference in surface concentrations of PS at one interface and

d-PMMA at the other interface agrees with our previous studies [3,4].
Results from reflectivity measurements at other temperatures (T > TMST)

are shown in Table 1. The surface excess of PS at the air interface
decreases somewhat with temperature, whereas the temperature varjation in ‘H

at the Si interface is negligible. The decay length §, however, changes by
nearly a factor of 2 with only a 15°C increase in temperature. It should be
recalled that, in the bulk, for 7 > THST the copolymer is phase mixed which

would yield a constant scattering length density profile. Thus, these
reflectivity results clearly show that the surface induces an ordering in
copolymers above THST' The extent to which this ordering propagates into

the specimen diminishes the farther one is from the TMST'

V) x16°8 (A3
-~

Ll
T

| 1
0 0.02 0.04 0.06

ko(A™)

Figure 2. Neutron reflectivity profile for a P(S-b-d-MMA) diblock copolymer
at 200 °C. The solid line is the calculated reflectivity profile
using the scattering length density profile shown in the inset.
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These experimental results can be compared to the recent mean field
predictions of Fredrickson [5) describing the surface {nduced ordering in
diblock copolymers. From his arguments

- 172
+ - HE to 0w Y (2)

where b is the statistical segment length, N is the total number of segments
in the copolymer chain, (xN)s is the value of xN at THST and f is the

fraction of one component in the copolymer. As shown previously, [6] x is
of the form a + 8/T. Therefore, Eq. (2) can take the form:
- s0e (ol 4 @
H b MST

Consequently, Je varies linearly with 1/T with a slope to intercept ratio

of THST and a slope that yields 8 directly. Linear behavior was observed
for such a plot where it was found that THST = 179°C and B8 = 0.80K.

Independent neutron scattering measurements on a bulk spectmen of P(S-b-d-
MMA) yield a THST = 175 ¢ 5°C in agreement with the result found here.

L 1) L L) 't
1.0 r h
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x
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L 1) x 102 (k)
Tust T

Figure 3. The inverse decay length, 1/£, as a function of the

(R}T— - 4" for p(S-b-d-MMA) and for P(d-S-B-MW). The data
are scaled to the P(S-b-d-MMA} results.

Previously [6], however, 8 was found to be 3.9 t 0.6k which is in
disagresment with the value of 0.8 found here. The origin of this
discrepancy 1ies in the weak temperature dependence of x and the limited
range in temperature over which measurements can be performed. Using the
temperature coefficient of x found in this study then
X = 0.0356 + (0.8 £ 0.3)/T. Values of y calculated from this equation were
compared to those calculated form our previous results and are shown in
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Table 1. As can be seen, over the temperature range studied, for any
temperature, the difference in the x values is less than 3% which is well
within the error limits. It is not possible, using currently available
techniques, to measure X with better precision.

From {(3) 1is should be possible to scale the results from a
different, diblock copolymer to the results obtained here. If we consider
our previous results on P(d-S-b-MMA) where N = 263, f = 0.43 and € = 95 ¢ 7A

[3] at T = 170°C, then multiplication of l/ez by the ratio of f (1-f) for
the two copolymers should be all that 1is required. A Tust of -80°C,

calculated from the temperature dependence of y stated above, was used. A
1.1,

plot of 1/§ as a function of (TMST T ) for the P(d-S-b-MMA) and

P(S-b-d-MMA) copolymers is shown in Figure 3. The data in Figure 3 are well

described by a straight line passing through the origin with a slope of
(0.18 £ 0.05)K2Z/A2. When T = Ty an infinite decay length would be

expected and {s observed in that —%— = 0. This is also manifest in that the

orientation of the lamellar microdomains parallel to the film surface
propagates through the entire specimen at THST'

Thus, we have shown that the orientation of copolymer microdomains
parallel to the film surface at temperatures above TMST can be

quantitatively described by simple mean field arguments. The transition
from the disordered state is an ordinary transition where the modification
of the thermodynamic potential by the surface induces an ordering at the
surface at temperatures higher than that seen in the bulk. As TMST is

approached the ordering penetrates further into the bulk and at TMST the
ordering saturates the entire specimen. Full details of these experiments

will be published elsewhere [7].
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THRE STUDY OF SURFACES AND INTERFACES ON THE REFLECTOMETER CRISP AT THE ISIS
PULSED NEUTRON SOURCE

J PENPOLD, Neutron Science Division, Rutherford Appleton Laboratory, Chilton,
Didcot, Oxon, OX1l 0QX

ABSTRACT

The study of surfaces and interfaces using the specular reflection of
neutrons on the reflectometer CRISP at the ISIS pulsed neutron source is
discussed. The instrumentation, is briefly described, and the performance of
the spectrometer being illustrated by some standard examples. Recent
experimental results on the adsorption of surfactants at the air-water
interface will be presented.

INTRODUCTION

Since the first observations of the total reflection of neutrons by Fermi
and coworkers (1], specular neutron reflection has been extensively used in
neutron polarisers [2] and neutror guidea [3). 1In recent years, however,
attention has focused on the application of specular reflection of neutrons to
study surface and interfacial problems. It was shown by Thomas and coworkers
(4] that neutron reflection experiments give information about the neutron
refractive index profile normal to the surface, and that a judicious use of
hydrogen/deuterium contrast can provide unique information for a range of
problems in surface chemistry. Due to the magnetic dipole interaction,
magnetic materials exhibit a neutron spin dependent refractive index (this is
the basis of neutron spin polarisers using critical reflection) and Felcher
[S] has shown that the specular raeflection of spin polarised neutrons is a
particularly sensitive probe of surface magnetism.

The advent of dedicated spectrometera (6,7] has been accompanied by a
rapid expansion in the scientific application of the technique to surface
chemistry, surface magnetism and solid filma.

DESCRIPTION OF REFLECTOMETER

The essence of a neutron reflection experiment is to measure the specular
refiection over a wide range of wave vector transfers (Q = 44 8in®/A, © is the
glancing angle of incidence) perpendicular to the reflecting surface. The
Mat. Res. $oc. Symp. Proc. Vol. 186. ©1990 Materials Research Society
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wide Q range can be achieved either by using a monochromatic beam and scanning
a larger number of angles, or by using the broad band neutron time-of-flight
(TOF) mathod to determine A at fixed ®. As the critical glancing angles are
small, narrov well collimated beams are required. To date, the majority of
the reactor based measurements have been made using monochromatic long
vavelength neutrons and a ©-20 angular scan (for example the D17
diffractometer at the Institute Laue Langevin). However, on a pulsed source,
such as ISIS, the natural way to make the measurement is the white beam TOF
method. The fixed sample geometry ensures a constant sample illumination, and
the Q resolution (dominated by the A® contribution) is essentially constant
over the wide Q range available.

A schematic diagram of the CRISP reflectometer, on the ISIS pulsed neutron
source, is shown in Figure 1.

Although the reflectometer has been describad in detail elsewhere [6]; the
important features are described here. It views the 20K hydrogen moderator
giving an effective wavelength range 0.5 to 13A. The beam is inclined at 1.5°
to the horizontal (specifically for liquid surfaces), and a horizontal slit
geometry is used giving typical beam dimensions 40 mm width and between 0.25
and 6 mm height, the beam size and divergence is variable and defined by two
cadmium apertures (S1,S2). A single disc chopper (c) defines the wavelength
band (8A) and provides some frame overlap suppression. Additional suppression
is provided by a series of frame overlap mirrors (F) which are set to reflect
out of the main beam neutrons of wavelengths greater than 13A.

The detector (D) (a single well shielded !ha detector, or a one dimensional
multidetector with a positional resolution of < 1 mm) is located scme 1.75 mm
from the sample position,

The experimental arrangement is extremely flexible and solid films can be
studied over a range of angles from 0.25° to 3°; liquid surfaces can be
studied at angles less than 1.5° by the insertion of a supermirror. The Q
range available is - 4 x 103 t0 0.65 A-1. The limiting reflectivity is
< 1075, and is sample dependent (for example; incoherent scattering from the
bulk determines the background level for aqueous liquid surface).

Figure 2 shows the reflectivity from the surface of deuterium oxide, D,0,
measured over a wide range of Q at angles of incidence of 0.4, 1.0 and 1.5°.
The flat background of 2.6 x 10~° represents the incoherent scattering from
the bulk liquid. The solid line is a calculated profile for Fresnel’s law
with an interfacial roughness of 2.84 (cms value).
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FIGURE 1

Schematic diagram of the CRISP reflectometer. C : Chopper, B : Beryllium
filter, J : Coarse collimating jaws, S1, S2 : Collimating slits, F : Frame
overlap mirrors, R : Downstream collimation, M : Neutron beawm monitor,

S : Sample and D : Detector.

’ 10000. al0 -2
U
1004 DIO ssasured ot 0.4, 1.0 ant 1.5 -
100} %6114 1ise 4o simlation for 3y = 2.8 ! Bezed ddeo2eau?
ln
0.5 t
104 L
.. b
e r. mlﬂ 3
0.1 - .04 a1
.00,
0.01 L
o- L) (] ey [ [X] [X]
R TR R N AN ¥ 1 IO i { = -
NONENTUN TRANSFER : @ (A*°-3)

FPIGURE 2

Reflectivity profile of D70 measured at angles of incidence of 0.4, 1.0
and 1.5°. The solid line is a calculated profile for an interfacial
roughness of 2.8%, and a background of 2.6 x 10-6.
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The absolute reflectivity can be determined from the region of total
reflection, or by reference to the incident neutron beam. An alternative
scheme is normally used for the studies of adsorption at the air-liquid
interface where the interesting region is only at high Q, and usually the low
Q region which includes total region, is not measured. In such cases the
absolute reflectivity is determined by reference to a standard and easily
characterised liquid surface such as DZO (see Figure 2).

SCIENTIFIC RESULTS

An extensive scientific programme {8] has emerged very quickly on CRISP,
in surface chemistry, surface magnetism and solid films. The major part of
the programme has been in surface chemistry, and much of the initial interest
has been in the adsorption of surfactants, polymers and fatty acids at the
air-liquid interface; more recently it has been successfully extended to the
liquid-golid, and liquid-liquid interfaces.

Since neutron reflection is related to the refractive index profile normal
to the surface, and since the refractive index profile is directly related to
the composition profile, it is clear that the specular reflection technique
can be used to obtain both the amount adsorbed and detailed structural
information about the adsorbed layer. It is particularly important for the
study of adsorption at the air solution interface due to the possibility of
using isotopic substitution. As a majority of chemical systems contain some
protons, and the scattering length protons and deuterons have opposite sign,
hydrogen/deuterium substitution is used extensively to manipulate the
refractive index profile. 1In the reflection experiment it is possible to
choose the hydrogen/deuterium ratio for many solvents such that there is no
specular reflection. In the case of surfactants, the solution will still be
null reflecting even if the solute is fully deuterated. Any reflection will
then of course result entirely from the surface adsorption of the surfactant,
and so the technique will be specific to the adsorption of the solute. It is
also possible to eliminate the reflection from the solute and determine the
surface profile of the solvent. 1Isotopic substitution can also be used to
highlight particular parts of a solute molecule by selective deuteration.

These features were used to some advantage in an early study on the
adsorption of the surfactant decyltrimethyl ammonium bromide (DTAB) at the
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air-solution interface [9], where it was possible to determine not only the
surface excess but the detailed surface structure. It has also successfully
been applied to the system tetramethylammonium dodecyl sulphate (TMDS) in
water [10). By selective deuteration of the tetramethyl ammonium counterion
it was possible to obtain additional information about the degree of
counterion binding, and the extent of the diffuse counterion layer.

Classically, the principle method to study surfactant adsorption is to
combine measurements of the surface tension and of the activity of one of the
components using the Gibbs equation. Neutron reflection determines not only
the surface exceas but can provide additional information on the surface
structure. This is particularly true for concentrations of surfactant above
the critical micellar concentration (cmc) when the Gibbs equation loses its
effectiveness, and for mixed systems.

Specular neutron reflection has now been applied to study both mixed
surfactant systems [11] and systems with a bulk concentration greater than the
cme [12).

The nature of adsorption from mixtures of surfactants has been relatively
little studied because the Gibbs equation becomes rather cumbersome to apply.
A classical problem in surface tension measurements is the minimum in the
surface tension often observed in the sodium dodecyl sulphate (SDS) water
system, which arises from the presence of small amounts of the impurity
dodecanol.

Dodecanol is almost ingoluble in water and on its own forms a close-packed
monolayer on the surface. Thus a very small amount in an SDS solution below
the cmec will preferentially adsorb at the surface. Above the ocmc the SDS
solubilizes the dodecanol and removes it from the surface. Since the surface
free energy of a monolayer of SDS is greater than one containing a proportion
of dodecanol, the surface tension will then rise at the cmc. In principle the
Gibbs equation may be used to determine independently the surface excesses of
SDS and dodecanol, but the determination of the activity of the latter is not
easy. Figure 3 shows how easy it is to measure the dodecanol concentration by
reflectivity.
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FIGURE 3

Reflectivity profiles of deuterated dodecanol/sodium dodecyl sulphate

(SDS) /null reflecting water mixtures (background not subtracted). Circles

show the profile of a spread monolayer of deuterated dodecanol on null

* reflecting water, squares show the reflectivity of 0.009M SDS in water.
The remaining three profiles are for 1.25% dodecanol in SDS and a varying

SDS concentration of 0.00675M (x), 0.009M (+) and 0.012M ( ). The cmc

1 of SDS is 0.008M.
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FIGURE 4

Adsorption isotherm for dodecanol in dodecanol/sds mixtures derived from
reflectivity measurements.
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The figure shows the reflectivity of SDS (protonated) in null reflecting water
and, as would be expected, since both surfactant and water are contrast
matched to air, there is no reflectivity. On the other hand the spread
monolayer of pure deuterated dodecanol gives a strong reflected signal, The
addition of a trace amount of deuterated dodecanol in the system leads to a
significant increase in the reflectivity because the dodecanol displaces SDS
from the monolayer. The actual amount has been determined over a wide range
of conditions, leading to a set of isotherms for both dodecanol and SDS [12)
{see Figure 4).

The preliminary analysis of recent results with either the dodecanol or the
SDS deuterated and with protonated and deuterated subphases indicate that not
only can the relative surface excesses be determined, but that the detailed
surface structure of both components can be determined.

The dodecanol molecules are packed in an extended form within the mixed
layer; the total width of the interfacial layer is larger than the fully
extended molecule, with of the order of 208 of the chains in the headgroup
region. This contrasts with the spread dodecanol layer which has a thickness
corresponding to the fully extended molecule.

For the SDS molecules there is a higher degree of chain and headgroup
intermixing, and the molecule is only extended to some 80% of its all
trans configuration. The structure of the pure SDS surface layer is somewhat
similar.
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PHONONS AT MARTENSITIC PHASE TRANSITIONS OF
bee-Ti, bee-Zr AND bec-Hf

W. PETRY*, A. HEIMING+* AND J. TRAMPENAU=**

* Institut Laue-Langevin, 156X, 38042 Grenoble Cedex, France

+ Freie Universitéit Berlin, Fachbereich Physik, D-1000 Berlin, FRG

x Institut fir Metallforschung, Univ. Miinster, D-4400 Miinster, FRG

ABSTRACT

Inelastic neutron scattering on in situ grown bcc single crystals of the
group 4 metals Ti, Zr and Hf show a band of low energy and strongly damped
phonons. Geometrical considerations show how these damped lattice
vibrations achieve the displacements necessary for the two martensitic phase
transitions from bee to o (under pressure) and from bee to hep (upon lowering
the temperature). The low energy and temperature dependent phonons are
precursor fluctuations of the hep or o phase within the bee phase.

INTRODUCTION

All transition metals of group 3 to 6 exhibit over a certain temperature
range and at normal pressure a stable beec phase. Taking the range of existence
and the melting temperature as a crude estimate of the stability of the bec
structure, its stability decreases when going from group 6 to group 3 (Fig. 1a).
Whereas in group 6 and 5 the bce phase is stable over the whole temperature
range, group 4 metals Ti, Zr and Hf stabilize to the bee () phase only in the
upper third of the temperature range of the solid phase. For group 3 metals Sc,
Y and La the stability range of the B phase narrows drastically, for instance Y
cristallizes to bee only during the last 40°C below the melting point.The relevant
control parameter is the d-electron occupancy. All metals of group 3 and 4
transform martensitically upon lowering the temperature to hepl. For group 4
metals a second martensitic phase transition from bcc to the trigonal o
structure under typical pressures of 40 kbar at RT is known? (Fig. 1b).

Martensitic phase transitions (MT) in metals are of Ist order.® As such
the amount of transformation is i) virtually independent of time and ii) is
characteristic of temperature. The transformation is iii) very reversible, i.e.
the same high temperature single crystal is obtained after a transformation
cycle and there exists a iv) definite relation between the orientation of the
original high temperature structure and the new structure at low temperature
or at elevated pressure. v) No change in the chemical composition and almost
no change in volume is observed after the transition. These are characteristics
of displacive transitions which distinguish from diffusive transitions which
are often continuous and of 2nd order.

In reality MTs in metals do not follow rigourously the rules of a strictly 1st
order transition. Neutron scattering experiments on metal alloys show in a
number of examples elastic as well dynamical precursor effects of the
approaching MT. Their temperature dependence and location in Q-space
reveals detailed information about the microscopic mechanism of the
transformation. The well-known shape memory alloys Ni1-xTix (x ~ 0.5)%¢and
Nij.xAlx (x = 0.35 - 0.5)72 and the w-phase alloy Zr1.xNb, (x = 0.2)%1! may serve as
an illustration.

Mat. Res. 80c. Symp. Proc. Vol. 188. ©1990 Materials Research Soclety
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Fig. 1 a) Transition metals with bee structure. b) Schematic P-T diagram for
group 4 metals.

The high temperature phase of Nig2 5A137.5 has the CsCl structure and
transforms martensitically at the transition temperature T, ~ 80 K to the
modulated 7R structure. Nigg5Tiq9 5 transforms from the high temperature
ordered CsCl structure to an intermediate or pre-martensitic R phase at T, ~
320 K. In both cases T, is very sensitive to compositional variations and to the
thermal pretreatment. Both alloys show a remarkable softening of the T1A[E£0)
phonon branch at &~ 1/6 and & = 1/3, respectively, when approaching T,. The
phonons involved are those which achieve the displacements necessary to
reach the new phase. It is important to note that the actual phase transitions
occur at a finite phonon frequency, which distinguishes them definitely from
soft mode transitions like in SrTi03 or KHoP04 (KDP). In Zr;.,Nby (x 2 0.08) the
high temperature bce phase can be quenched to room temperature. Again
phonons of very low frequency were found at q vectors which are related to the
MTs of bee-Zry xNbyx to hep or to the o structure. These phonons are no longer of
a well defined frequency but extend over a broad range in energy up to zero
energy transfer where additionally strong elastic scattering is found.

In contrast to the alloys, neutron scattering studies of precursor effects in
pure metals yielded no or only a weak softening of particular phonons close to
the MT. For instance in Lii2-14 or Nal® - both transform to close packed struc-
tures at 74 K and 36 K, respectively - phonons at small q of the relevant phonon
branch become even harder when T, is approached. In bcc-T1!¢, which
transforms to hep at 507 K, low frequency phonons very similar to those of bee
Zro.g Nbg 2911 have been found. But none of them changes its frequency with
decreasing temperature. No elastic precursors have been found in Na. Li and
Col? show strong satellites above T,. However, these have been explained by the
coherent existence of the low temperature phase.

So, as a kind of conclusion of this difference between experimental
observations on metallic alloys and pure metals one might ask to what extent
phonon softening and central peaks are microscopic properties inherent to the
martensitic phase transitions ? Or, in other words, to what extent is the
condensation of soft and damped phonons to a central peak driven by the point
defects introduced by alloying ? A series of theoretical investigations over the
last four yearsl®22 support the view that dynamical and static precursors are
inherent to MTs. Low frequency phonons at g-vectors which correspond to the

i
!
£




P R AR R WD 7 DD Tt B ST N R b i i A

163

shuffling of the atoms into the low symmetry phase are predicted. Their
frequency should decrease further but not go to zero when T, is approached.
Furthermore, they predict areas of metastable domains of the new phase which
have a relatively long lifetime. In a neutron scattering experiment the
precursor effects should manifest themselves in (over)damped low frequency
phonons while the second part should appear in a way similar to the central
peak phenomena as scattering around hw = 0. Within the energy resolution this
appears as "elastic” scattering.

This in mind we have performed extensive studies of the phonon
dispersion of the bee phase of the group 4 elements Ti, Zr, and Hf?3-26, The
simple monoatomic structure of the bce phase makes them to model cases to
study eventually inelastic and elastic precursors of the new phases. These
transitions occur at elevated temperatures (Fig. 1a) and thermal equilibrium is
certainly achieved during the measurements. Because we deal with pure
elements the attention is focussed on inherent properties of the bec phase and
phenomena induced by host-impurity interactions are expected to be of minor
importance.

However, these elements are extremely difficult to obtain as bec single
crystals. It is the martensitic B to o transition, which prevents any quenching of
the high temperature phase to room temperature. Rather they have to be grown
in situ on the neutron spectrometer and to be kept at temperatures above the
phase transition without intermediate cooling?’,

PHONON DISPERSION IN B-Ti, B-Zr AND p-Hf

With the exception of p-Zr%.29 the phonon dispersion of the bce phase of the
group 4 metals were not known. Measurements in p-Hf were particularly
difficult because B-Hf is stable only at very high temperatures from 1740°C to
2223°C. Moreover its appreciable incoherent scattering cross-section cinc = 2.6
barn and its strong absorption cabs (A = 1.8 A) = 104 barn complicate the
measurements. Figs 2 to 4 show our recent measurements on the triple axis
instrument IN8 of the ILL of the phonon dispersion of the bce phase of group 4
metals. The phonons as shown in Fig. 2 to 4 are the result of measurements on
various crystals of each element, thus reducing systematic errors. This holds
particularly true for phonons which show strong anharmonicity (see below).
The full line in Figs. 2 to 4 represents a fit of the dispersion by a Born von
Karman model taking into account force constants up to the fifth neighbour
shell?*2¢ For all three elements additional phonon measurements have been
performed in the whole temperature range of the bce phase.

The dispersion of all three elements resemble very much to each other,

i.e. they scale roughly with the square root of the mass and the lattice constant

and thereby follow the homology rule. Most evidently the dispersion curves are

dominated by a few unusual properties : i) At q = 2/3(111) the L[ttt phonon

# branch shows a pronounced dip. As indicated by the dashed line intensity is

measured in B-Ti and p-Zr down to zero energy transfer. ii) The whole T;[££0}

phonon branch with [110] polarization is of low frequency when compared to

the other transverse phonons. iii) The same holds true for the off symmetry
T1(2¢¢2] phonon branch.
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The L2/3(111) phonon

As shown by de Fontaine and Buck the atomic displacements achieved by
a longitudinal phonon in (&8¢} direction with &= 2/3 have a particular crystallo-
graphic meaning in the bee structure. For a stationary wave at & = 2/3 two of
three neighbouring (111) planes move towards each other whereas every third
plane stays at rest. When the two moving planes collapse together the w
structure is achieved. During the 2nd half of the wave the opposite motion is
achieved and the moving planes approach to the plane at rest. Distortions in
this directions are called anti-o distortions. From symmetry it is evident that
m restoring forces involved for distortions into the o or anti-o structure are

ifferent.

The o lattice can be described with an hexagonal cell incorporating
3 atoms per cell with A = ¥Za and C = Y323, where a is the lattice constant of the
bee Bravais lattice. The C axis is along a (111) direction and the A axis along a
{110} direction. Thus, the crystallographic relation between o and g reads

(111)g / (00.1)p and [101)8 / [01.0)p

There exists 4 possible variants for a given bee structure to transform into
the o structure. o Bragg peaks are expected at Q = (n; = 7, ng  n, ng £ 1) where

3
(n1, n2, ng) represent integers which obey the bec selection rules of 2‘ Ri =an
jm
even number. 1 is a shift in [¢£8] direction. Its ideal and commensurate value 7
= 2/3 and we refer to this position as the «-point.

Representative for B-Ti and §-Zr constant energy scans at 1020°C for -Ti
around the o-point are shown in Fig. 5a and illustrate what is meant with the
dashed line in Figs. 2 and 3. Coherent intensity is measured down to zero (!)
energy transfer ; in particular the intensity measured at zero energy does not
differ from the inelastic at for example 2 meV.For all three elements the
position of this inelastic scattering is slightly incommensurate with n = 0.65.
Coherent means that the neutron spectra shown in Fig. 5a have been corrected
for the purely incoherent scattering contribution (oinc = 2.7 barn). In the elastic
case this is of particular importance. For this correction the incoherent
contributior. has been measured directly by energy scans left and right of the o-
point at @ = 1.1(111) and 1.6(111). By comparison of the incoherent scattering at
other Q values it has been verified that the scattering at @ = 1.1(111) and Q =
1.6(111) is not contaminated by elastic coherent diffuse scattering. The
incoherent scattering has then been subtracted from the spectra in Fig. 5a.

The importance of the incoherent elastic scattering is best illustrated by an
energy acan at const. @ = 1.35 (111) on top of the intensity maxima of the phonon
groups. As shown in Fig. 5b. The incoherent scattering is on top of a broad
shoulder of inelastic scattering the intensity of which is symmetrically
distributed over a range of almost 20 meV in energy gain and loss of the
sample. The width in energy of the incoherent scattering peak is given by the
instrumental resolution.

The crucial point to note is that within the time window of the method
(S 10-10g) no stable » embryo exist. We interpret the broad distribution of
inelastic intensity in terms of (over)damped phonons, the scattering law of
which reads as?!
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with the damping I and the center frequency w,. The full lines in Fig. 5b
correspond to fits to Eqn.(1) convoluted with the measured resolution and the o
dependent spectrometer sensitivity. Evidently Eqn.(1) accounts for the observed
intensity distributions, in particular it gives a large scattering contribution at
fio = 0 without postulating a zero frequency. From the phonon width lifetimes of
the fluctuations into o-like deformations of 0.8 x10-13g, 1.4x10-13g and 8x10-13s
for 8-Ti, p-Zr and p-Hf, respectively, are calculated.

Whereas the L2/3(111) phonon is (over)damped in energy its width in q
space is well defined (see Fig. 5a). From its width (fwhm) ~ 0.1 relative lattice
units (r.l.u.) a correlation length of r¢ ~ 20 A for the L2/3(111) excitation is
estimated.

It is appealing to ask whether this weakness of the bee lattice towards
deformation into the  phase is related to the p-a transition, i.e. how changes
the L2/3(111) phonon upon changing the temperature. Fig. 5b shows
measurements of the energy distribution at 895°C, 1025°C and 1430°C, i.e.
measurements close to the p-o transition are compared to those near the
melting point. Surprisingly the measurements over the whole temperature
range (at normal pressure) of the bec phase show no significant changes in the
line shape of the vibrational spectra at q = 2/3(111). An overall decrease of the
intensity with increasing temperature can be fully explained by the Debye-
Waller factor. Scans in q similar to Fig. 5a at 895°C and 1430°C yielded the
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same width of 0.1 r.l.u,, i.e. no change in the correlation length r¢ could be
detected.

With respect to the degree of softening, the temperature is a less relevant
parameter. This is in agreement with the pressure temperature phase
diagram of group 4 elements (Fig. 1b). The w phase is stable only under high
pressure and therefore a further softening of the phonons at q = 2/3(111) is
expected under pressure.

From the experimental fact that the L2/3(111) phonons do not change over
the whole temperature region of the bce phase we conclude that the weakness
towards o fluctuations is an intrinsic bec property. This view is supported by (a)
geometrical and (b) electronic arguments.

a) As depicted in Fig. 6 the rather op« . bee structure is characterized by
chains of nearest neighbour (NN) atoms in ,111] directions. Of all phonons in
the L[tet) branch the phonon at &= 2/3 with A = v3/2.a is the only one which
leaves the [111] chains undisturbed. Thus atoms along [111], i.e. the direction
with shortest distances between the atoms and therefore strong restoring
forces, do not alter their distance. The phonon frequency is determined by the
weaker (because it does not compress the NN chains) restoring forces between
the chains and therefore is low. All other modes with [¢tt] propagation will
change the distances of the atoms along the chains and thus giving rise to
extra restoring forces leading to higher phonon energies. Falter’? evaluated
this geometrical effect in a proper mathematical formalism. By expanding the
effective ion interaction around reciprocal lattice points he found that for purely
geometrical reasons for the L{tt¢) mode at & = 2/3 structure stabilizing terms are
switched off, i.e. the bec lattice tends to destabilize at the w-point. This purely
geometrical argument is valid for all bce structures and therefore cannot
explain the difference in softening of the L2/3(111) phonon in p-Ti and a very
stable bee metal like Cr. The latter one shows no softening in the L{tt] phonon
branch at RT, only a flattening of the dispersion around £ = 2/3 is observed.

b) It is the particular electronic screening which determines whether this
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general weakness of the bee lattice towards the o structure is enhanced or not.
Frozen phonon calculations of Ho et al® which are based on the particular band
structure reveal that in group 4 metals the charge density is concentrated in d-
bonds and runs in chains along the [111] direction with very little interaction
between neighbouring chains but strong interaction along a chain. Thus, the
geometrical effects are amplified and the L2/3(111) phonons are of particular
low frequency. Filling up the d-band the situation is inverted. For instance in
group 6 metals it was found that d-bonds entangle the [111] chains and give rise
to forces which oppose the shearing motion between neighbouring [111]
chains??, As a consequence the geometrical weakness is compensated and no
softening of 1L.2/3(111) phonons is observed in group 6 metals. This picture of the
d-electron density as the relevant control parameter is illustrated by Fig. 7a
where the degree of softening of the L2/3(111) phonon scales with the
decreasing d-electron density.

30 30
LA [EEE] T, [EE0)] LA [gEE] T:A[EE0)]
2 20
3 s
H i
2 2
104 10
01.0 [+1.3 P J 0 f—» 05 c1.0 05 —E ) E— 05

Fig. 7 Comparison of the LIEEE] and T1[§E0] phonon branch for the bee phase of
a) metals with different d-electron density and b) for the group 4 metals with
two d-electrons?3.25,36,34,35,

The calculations of Ho et al? for p-Zr predict an energy for the L2/3(111)
phonon hoy = 7.9 meV which compares well with the measured centre
frequency of B-Zr®* hwy = 7.6(5) meV. Qualitatively the recent calculationsis-22
predict a broad band of low energy excitations at the w-point but none of them
delivers a quantitative description. As mentioned in the Introduction they all
predict a kind of elastic precursor, which is in contradiction to the
experimental findings at the »-point in pure 8-Ti, p-Zr and p-Hf23-26,

These (over)damped phonons are the signature of strong anharmonicity
at the w-point. In a classical picture it is expected that the anharmonicity
increases with increasing mass of the oscillator. The opposite is the case. Fig. 8
shows how the damping systematically decreases with increasing mass of the
group 4 elements. Apparently inner shell contributions to the effective ion
pt‘)‘untinl play an essential role in describing the anharmonicity of the L2/3(111)
phonon.
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The crystallographic relation for the p-a martensitic phase transition was
established by Burgers3.

(110)g / (00.1)q. and (1111 # 21.1]e

The transformation can be achieved by the displacements of two phonons.
The transverse zone boundary phonon T11/2(110) at the N-point with a
displacement of neighbouring (110) planes in opposite [110] directions by & =
¥2/(12a) achieves the hcp stacking sequence. Two equivalent long wavelength
shears - for instance (112)Y111] and (T12)(111] - squeeze the bee octahedron to a
regular hcp one, thereby changing the angle from 109.5°C to 120°C. These
shears are roughly those given by the initial slope of the transverse [2% {%)
phonon branch with almost [T11] polarization, a point which will be explained
in the following paragraph.

The whole T;7¢)[¢0] phonon branch is of low energy (see Fig. 7b). Similar
to the v-phonon we deal with very broad phonon groups, the broadening
increases with increasing q. Again, the appropriate lineshape is given by the
Fourier transform of a damped oscillator. The T;[t£0] phonons have been
measured over the whole temperature range of the bee phase. On approaching
T, the N-point phonon energy decreases considerably (Fig. 8) but the MT clearly
occurs at finite frequency.

These observations may be compared to the results of frozen phonon
calculations of the N-peint phonon in Zr!® which have shown that the bec phase
is only stabilized by anharmonic contributions. For p-Zr at T = 1123°C the
calculations yielded a phonon energy at the N-point of hon = 4.14(12) meV in
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good agreement with our experimental result hon = 5.4(1) for T = 1150°C. The
temperature dependence of hoN as calculated?s, dhon/dT = 8 x 10-3 meV/K, and
our measurements (Fig. 9) dhon/dT = 3.4(4) x 10-3 meV/K do no agree so well.
However, considering the problems of such calculations we regard this
discrepancy as not so severe. A recent thermodynamic approach to the problem
by the expansion of the free energy in terms of the dynamical displacements
has independently suggested that a further small softening of the relevant low
energy phonon is sufficient to produce a lower minimum of the free energy for
the low temperature phase20.

Similar to the case of the w-phonon no condensation of the damped N-point
phonon to an elastic superstructure peak around q = 1/2(110) has been found.

Relation between the 12/3(111) and the Tj 1/2(110) phonon

Two distinct regions of low energy phonons have been found in high
symmetry directions of the bee phase of the group 4 metals. The low energy and
temperature dependent T1[£20] phonon branch is a precursor fluctuation of the
martensitic g to a transition. The low energy L2/3(111) phonon reflects the
intrinsic bce property of a weak restoring force for displacements towards the «
ph;se. It is appealing to ask whether the two soft phonons are related to each
other.

From Fig. 6 it can be seen that the displacements achieved by the 1L.2/3(111)
mode are identically to the displacements of a transverse phonon in {Et 2¢] with
a[111] polarization and & = 1/3. Changing to equivalent indices we state that the
1.2/3(111) mode is equivalent to a T;1/3(211) phonon with [111] polarization. By
similar arguments it can be shown that the T[110]1/2(110) mode is identical to
the T11/2(211) mode with [110] polarization. In other words both low energy
phonons lie in the same off-symmetry T;[2¢ £&] phonon branch. Furthermore
the initial slope of this phonon branch is given by the long wavelength shear of
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(211) planes in a direction close to [111], i.e. the shear needed for the p-a tran-
sition. Because the propagation is in off-symmetry direction the polarization (or
Eigenvector) changes with o, for & - 0 it is close to [111], at & = 1/3 it is exactly
(111] and rotates to [110] at & = 1/2.11

It is evident that all phonons needed for the phase transitions in the group
4 metals lie on the same off-symmetry branch and it is anticipated that they
are connected via a valley of low energy and (over)damped phonons on the
Brillouin zone boundary along [2ttt). This is best shown in the case of B-Zr in
Fig. 3. Phonons along T1[2¢ ¢t] are of low energy and as indicated by the bars a
valley of overdamped phonons connects the T11/3(211) (w-point) phonon with the
T11/2(211) (N-point) phonon.

A PICTURE OF THE LATTICE VIBRATIONS IN REAL SPACE

Summarizing where soft modes are observed in q space we state : along
[¢g) direction soft modes are observed in a narrow range around & = 2/3, i.e.
indicating a correlation length in real space over roughly 20 A along [111].
Perpendicular to [111], namely in (110] and [112] phonons propagate almost
without dispersion, i.e. are more localized. So we end up with the following
qualitative picture of the lattice vibrations of group 4 metals in real space :
excitations propagate along {111] chains. Excitations perpendicular to [111] are
to a certain extent localized. If a given [111) chain vibrates along its direction
neighbouring [111] chains do not follow this motion. Along [111] chains one has
strong restoring forces whereas those perpendicular to [111) are weak.

The soft phonons are located on the Brillouin zone surface. Different to
long wavelength shear modes these large q modes achieve a maximum shift of
neighbouring planes to each other, i.e. are best suited to achieve the
displacement necessary for displacive or martensitic phase transitions.

DEFECT DRIVEN CONDENSATION OF SOFT AND OVERDAMPED MODES

With regard to the elastic precursors or central peaks all theoretical
calculations!®?? discuss a freezing of the amplitudes of the low energy phonons
which are related to the phase transition which then produce a kind of
(quasi)elastic scattering. The elastic measuremcuts on high purity B-Ti and p-
Zr in various Brillouin zones and at various temperatures show, however, no
intensity which could be interpreted in terms of elastic precursors of the
transition. The precursor effects we find, namely the pronounced softening of
overdamped phonons in the T1(££0] branch, are of purely dynamical nature.

We suggest that the elastic precursors observed in metallic alloys on the
basis of group 4 metals are defect driven. To prove that, we alloyed Ti and Zr
with different impurities such as oxygen, nitrogen, Co, Nb or Cr.

Upon alloying in the order of 1 at% oxygen or nitrogen into 8-Ti or p-Zr
extremely temperature and sample dependent elastic peaks are found in
different Brillouin zones?¢. The width of these peaks never exceeds the
instrumental resolution and their intensity increases exponentially upon
approaching T,. Some additional tests unambiguously proved that these
satellite peaks are only due to the coherent existence of a and p phase, caused by
the alloying of interstitial impurities.
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As stated before the elastic diffuse scattering in pure samples around the
w-point at q = 2/3(111) is of purely inelastic nature (due to overdamped phonons).
Careful analysis of this diffuse scattering in alloyed samples revealed an
increase of this diffuse intensity, the intensity of which depends on the
impurity and its concentration. Fig.10 shows this increase of diffuse elastic
intensity with respect to the neighbouring inelastic phonon intensity for
different 8-Zr alloys. In all cases this purely elastic intensity does not alter
significantly with temperature (with the exception of a Debye-Waller factor),
i.e. turned out to be an intrinsic property of the bee phase.

20 ®pure Zr (]
g- oQ in 2r
: aCoinZr Fig. 10 Diffuse elastic intensity at
E neighbouring L2/3(111) phonon
o 10 iznbensilt‘.y for different sglutes in -
r. The intensities refer to tem-
é i / : peratures above Ty, i.e. the alloys
© /i are in thermal equilibrium.
/O
. - L
00 10 20 30
atxin Zr

So, two effects occur upon alloying : i) Mainly interstitial impurities shift
the sample at a given temperature in a two phase region of coherent existence
of 8 and a phase. ii) The overdamped and soft o-phonon freezes upon alloying
substitutional and interstitial impurities to a static (within the time resolution
of the method) displacement giving rise to an w-like diffuse scattering.

SUMMARY

The phonon dispersion of the bee phase of the pure group 4 metals Ti, Zr
and Hf is dominated by a valley of anomalous low frequency and strongly
damped phonons along [2¢ &) propagation, which is related to the p to w and B to
« martensitic phase transitions. The low lying L2/3(111) phonon does not
change with temperature and is due to a bec inherent weakness towards o
displacements. The T11/2(110) phonon decreases drastically upon approaching
To and is a precursor flu-tuation of the p to a transition. Different to alloys the
overdamped phonons, which achieve the displacements for the martensitic
transition do not condensate to (quasi)static displacements.
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POLARIZATION RELAXATION IN KDP-ISOMORPH FERROELECTRICS

VICKI HOMER* AND RONALD EDGE**
*University of South Carolina, Dept. of Physics, Columbia, SC 29208
**University of South Carolina, Dept. of Physics, Columbia, SC 29208

ABSTRACT

The two-dimensional position sensitive detector at IPNS was used to
probe the splitting of a single Bragg peak of the ferroelectric KD2PO4 (DKDP)
at temperatures below the Curie point, The (440) peak was split into four
components as the crystal itself divided into four domains. when the crystal
was subjected to electric fields of sufficient strength and duration, these
peaks would change in relative intensity, thus displaying the rearrangement
of the domain structure as the crystal changed its level of polarization.
Even at temperatures 15-20K below the Curie point, the polarized crystal was
observed to relax back to an almost completely unpolarized state upon removal
of the applied electric field. This indicates that the true coercive field
for the crystal at this temperature was much smaller than values previously
reported [1]. Low frequency dielectric constant studies using a capacitance
bridge have since been conducted, which confirm and expand on these results.

INTRODUCTION

Neutron scattering has been used to observe the domain splitting of the
ferrcelectric KH2PO4 (and some of its isomorphs) since the early 1950's [2].
Recent work done at the Joint Institute for Nuclear Research at Dubna, USSR,
(1] used a time-of-flight position sensitive detector to monitor the polariz-
ation of (DKDP) as electric fields of increasing intensity were applied to
the crystal. Their crystals were taken from a completely depolarized to a
fully polarized state in four steps of applied electric field. At each
stage, the changes in the contour map of the split peaks showed the
corresponding changes in the crystal's polarization structure. Their results
established that, given an instrument of sufficient resolution, it should be

© possible to observe at least qualitative changes in the crystal’'s polariz-

ation state as it is subjected to electric fields of different durations and
intensities. However, it was not clear from their published data how sensit-
ive this technique is to relatively small changes in the crystal’s polarizat-
ion state.

EXPERIMENT

In order to determine whether this technique could be used to probe
other aspects of ferroelectric behavior, and to test the plausibility of
obtaining quantitative results, we conducted similar experiments on the
single crystal diffractometer at Argonne National Laboratory, using time—of-
flight with a two-dimension.. position sensitive detector. The crystals we
used were 95% pure DKDP obtained from Lasermetrics, cut to 3x3x1.5 cu.mm. and
polished with glycol-wetted silk; gold/chromium electrodes were then evapor-
ated on the crystal surfaces perpendicular to the ferroelectric axis. The
electric fields were applied in one of two ways: in square wave pulses cf 533
V/cm lasting 33 msecs each, with the data collected after the pulses had been
applied, or by applying a DC voltage across the crystal while the data was
being collected.

When DKDP is cooled below the Curie point (Tc),the lattice divides into
four domains. Two have positive polarization (with piezoelectric strain
developed along axes orthogonal to each other and to the ferroelectric axis),
and the other two have negative polarization, with corresponding strain
orientations. The symmetry of the strains causes the Bragg peaks in the (kk0)
planes in reciprocal lattice space to be split into four components equally
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spaced about the point (kk0). The fractional volume of scattering intensity
of each domain peak measures the fraction of total crystal volume having the
sublattice associated with that domain. The relative peak heights of these
split peaks roughly corresponds to this fractional volume (as long as the
contributions to the peak height from its neighbors are taken into
consideration). By observing these changes in relative peak height, we obtain
a first approximation of the corresponding changes taking place within the
crystal itself.

DISCUSSION AND RESULTS

The four components of the split Bragg peak we examined, the (440) peak,
are far from being completely resolved. In the limited beam time avajlable
for our initial experiment, we chose to concentrate on the response of the
crystal to different modes of applied electric field, rather than focus on
the problem of determining the peak shape sufficiently well to assign numbers
to the fraction of crystal volume corresponding to the four domain types.
Nevertheless, we did make the following observations:

i} the position of the domain peaks are readily determined from the contour
spectra (see fig. 1): they are correctly oriented, and their observed degree
of splitting indicates the crystal underwent "24' of piezoelectric strain;

ii) the peak shape appears to be the same for all four domains (as expected
by symmetry},

iii) the wings of each domain peak fall essentially to zero within twice the
distance between them, which will greatly facilitate future convolution
algorithms,

iv) crystals exposed to similar conditions exhibit similar patterns of
domain structure, and

v) a rough estimate of the peak shape led to good agreement between expect-
ed values for peak heights and our observed results, for different runs with
the same crystal at the same temperature.

From the above observations, it is reasonable to suppose that when more
spectra are collected at the opposing extremes of fully [_:olarized crystals
(moncdomain), and completely unpolarized crystals (four identical domains),
the task of determining the peak shape, and thus quantifying the data, will
become relatively straightforward. [This will be on of our first priorities
when we return to Argonne in January.)

First the elect:ic field was applied to the crystal in square pulses of
533 vV/cm, lasting 33mseconds each. These values were chosen to match the
experimental parameters of related studies of domain reversal which had been
conducted at the University of South Carolina, wusing electron spin resonance
to monitor the domain switching (3]. Although we chose temperatures closer
to those used by the Russian group in their experiments ("200K) than the
temperatures used in the experiments at South Carolina ("130K), we were far
enough below the Curie point (218K for our crystals) for it to be reasonable
to assume that the crystals would be subject to 1little back-relaxation.
(This is :guivalent to the assumption that a significant coercive field would
be required to depolarize the ctystals, once we had put them in a polarized
state.) However, repeated attempts to polarize the crystal in such a manner
clearly failed (fig. 2(a,b), and mmerous other spectra not shown, almogt
identical to these). We had to assume that either the duration of the pulse
was too brief, that the amount of field being applied was inadequate, or that
the crystal was underqgoing back-relaxation too gquickly to be able to monitor *
the polarization.
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To test the circuit itself, and to ensure that the crystal really did
become ﬁlatiud. we then ied DC fields across the crystal, and collected
data le the field was being applied. Ihe initial value of field chosen,
333 v/cm, was not strong enough to polarize the crystal (fig. 2c). However,
application of 1,300 V/om (fig. 2d) brought the crystal to nearly complete
polarization. At this point, the field was removed and another data set
immediately taken (fig. 2e). It is clear from the spectra that the crystal
had relaxed back to a nearly completely depolarized state, merely by removing
the applied electric field, thus indicating that the ‘equilibrium’ coercive
field for the crystal at this temperature must be quite small. To check this
result, another crystal was examined, under slightly different conditions.
This second crystal was brought to nearly complete polarization with a field
of 4 kv/cm, at 210K (fig. 3a), and then brought down to 180K while the field
was still on. When the field was removed and data collected (fig. 3b), the
spectra shows that once more the crystal had nearly completely depolarized,
in the ati)sence of any opposing applied field, at a temperature >35K below the
Curie point!
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FIG 3: (a) Crystal polarized by 4 kV/am electric field.
(b) Crystal 0.5 hr after removal of the field in (a).

These results indicated that DKDP has domains that are far more mobile
than had previously been supposed (1). Low frequency dielectric constant
studies were then conducted to test the responsiveness of the dielectric
constant as a function of temperature, for a range of temperatures from a few
degrees above the Curie point (Tc) to temperatures well below Tc. At the
same time, because the crystals that had been used in the ESR study of domain
switching had necessarily been ‘doped’ with 5% KH2AsO4, and then irradiated
with x-rays, in order to create the paramagnetic centers needed to use ESR,
we also looks § at the low frequency dielectric constant behavior for irrad-
iated DKDP, .rradiated KDP, pure KDP, doped KDP, and doped, irradiated KDP.
(These resuits will be presented in detail elsewhere.)

One of the principal results from these experiments was that DKDP has
highly mobile domain walls for 30-40K below the transition temperature, where
it then appears to undergo a ‘freezing’ process much like that observed for
KDP, Indeed, by using the real part of the dielectric constant (e’) at Tc as
an indicator of the domain structure at its most fluid and most highly mobile
state, and then looking at the ratio of e’{(T) to e’(Tc), it can be shown that
DKDP loses very little of its domain mobility for a considerable temperature
range below Tc. Interestingly, doped KDP that has not been irradiated, and
irradiated KDP and DEDP that have not been doped, all maintain a reasonably
high level of domain mobility (as characterized by high ratios of e’'(T) to
e’(Tc)) for a considerable rature region below Tc. It is only when XDP
is both doped and irradiated t e'(T) drops within 3-5 degrees below Tc to
only a small fraction of its maximum value at Tc. This strongly suggests
that it is the creation of the As04 free radicals caused by the radiation
that quite possibly creates the pinning centers that inhibit domain mobility.

e

PP




P

180

SUMMARY

we have oxplored how technical emprovements in neutron scattering
methods can be exploited to yield increasingly subtle and detailed inform-
ation about the polarization behavior of the ferroelectric DRDP as its
responds to the introduction (and removall) of applied electric fields. One
significant cbeervation was that DKDP has highly mobile domain walls, which
maintain their mobility at temperatures far below the Curie point. This
leads to the existence of considerable backrelaxation of the polarization
upon removal of the applied electric field, as later verified in independent
studies cf the low frequency dielectric constant.
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STRUCTURE OF ErBa,Cu;O, IN THE COMPOSITION RANGE 6.1 < x € 7.0

E. PORSCHKE", P. MEUFFELS* AND B. RUPP™
* Institut fir Festkdrperforschung, KFA Jilich, D-5170 Jilich, Fed. Rep. Germany
** Lawrence Livermore National Laboratory, Livermore, CA 84550, USA

ABSTRACT

The structure of a series of homogeneous ErBa,CusO, powder samples (6.1 < x <
7.0) has been determined by elastic neutron scattering using the Rietveld method of pro-
file refinement. All samples were prepared in the same way using a defined absorption—
desorption method.

By removing oxygen the c axis expands, whilst the Cu2-Cu2 and the Ba~Ba distances
contract. Accordingly, the most significant changes in atomic distances occur between the
Cu2-02,3 planes and the Cul-04-Cul chains. With decreasing oxygen content the dis-
tance between the Cu—O planes and the Cu~O-Cu chains increases and the oxggen (9,0, 5)

ex atom O1 moves closer to the Cu-O—Cau chsins withdrawing from the Cu-O planes.
%e O1-plane and Ol-chain distances are monotonic functions of the oxygen conteat, but
the x dependence of these bonding lengths seems to be much stronger below x < 6.5. The
change of the interatomic distances can be correlated to the suppression of superconduc-
tivity which clearly occurs within the orthorhombic phase.

INTRODUCTION

Various groups have replaced Y in the 123—compound by a Rare Earth atom which
carries a magnetic moment to investigate crystal ﬁeltf effects {1] or magnetic superstruc-
tures [2]. Substituting Y by most of the Rare Earths only slightly affects the supercon-
ducting properties [3]. These are, however, strongly influenced by the amount of oxygen
in YBayCu3O, which can be varied between 6.0 and 7.0 [4] YBa,CusO, has a defect per-
ovskite structure within this ruﬁe of axygen concentrations. At oxygen contents < 6.32
the crystal structure is tetragonal at room temperature [5]. At oxygen contents > 6.32 it
becomes orthorhombic as a result of oxygen ordering driven by repulsive 0-O interactions
[6, 7, 8). The transition temperature to nuperconyucﬁvity, <, which is 92 K for x = 7
decreases with decreasing x in a steplike manner until at x ~ 6.4 the material is no longer
a superconductor. Cava et al. showed that there is no direct correlation between the loss
of superconductivity and the structural transition from orthorhombic to tetragonal [9].

In the ErBa;CuyO, system, the orthothombic-to-tetragonsl(O-T) phase transfor-
mation at room temperature occurs at a lower oxygen content (x = 8.25 [10]) than in
YBa;CusO, [5]. Hence we chose to study ErBa,Cus0, to see more clearly the effects of
structure on the electronic properties. Qualitatively, the resuits are not strongly influenced
by the Er ions and shouid also be valid for YBa,Cu,0,.

EXPERIMENTAL

The ErBa,CuyO, starting material was produced from stoichiometric amounts of
Er;03, BaCO4 and CuO powders by the following standard sintering process. The powders
were thoroughly mixed, pressed to pellets and thea fired twice under flowing oxygen gas
up to a temperature of 950°C. Between the two firing processes the material was reground
to in!armce 9t2heKumple homogeneity. The material prepared in this way was single phased
with T, ~ .

The oxygen content, x, of 12-gr batches of ErBayCu; O, powder was then adjusted in
a volumetric system by a temperature and time controlled oxygen desorption-absorption
process [5). First, the samples were degassed under vacuum at 750°C to attain a comman
reference state for the subsequent absorption of oxygen. The reference state is the equi-
librium state of ErBa;CusO, at 750°C under an oxygen pressure of ~ 1.5 x 10 ® mbar.
Then at 750°C a defined smount of oxygen gas was introduced to the chamber containing
the sample. Upon cooling to room temperature at a rate of 0.75°C/min all the oxygen gas
was absorbed B;mthe sample.

Mat. Res. Soc. Symp. Proc. Vol. 108, ~ 1990 Materisls Research Society
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To estimate the oxygen contents of the samples in the reference state, the ErBa,Cu;0;
sample was produced with an excess amount of oxygen gas in the sample chamber. It
absorbed 0.94(+0.02) mole of O, per two moles of ErgMCn,O,. Thus tn&ng into consid-
eration an oxygen content of x = 6.06(2) in the reference state we prepared seven samples
with final concentrations of x = 6.06, 6.30, 6.50, 6.62, 6.75, 6.87 and 7.0 (with an absolute
error of about +0.02 — 0.03). The oxygen concentration x can also be obtained from the
neutron diffraction data adding the site occupation factors of all the ongen sites. Since the
site occupation factors are an absolute measure, the x values as derived from the neutron
scattering data have been used to characterize the samples: x = 6.11(2), 6.34(2), 6.53(2),
6.64(2), 6.78(2), 6.87(1) and 7.02(2).

After preparation, the samples were placed in vanadium containers (10 mm diameter,
50 mm height) which were sealed under helium using indium wire gaskets. Neutron diffrac-
tion data were collected in the 28 angular range 3° — 130° on the multidetector powder
diffractometer DMC at the SAPHIR reactor in Wiirenlingen, Switzerland (liquid-nitrogen—
cooled Si filter, vertically focussing Ge(311) monochromator, collimation 10'/-/12') at a
temperature of 20 K. At this temperature all samples showing superconductivity were in
the superconducting state. The wavelength used for all experiments was 1.7060(5)A as cal-
ibrated from spectra of pure silicon. The diffraction patterns were evaluated by a Rietveld

_refinement {11} using a modified code of Hewat [12, 13] that includes the refinement of

anisotropic temperature factors.

RESULTS AND DISCUSSION

All neutron spectra could be indexed on the basis of the oxygen-deficient triple
perovskite cell. No extra peaks larger than 3 estimated standard deviations (e.s.d.’s) of
background due to additional phases or superstructure were observed.

We started refining 165 reflections of the ErBa,Cu30; sample in the orthorhombic
space group Pmmm (No. 47, D};). The input parameters for this refinement were taken
from a neutron study on YBa,CuyOy at 10 K {14]. In the first runs only the scale factor, the
zero point, the profile parameters U, V, W and the cell constants a, b, and ¢ were allowed
to vary. After the refinement stabilized, the z parameters were opened to refinement and in
subsequent refinement cycles the temperature factors were determined. The site occupation
factor of the 04 chain atoms was opened during all the final runs. All other atoms, incfuding
the oxygen apex atom O1 and the Cu-O plane atoms 02 and O3, showed only insignificant
over or under occupation (01, O2 and O3 site occupation factors were 1.0 4-0.02 to 40.03)
so that they were fixed to 1.0 in all runs to reduce excessive parameter freedom. The
temperature factor of the O4 atom, when refined in an isotropic model, was unusually
large. The refinement was significantly improved by using anisotropic B factors. This was
indicated by the decrease of the reliability factors as well as proved by implementation
of a significance test {15} searching for digerences in the model predictions. In the final
refinement cycles all profile, lattice, and structural parameters were varied simultaneously
until the weighted reliability factor R? differed by less than 1/1000 in two successive runs.

The refinements for the oxygen deficient samples were carried out in the same way fot
the succession of samples with decreasing oxygen content, always using the results of the
preceding calculation as starting input parameters. The refinement of the ExBa,Cu3Og 1,
data in the Pmmm space group gave equal cell constants a and b and equal occupations
of the O5 (1/2, 0, 0) and O4 sites. The use of anisotropical B factors did not improve the
fit. The spectrum was thus refined in the P4/mmm space group (No. 123, D}, ) fitting 100
reflexions with 19 parameters. Attempts to refine ErBa,CuyQgy4 in the P4/mmm space
group were not successful. The cell constants a and b did not refine to equal values. If
oxygen was forced onto the O5 site the temperature factor increased to physically unrealistic

ues. If we used a fixed B factor with the same value as for the O4 atom the OS5 site
occupation factor was calculated to 0 + 0.03. The same result was found for all samples
refined in the Pmmm space group.

In all cases the t‘i)ea.k profiles were described weil by a Gaussian function. The profile
arameters U, V and W were in the range usually o ed for intermetallic powders
using the same spectrometer configuration). They did not indicate any anomaly in the
iffraction peak width. The results of our ements are listed in Table I including lattice

and structural parameters as well as the reliability factors, R, for all refinements (assigning

it
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TABLE I. Structural parameters of EtBa;CusO, at 20 K. For refined parameters the
e.s.d.’s of the last significant digit are given in parentheses. The reliability factors were
evaluated following the procedure of Young, Prince and Sparks {16]. ErBa;CusO,, space
group Pmmm [No.47, D},, x=6.34, 6.53, 6.64, 6.78, 6.87, 7.02; Er: 1h, Ba: 2t, Cul: 1la,
Cu2, O1: 2q, 02: 25, 03: 2r, O4: le] or P4/mmm [No. 123, D}, x=6.11; Er: 1d, Ba: 2h,
Cul: 1a, Cu2, O1: 2g, 02=03: 4i, O4: 2f]. Neutron wavelength 1.7060(5)A. Units for tem-
perature factors B: A%. Form of the temperature factors is isotropic: exp(— B, sin?8/)?)
and anisotropic: exp{—(h?a"?By; + k*b*2By; + 1*c*?By)]

Atom Param,  6.11 6.34 6.53 6.64 8.78 6.87 7.02
Er B 0.20(9)  0.32(8) 0.27(7)  0.32(8) 0.46(10)  0.22(7)  0.21(6)
Ba B 0.02(9)  0.28(9)  0.19(9)  0.19(9) 0.07(11)  0.41(8)  0.30(6
s 0.1951(4) 0.1935(3) 0.1899(3) 0.1882(4) 0.1864(5) 0.1852(4) 0.1838(3
Cul B 0.21{9)  0.20(8)  0.27(8)  0.12(8) 0.14(10)  0.10(7)  0.00(6)
Cu2 B 0.01(6)  0.10(5)  0.08(5) O.11{6)  0.3¢(7)  0.04(5)  0.07(4
s 03610(3) 0.3609(3) 0.3584(3) 0.3575(3) 0.3567(4) 0.3565(2) 0.3552(2
o1 B 0.35(9)  0.62(8)  0.41(8)  0.39(9) 0.39(12)  0.16(8)  0.30(7
s 0.1532(4) 0.1536{¢] 0.1559(4) 0.1569(4) 0.1578(5) 0.1584{3) 0.1586(4
02 B 0.13(6)  0.05(22)  0.11(9)  0.04(8) 0.01(10)  0.13(7)  0.29(8
s 0.3797(3) 0.3828(6) 0.3802(5) 0.3796(5) 0.3782(6) 0.3785{4) 0.3779(3
03 B 0.34(6)  0.31{8)  0.17(9) 0.21(11)  0.18(7)  0.24(6
s 0.3792(2) 0.3770(3) 0.3770(5) 0.3770(6) 0.3789(4) 0.3790(3
04 B 1.5(9)
Bu 3(1.8 2.9(9 3.8(8 4.7(9 2.4(4 1.0(3)
By 0.2(1.2 1.7(7 1.4(7 0.5(6 1.1(4 1.0(3
33 6.4(2.0) 3.2(1.2) 27(11) 2.1(1.0 1.3(4 1.7(3
n 0.11(2)  0.34(2) 053(2) 064(2) 0.78(2)  0.871 2(2

Cell constants (A)

|
|

a 3.846(2)  3.844(1 3.823(1 3.820(1 3.817(2 3.81%(1 3.803(1
b 3.85)(1 3.865{1 3.869(1 3.874(3 3.877(1 3.873(1
c 11.792(6) 11.760(5) 11.694(5) 11.676(5) 11.653(6) 11.650(5) 11.620(4) ‘7
R values
R; 4.15 4.54 3.66 5.01 6.71 4.10 4.09
Rup 10.02 9.06 8.19 9.09 10.96 7.69 7.50
R, 4.18 4.03 4.20 4.53 5.03 4.17 3.92

the apex atom O1 and the Cu-O chain atom O4, we adopt the nomenclature of the ILL
group [17] which corresponds to the Argonne description [18] if O1 and O4 are inter-
changed).

Th)c concentration dependence of some relevant bond distances projected in the z
direction is shown in Fig. 1. The changes occuring in the inner cube of the triple perovskite
cell together with the change of the Ba~(Er)-Ba distance are sketched in Fig. la. Fig. 1b
shows the x dependence of the distance between the Cu-O chains and this inner cube
and in Fig. l1c we present the relative shifts of the oxygen apex atom O1 which occupies
a bridging position between the Cu-O chains and the Cu-O planes. With decreasing X
oxygen content the distance between the Cu-O planes as well as the Ba-(Er)-Ba distance
decrease, contrary to the x dependence of the cell axis c. As the contraction of the inner
cube is less than the increase of the Cu~O chain Cu~O plane distance the c axis increases
with decreasing oxygen content. The strongest changes of atomic distances are observed
between the Cu-O planes and the Cu-O chains. The U1 atom changes its relative position:
the Cu2-0O1 and Ba-O1 (along z) distances increase, whereas the O1 atom Cu-O chain
distance — the shortest bonding length in the cell — decreases further.
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Fig. 1. Interatomic distances in ErB2;CusO,: (a) changes occuring in the inner cube
of the triple perovskite cell; (b) distances between the Cu-O chains and the inner cube; (cg
distances, representing the position of the O1 apex atom relative to the Cu-O chains an
Cu-O planes. (The error of the interatomic distances is about +0.0054, which is a worst
case estimate also accounting for errors like individual background subtraction, errors of
the cell constants and errors of wavelength.)

An interesting feature of the bond lengths plotted in Fig. 1c is their enhanced com-
position dependence in the region 6.3 < x < 6.5. To examine whether this behaviour is
correlated to the suppression of superconductivity we prepared a series of smaller samples
with a finer gradation of the oxygen content. Fig. 2 shows the cell parameters of these sam-
ples measured by x-ray diffraction [10] together with their transition temperatures. The
T.'s were determined from the onset of the Meissner signal measured by the field—cooling
gtocedm in 20 Oe by means of a SQUID susceptometer (S.H.E. model 800) (19]. It can

e clearly seen from Fig. 2 that in the concentration range 6.3 < x < 6.5 the samples are
still orthorhombic but that T, decreases drastically with decreasing x. Superconductivity
is suppressed totally at oxygen contents x < 6.33.

Similar observations in the YBa;Cuy0, system led to speculations about charge re-
distributions between the Cu-O chains and the Cu-O planes. It was suggested that this
mechanism is responsible for the loss of superconductivity (9, 20, 21]. In current theories
of high-T, superconductivity the number of holes in the Cu-O planes plays an important
role [22). The changes in the bond lengths relative to the O1 atom might be correlated to
an electron transfer from the chains to the rlnu when oxygen is removed from the Cu-O
chains. This leads to a decrease of the hole concentration in the Cu~O planes and thus
causes the dil:zgmmce of superconductivity. The x dependence of the Ba~0O1 separation
(see Fig. 1c) mgﬁ:;: the concept of negative charge transfer from the chains to the
planes and can be explained in terms of electrostatics as a reaction on the altering internal
electric field. The Ba atom is attracted by the in ing amount of negative charges in the
planes whereas the O1 atom moves toward the Cu-O chains. Thus the Cu-O chains only
play the role of a charge reservoir for the Cu-O planes. The fact that the superconductivity
decays miore rapidly with decreasing x in the same concentration range, where a
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Fig. 2. (left side) Cell constants a, b and c of ErBa;CusO, at room temperature measured
by x-ray diffraction, together with the transition temperatures obtained from dc suscep-
tibility measurements. The hatching marks the region of non-superconducting but still
orthorhombic samples.

Fig. 3. (right side) Transition temperatures of ErBa;CusO, as a function of the Cul-O1

bond length.

stronger shift of the O1 atoms from the planes towards the chains is observed, is a striking
argument that the model described is reasonable.

In Fig. 3 we have plotted T versus the Cul-O1 distance. As expected from the above
discussion, we find a nearly linear dependence of T, on this bond length. Similar resulte
are reported by Ashkenasi and Kuper [23]. From the plot we estimate a limiting distance
of 1.805(5)A between the apex oxygen atom and the Cu-O chains for the occurrence of
superconductivity in ErBa;Cu,0,.

CONCLUSIONS

We have shown that a clear relation exists between structural changes and changes
in the superconducting properties of ErBa;CusO, upon oxygen deintercalation. At gbe
crossover from superconductivity to non-superconductivity the ;g‘ex oxygen atom O1 ap-
proaches the Cu—s chains and withdraws from the Cu-O planes. This shift of the O1 atom
together with the observed changes in the Ba~O1 distance support a chuie transfer model
which describes the transition to non-superconducting behaviour. Furthermore, T. was
found to depend almost linearly on the O1 Cu-O chain distance. Recently, similar rela-
tions between bonding lengths and superconductor properties were found for YBayCu,O4
[24]. In this case, however, the bonding lengths were affected by applying a hydrostatic
pressure.
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ABSTRACT

The title compounds are structurally isomorphous and crystallize with
the symmetry of space group I4/wmm. The lattice parameters are
a = 3.8248(1), c = 19.4286(5)A for Lal.gt:a1 1C"2°6 and a = 3.8601(1),

¢ = 19.9994(5)A for Lal.ssrl.lc"2°6+6‘ The structure can be easily derived
from that of Lazcuo4 by substituting the layers of composition Cuoz present
in LaZCu04 with a block of three layers having composition and sequence
(Cuoz) - (R) - (Cqu), where R is Ca, Sr, and/or La. Although the general

structural configuration is the same for the Ca and the Sr compounds, the
distribution of the metal atoms is different in the two cases. More
specifically, in L‘1.9°‘1.1c"2°5 the perovskite-type layers form blocks with

sequence (Cuoz) - (Ca) - (Cu02), and are separated by rock-salt blocks of
two layers (La0) - (La0). In Lal‘QSrl_lCuzos+6, on the other hand, the
perovskite-type blocks have composition and sequence (Cuoz) - (R) - (Cu02)
and they are separated by blocks (NO) - (NO), where both R and N are about
65%La and 35%Sr.

INTRODUCTION

In a1l the superconducting copper oxides there are Cuo2 planes

separated by either charge reservoir layers or by rare-earth oxide layers
which can be doped by aliovalent ions to induce superconductivity. These
compounds can be described as members of a large family derived -from
stacking blocks having the rock-salt and perovskite-type structure [1].
Most commonly, the electronically active Cuoz layer has copper in square-

pyramidal coordination.
There are members of this family, strongly related to the structure of
LaZCuO4 and BaZYCu307, which have never been made superconducting, that is

the compounds with 3:2 stoichiometry, Laz-x"1+xc“2°6+6 (M =Ca, Sr) [2]. In
spite of similarities to known compounds, these materials apparently cannot

be doped with holes by the usual Mz+/M3+ substitution to an extent
sufficient to induce even metallic conductivity. Smal) substitutions (0.0 <
X < 0.15) are, however, possible.

In this paper, we present the results of our structural studies of
La1 gnl lc"z°6+6 (M = Ca, Sr) by neutron powder profile a:alysis carried out

to find structural clues that would shed 1ight on the surprising lack of
superconductivity in this structural type.
EXPERIMENTAL

The compounds Lal 9Ca1 1Cuzo6 and Lal gSr1 lCuzo6 were prepared as
described in ref. [2]. The neutron diffraction measurements were performed
Met. Res. Soc. Symp. Proc. Vol. 166. ©1990 Materials Research Soclety
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on the high-resolution five-counter diffractometer at the reactor of the
National Institute of Standards and Technology, using a neutron wavelength
of 1.553(1)A. The structures were refined with the Rietveld method [3]
adapted to the multicounter diffractometer and modified to include the
background parameters [4]. Peak shapes were described by Gaussian
functions. The neutron scattering amplitudes used in the refinements were
b{La) = 0.827, b(Ca) = 0.490, b(Sr) = 0.702, b(Cu) = 0.772 and b(0) - 0.581

X lo'lzcm. The structure is built by substituting the layers (Cuoz)o c
’

present in the structure of LazCuO4 [5] with blocks of three layers -

(Cuoz) - (R)c P (CuO ) -, where R can be Ca, Sr, or La (in this

description a layer is spec1fled by a chemical symbol giving the compesition
of the layer, and by a subscript ¢ or g indicating if the cation is,
respectively, at the origin or at the center of the mesh of the layer [1]).
Thus, from the sequence

[(CuO ) - (LaO) - (LaO) - (CuO2 (LaO) - (LaO) ] - (Cuoz)
describing the structure of LaZCu04, we obtain the sequence

...[(Cqu)o - (R)C - (Cqu)o - (NO), - (NO)O- (Cqu)c - (R)o - (CuOZ)c
(NO)o - (NO)c] - (Cqu)o...

which describes the structure of LaZHCuzo6 and where N and R can be Ca, La,

and/or Sr and where the square brackets include the content of a unit cell
of the structure. This atomic configuration has true or approximate
tetragonal symmetry and is based on a body-centered lattice of approximate

Tattice parameters 3.8 x 3.8 x 19A3. The initial positional parameters
obtained from the model were therefore refined in space group I4/mmm. A few
weak reflections, observed in the powder patterns of both compounds, could
not be indexed in terms of the adopted unit cell or in terms of multiple
cells and were, therefore, attributed to impurities and excluded from all
subsequent calculations. In the final refinements all the structural,
lattice, and profile parameters were varied simultaneously with the only
constraint that the positions 2a and 4e of the R and N atoms, respectively,
be fully occupied. The results of these calculations are given in Tables 1
and II. The relevant bond distances are shown in Table IIl and a schematic
representation of the structure is illustrated in fig. 1.

TABLE I. Refined Structural Parameters of Lal‘9Cal (iuzo6
- 19.4286(5)A v = 288.22(2)A°

Space group: l4/mmm a = 3.8248(1) c

Atom X y z B(AZ) 0

La 2a 4/mmm 0 0 0 l 0(1 0.014(6)

Ca 2a 4/mom 0 0 0 1.0(1) 0.236(6)

La(l) 4e 4mm ] 0 0.17578(9) 0.47(5) 0.47(1)

Ca(l) 4e 4mm 0 ] 0.17578(9) 0.47(5) 0.03(1)

Cu de 4mm 0 0 0.58503(9) 0.32(4) 0.5

0(1) 8g mm 0 1/2 0.08230(9) 0.74(5) 1.005(8)

0(2) 4e 4mm 0 0 0.7046(2) 1.52(8) 0.506(6)

0(3) 2b 4/mmm 0 0 1/2 0.7 0.008(2)
Rn = 4.58 R =5.96 R, = 8.54 Re = 4,34 X = 1.97

Formula obtained from refinement: Lal.94(5)cal.06(5)c"2°6.08(4)
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TABLE II. Refined Structural Parameters of Lal.95r1.16“206+5

- 19.9994(5)A v = 298.00(2)A°

Space group: I4/mmm a = 3.8601(1) c
Atom Position X y 2 MAE) n
La 2a 4/mmm 0 0 0 0.78(8) 0.17(2)
Sr 2a 4/mmm 0 0 0 0.78(8) 0.08(2)
La(l) 4e 4mm 0 0 0.1792(1) 0.53(6) 0.31(3)
Sr(l) 4e 4mm 0 0 0.1792(1) 0.53(6) 0.19(3)
Cu 4e 4mm 0 0 0.5924(1) 0.62(4) 0.5
0{1) 8g mm 0 1/2 0.08603(8) 1.00(4) 1.00
0(2) 4 4mm 0 0 0.7024(2) 1.84(6) 0.5
0(3) 2b 4/mmm 0 0 172 0.7 0.035(2)
Rn = 6.29 Rp = 6.13 Rw = 8,28 Re = 5.23 X = 1.58

formula obtained from refinement: Lal.9(2)5"1.0(2)C“2°6.14(1)

TABLE III. Relevant bond Distances in Lal.QCal.ICUZO6 and L‘1.95'1.1C“z°s+a

Lay gtay 1Cu0g Lay oSry 1CUZ06,s
Ca-0(1) x 8 2.493(1) LaSr-0(1) x 8 2.586(1)
La-0(1) x 4 2.638(1) LaSr-0(1) x 4 2.683(1)
ta-0(2) x 4 2.7619(6) LaSr-0{2) x 4 2.769(1)
La-0(2) x 1 2.324(3) LaSr-0(2) x 1 2.368(5)
Cu-0(1) x 4 1.9132(1) Cu-0(1) x4 1.9340(2)
Cu-0(2) x 1 2.323(3) Cu-0(2) «x1 2.196(5)
(Cu02)c
Fig. 1. Schematic representation of
(NO)o
the structure of L°1.9"1.1C“z°s+s-
Small full circles are copper atoms,
(NO)X large open circles oxygen atoms,

hatched circles N atoms and cross-
(Cu02)o hatched circles R atoms (R and N are
Ca and La, vrespectively, in
(R)c Lal.9ca1.lc“205 and La + Sr in

Lal.QSrl_lCuzo&s). The oxygen atoms

(CuO2)o near the copper layers are Tlabeled
0(1) in Tables I and II and those

(NO)c near the layers of N and R, 0{(2) and
0(3), respectively. The arrows
indicate the direction of

(NO)o displacement of the cations relative

to the planes of the oxygen atoms.

(Cu02)c
(R)o

b mame e e e e cgm g
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DISCUSSION

The results of Table I show that the structure of Lal 9Ca1 lCuzo6

determined in this study agrees closely with that previously determined by
Tzumi et al. {6] for the same composition. Although the general structural
features for the Ca and Sr compounds are the same, the distribution of the
metal atoms in the crystallographic sites is different in the two cases.
This may be easily seen by representing the two structures as sequences of
layers in the following way:

[(cu0,), - (Ca), - (CuO,), - (La0), - (La0), - (Cul,). - (Ca), - (CuOy). -
(LaO)o - (LaO)c] - (Cuoz)o...

for La2 CaCuZOG, and

[(Cqu)° - (R)c - (Cqu)o - (NO)c - (NO)° - (Cqu)c - (R)o - (Cqu)C -
(NO)o - (NO)C] - (Cqu)o...

for LaZSrCuZOS. In this case, N and R are both -65%La + 35%Sr and, as

before, the content of a unit cell of the structure is enclosed in square
brackets. The above schemes show that the (Cuoz) layers are separated by

(Ca) layers in Lal'QCa] lCu206 with Ca2+ in eight-fold and La3+ in nine-fold

coordination. In La1 95'1.1°“z°s+5’ on the other hand, both sites are
occupied by La3+ and Sr2+ in a disordered fashion and in proportions

consistent with the stoichiometry of the compound. The interatomic
distances and the lattice parameters of the two structures reflect the fact

that the ionic radius of Sr2+ is larger than that of Ca2+.
The coordination of copper in LaZCuo4 is bipyramidal with the bipyramid

of oxygen atoms considerably elongated along the c-axis [5]. The
replacement of the (Cuoz) layers of LaZCuO4 with (Cuoz) - (R) - (Cuoz) to

produce LaZMCuzo6 has the effect of changing the polyhedron surrounding the

copper atom into a pyramid in which the Cu-0 distances within the layer
(Cuoz) are much shorter than the Cu-0 distance with the oxygen atom at the

apex (1.913 versus 2.323A in La; gCa; 1Cuy0¢). The same kind of situation

has been found in other compounds [7]. The copper atoms are slightly
removed from the plane of the oxygen atoms towards the interior of the
pyramid. This shift, however, is considerably smaller in the title
compounds than in BazYCuao6+x (7] (0.05 and 0.13A in the Ca and Sr

compounds, respectively, versus 0.27 and 0.22A in BazYCu307 and BaYCu306)
and, as a consequence, the buckiing of the (Cuoz) layers is less pronounced.

La and N atoms (N = La+Sr) are nine-coordinated to oxygen in the same
way found in LaZCu04. The coordination polyhedron is a capped antiprism and

the cation 1is shifted from the center towards the capped face. The oxygen
atoms 0(2) (fig. 1) are removed from the planes of the cations by 0.56A in
the calcium compound and by 0.46A in the strontium compound. The La-0 and

N-O bond lengths are virtually identical to those found in LaZCu04. The

eight-coordinated cations (Ca and R in the calcium and strontium compounds,
respectively) are located at the center of square prisms. This type of
coordination fs possible only for n > 2 in the homologous series

[P T 2 i
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As shown in Tables I and II, the refined composition is in excellent
agreement with the nominal stoichiometry, with all components within two
standard deviations of the expected values in both compounds. Oue to large
correlations in the refinements of the occupancy factors in
La] 9Srl ]Cu205+6, the standard deviations on the La:Sr ratio are larger

than those for the calcium compound, allowing for considerable ambiguity.
The most significant differences between the Ca and Sr analogs are in

the nature of the cation in the eight-coordinated site between the copper

pyramids (primarily Ca in Lal 9Cal lCuzo6 and primarily R = 65%La + 35%Sr in

Lal.QSrl.lC"206+6)’ and in the occupancy of the oxygen interstitial site

0(3) associated with that cation. As expected, for the small Ca2+ ion the
preferred coordination with oxygen is eight and no significant presence of
oxygen is found in this site in the Ca compound. For the Sr analog,
however, a coordination larger than eight is possible, and this favors the
partial occupancy of site 0(3) which we actually observe. The disruptive
presence of this interstitial oxygen has often been proposed as being
responsible for the lack of superconductivity in La1 9Srl lc“206+6’ and our

observations are in support of this view. For the Ca analog, however, this
cannot be the case. Although the band structures of these materials have
not been calculated to our knowledge, the relative flatness of the Cqu

plane in La1 9Cal 1CuZO6 is in considerable contrast to the puckered planes

found in the hole doped superconductors, and suggests a somewhat different
distribution of charge among the bonds within the CuO5 pyramids, which may

affect the ability of the planes to accept a significant amount of hole
doping.

The compounds analyzed in this study are terms of the homologous series
LazM"_lCun02n+zwith n = 2. This series may be considered as a particular

case of a more general class of compounds of formula (A°)x(B°)y(")n-1(C“°2)n
having a structural type in which blocks of (AO)x(BO)y with the rock-salt

structure alternate with blocks having a defective perovskite configuration.
The condition of equality between cation and anion valences requires that
2(2n + x + y) = px + qy + s(n+l) + mn where p, q, s and m are the valences

of A, B, M and Cu, respectively. If we assume that m = s = 2 (case of Ca2+

and Cu2+, we have x(p-2) + y(q-2) = 2 and, for y =0 and p = 3 (case of
3+ . 3+ 2+ .

La”") we obtain the formula (AO)Z(H)n_l(Cuoz)n i.e., A2 "n-lc“n°2n+2 which

is the homologous series of the title compounds. Note that for q = 2, y may
assume any value. For y = 2 we obtain (AO)Z(BO)Z(")n-l(Cuoz)n i.e.,

AZBZMn-lc"n°2n+4 which is the homologous series of the well known compounds
Bi,SroCa (Cu 0, 4 and T1,Ba,Ca ,Cu0, .. The above formulas not only
show how LaZMCuzo6 is related to compounds of the same homologous series,

but also how 1t is connected with materials belonging to the more general
class with the same structural type, formed by block of layers with the
rock-salt structure alternating with blocks with the perovskite
configuration.
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ABSTRACT

We have recently reported[1]) neutron depolarization measurements on an
YBapCu307_§ composition exhibiting a transition from a low temperature state which
caused depolarization (P=0.76+-.02) to onec at high temperatures (T=55K) where
depolarization was absent. Since this temperature is well below the measured
superconducting transition at 86K, we speculated that the transition was a dynamic one
corresponding to flux lattice melting{2] or to formation of a glassy state[3]. We have now
extended these depolarization measurements to two specimens of Biy ,Sr; 7CaCuy04,5
prepared and characterized{4] at IBM, which showed superconducting transitions at 80K
with weak tails extending to 110K. The two samples have critical current densities, as
determined by the Bean expression[5], that differ by 50%.

Data were taken at temperatures down to 10K and in applied fields up to 2000 oe,
with cooling and field application sequences exactly the same as with the YBayCu307.5.
Surprisingly, the sample with higher current density shows only a small amount of
depolarization (P=.988+-.003), while the other shows no depolarization. We therefore
conclude that the flux lattice arrangement and/or stability is qualitatively different in these
compositions as compared with YBapCu307_§, perhaps due to extrinsic properties such
as grain size (suggested by photomicrographs), or to the intrinsic nature of pinning
forces. Further experiments are in progress to sort out these questions.
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USE OF NEUTRON DIFFRACTION IN DETERMINING STRAINS IN HIGII-
TEMPERATURE SUPERCONDUCTING COMPOSITES®

D. S. Kupperman, J. P. Singh, and S. Majumdar, Materials and
Components Technology Division, R. L. Hitterman, Materials Science
Division, Argonne National Laboratory, Argonne, Illinois 60439-4838
J. Faber Jr., Amoco Research, Naperville, Illinois

ABSTRACT

The Argonne Intense Pulsed Neutron Source and General Purpose
Powder Diffractometer have been used to study high T¢ metal oxide
composites composed of yttrium barium copper oxide and silver.

Neutron diffraction techniques were applied to composites with 15, 20
and 30% silver content by volume. We have observed that after hot
pressing, the 30% Ag specimens contained both orthorhombic high T,
and tetragonal, non-superconducting phases near the center of the
specimens but only tetragonal near the surface. The relationship of shifts
in Bragg peaks to strains of the constituents is discussed.

INTRODUCTION

Since the discovery of superconducting materials with relatively
high transition temperatures (T¢). there has been a considerable effort
both to understand the reason for the high T¢ and to improve the
mechanical properties, which limit the practical applications. The YBa-
2Cu307.5 (YBCO) compounds have received considerable attention [1-3].
because of thetr high T, and high upper critical magnetic field. Additions
of silver have recently been shown [4] to improve the mechanical
properties {toughness and strength) of these compounds. Furthermore,
the addition of the Ag can improve the conductive path between grains of
superconducting YBCO and possibly help reduce the “weak-link” effect
[5). Note that whereas the addition of a low-volume fraction of silver does
not adversely affect the superconductivity the introduction of transition
metals to YBCO can have a detrimental effect on the superconducting
properties. Also, the addition of silver has a minimal affect on the stress
free lattice spacing. During fabrication of YBCO/Ag composites, differ-
ential thermal expansion upon cooling can lead to potentially troublesome
residual stresses. Since the Ag contracts more than the YBCO, good
bonding between the ceramic and silver could lead [6] to tensile stresscs
in the silver and compressive stresses in the YBCO for relatively small
percentages of Ag. The mechanical properties and life expectancy of
components made from this material may depend on the residual
stresses. An understanding of the nature and magnitude of these stresses
will help improve the design of these composites.

Neutron diffraction is a powerful method for measuring bulk resid-
ual strains, from which residual stresses can be calculated {7.8]. Ncutrons
can provide a bulk measurement because they can penetrate deeper than
X-rays. In the present work, the Intense Pulsed Neutron Source (IPNS)
and General Purpose Powder Diffractometer (GPPD) at Argonne National
Laboratory were used to measure the residual thermal strains in YI3CO
composites.

Mat. Res. Soc. Symp. Proc. Vol. 168. = 1990 Materials Research Society
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Sample Preparation

Samples discussed here are fabricated from a mixture of YBCO and
Ag powders, with 0, 15, 20, and 30% Ag by volume [8]. The phase
composition of YBCO powder was confirmed by X-ray analysis. The Ag
powder had a particle size range of 2-3.5 pm, as indicated by the supplier.
Both YBCO and composite powders were formed into rectangular bars,
(~5.1 x 0.6 x 0.3 cm) by uniaxial pressing in a steel die at 150 MPa.
Rectangular bars of composite YBCO/Ag were sintered in flowing Oz at
930°C for 4 h and then annealed for 8 h from 435 to 380°C. Examination
of polished surfaces of sintered YBCO/15% Ag bar specimens by SEM
showed that the Ag phase was randomly distributed in discrete globules.
Furthermore, little or no preferred orientation of Ag was observed next to
the YBCO. The density of the sintered specimens was observed to in-
crease with increasing Ag content. A density of 95% theoretical was ob-
tained at 30 vol% Ag content. The increase in density probably occurs
because the Ag acts as a si1.cering aid. Examination of the fracture surface
of a sintered specimen of YBCO/20% Ag showed a typical grain size of 15
um. These grains are about twice as large as those for YBCO specimens
without any Ag addition. This increase in grain size is believed to be due
to the presence of a liquid phase formed as a result of Ag addition. The
resistivity was measured by a conventional four-probe technique. The
critical current density values were determined with a criterion of
1.0 uyV/cem at 77 K and zero magnetic field.

Neutron_Diffr; n LUsing the Intense Pul Neutron Saurce

In the experiments described here, Bragg's Law is used first to
determine the lattice spacing d for a particular hkl reflection from both
YBCO and Ag averaged over a volume of the strain-free powder. The
stressed composite fabricated from these powders is examined next. The
lattice strain associated with the hkl plane of a given phase in the com-

posite is given by
e =(d - doj/do . 1

where do is the unstrained hkl spacing (powder) and d is the spacing for
the composite.

Lattice spacings can be measured to an accuracy of #0.0002 A. The
main advantage of the pulsed source is that many diffraction peaks can be
measured at the same time in different spatial directions. Results
reported here combine the data from the 90° and 148° detectors.

EXPERIMENTAL RESULTS

Figure 1 shows the average bulk strain at room temperature in the
Ag as a function of volume percent Ag in the composite and the crystallo-
graphic direction. The Ag diffraction peaks for which data are presented
are clearly isolated from the YBCO diffraction peaks. The potentially
complex loads and the relatively large error in absolute measurement of
strain makes it difficult to reach any conclusions by comparing strains in
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various crystallographic directions. However, there is a trend toward
decreasing Ag strain as the Ag volume fraction increases (the relative
error in strain between samples of varying Ag content is about half the
uncertainty in the absolute values). The strain, however, is expected to be
proportional to the difference between the thermal expansion coefficient
of Ag and that of the composite (which increases with increasing Ag) [9].
It is unlikely that Y, Ba, Cu or O can change the Ag spacing chemically.
The difference between the thermal expansion coefficients of Ag and
YBCO is about 2 x 10-6/°C. An increase in Ag content from 15% to 30%
should increase the composite coefficient of expansion by about 2%. The
observed decrease in strain is much larger than can be explained by the
~2% change in thermal expansion coefficient. It is possible that the
strain is relieved by creep. Analysis of the diffraction peak full-width-at-
half-maximum (FWHM) shows insignificant broadening (<10%), which is
consistent with little or no yielding . The Ag hydrostatic stress calculated
from the strain values and the Ag bulk modulus ranges from 130 + 65 MPa
for 30% Ag to 229 + 65 MPa for 15% Ag. These relatively low values also
support the conclusion that no yielding of the Ag occurs.
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Fig. 1. Room-temperature tensile strain in Ag as a function of Ag

content in YBCO/Ag composite and crystallographic direction.

Measuring strains in the YBCO is difficult because the stoichlometry
can change with Ag content. Thus the shifts in YBCO diffraction peaks
may not be solely the result of strain. Figure 2 shows the change in the
diffraction pattern with Ag content for several AIF and YBCO peaks. The
pattern for the 30% Ag composite is clearly different from the others and
indicates a nearly tetragonal structure. Destructive analysis, combined
with X-ray diffraction analysis of sections of a 30% Ag sample (4], shows
that the stoichiometry for the 30% sample changes gradually from § = 0.1
at the outer surface (orthorhombic superconducting phase) to 5§ ~0.8 ncar
the center of the specimen (non-superconducting tetragonal phase}). This




finding is consistent with the observation that the 30% Ag sample shows
a dramatic decrease in critical current density as compared with samples
with 0, 15, and 20% Ag content.

Since the lattice spacings for the three principal directions of YBCO
are known as a function of stoichiometry, it is possible to estimate the
diffraction peak shift resulting from strain (for some diffraction lines) by
correcting for stoichiometry. For example, since the (111) diffraction
peak is a single peak and the shifts are unambiguous, we can predict the
change in the spacing of the (111) plane as a function of stoichiometry
from the relationship

1/d111 =1/a2 + 1/b2 + 1/¢2, 2)

where the values of a, b, and c as a function of § are determined by
neutron diffraction {10]. The value of 3 for YBCO in the present compos-
ites was estimated by comparing relationships that are primarily due to
stoichiometry and not strain with those of materials with known & (Fig. 2).
Strains determined from lattice parameter estimates for strain-free YBCO
(111) as a function of Ag content are presented in Fig. 3. We have
assumed that the addition of 15% Ag does not significantly change the
stoichiometry of YBCO. The stoichiometry of the 30% Ag sample is
assumed to be nearly tetragonal {bulk average), and the 20% Ag sample is
assumed to be intermediate in stoichiometry between 15% and 30% Ag
samples [11]. These assumptions are consistent with Fig. 2. The lattice
parameter is predicted to increase as the stoichiometry approaches the
tetragonal phase (with increasing Ag content). However, experimentally,
the spacing for the (111) planes decreases as the Ag content increases
from 15% to 20%, indicating an average compressive stress in the YBCO
(Fig. 3). This resuit s in qualitative agreement with expectations, since
the Ag strain is tensile. At 30% Ag, the difference between measured and
stress~free lattice spacing indicates negligible YBCO strain. This finding
is consistent with the low strain measured for Ag in the YBCO/30% Ag
composite, and is probably a result of additional creep of the composite
which can vary with stoichiometry [12].

DISCUSSION

We have shown that neutron diffraction techniques can be applied
to YBCO composites to measure residual strains in the constituent parts
caused by differential thermal contraction after fabrication, and to de-
termine the effect of Ag on stoichiometry (and thus on the critical cur-
rent density). We have observed residual tensile strains in Ag as a
function of crystallographic direction; these strains range from as high as
0.085% in 15% and 20% Ag samples to as low as about 0.02% in a 30%
Ag sample. Compressive strains in the YBCO (111} crystallographic direc-
tion were estimated by correcting for the diffraction peak shift due to
changes in stolchiometry with Ag content. The estimated compressive-
strain values vary from 0.04% (15% Ag) to 0.09% (20% Ag) to 0.01%
{30% Ag), with an uncertainty of about 0.03%. The decrease in strain in
YBCO is consistent with the decrease in Ag strain and may be due to vari
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for the YBCO (111) plane as a function of stoichiometry.

ation in creep properties of the composite which is sensitive to stoi-
chiometry (11). The presence of significant average tensile strain in the
Ag, particularly for 15 and 20% Ag samples, indicates good interface
bonding between YBCO and Ag.

Strains were also measured at liquid nitrogen temperatures for the
15%Ag sample. Only small changes in strain detected. The largest
increase in strain was observed for the YBCO (111) plane. The
compressive strain increased about 0.04%. The absence of any relaxation
of strafn suggests little or no cracking occurred as the temperature was
lowered to superconducting transition.
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HIGH RESOLUTION NEUTRON POWDER DIFFRACTION STUDIES OF THE
FERROELASTIC PHASE TRANSITION IN LaNbO,

W I F DAVID, Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, OX11 0QX, UK

ABSTRACT

Analysis of high resolution neutron powder diffraction data of ferroelastic LaNbQ,
indicates a monoclinic to tetragonal structural phase transition that is accompanied by
anomalous line broadening. The origins of this line broadening have been investigated
using a novel modification of the Rietveld technique. The resuits show that strain
broadening is associated with the ferroelastic phase transition both above and below
the transition temperature. This anomalous 'microstrain’ is well-described by a second
rank strain tensor, the principal axes of which are collinear with the spontaneous lattice
strain. This phenomenon may be a general feature of proper ferroelastic phase
transitions.

INTRODUCTION

Lanthanum niobate (LaNbQ,) is a ferroelastic material that undergoes a structural
phase transition from a monoclinic (space group 12/a (CSx,) to tetragonal structure
{space group 144/a (C84,)) [1,2]. A striking characteristic of this second~order phase
transition is the absence of a soft optic mode (3]. Indeed, the transition is driven by a
soft acoustic mode and thus LaNbQ, is a rather unusual example of a proper ferroelastic
material in which the order parameter may be regarded as the lattice spontaneous
strain. High resolution neutron powder diffraction data presented in this paper exhibit
unusual line-broadening behaviour. Such behaviour has also been observed in another
proper ferroelastic material, arsenic pentoxide (As,Os), that does not possess a soft
optic mode at the ferroelastic phase transition [4]. Itis speculated that the anomalous
strain broadening observed in LaNbO, and As,Os is a general feature of proper
ferroelastics that have displacive structural phase transitions.

EXPERIMENTAL PROCEDURE AND DATA ANALYSIS
High resolution neutron powder diffraction data were collected at a series of

temperatures from a 1 cm® sample of LaNbO, on the High Resolution Powder
Ditfractometer (HRPD) at the spallation neutron source ISIS [5). Each run lasted for

Mat. Res. Soc. Symp. Proc. Vol. 166. ©1990 M. R h Soch
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Figure 1. Multiple diffraction patterns from a 1 cm? sample of LaNbO, recorded as a
function of temperature. The peak splitting associated with the ferroelastic phase

transition is evident.
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Figure 2. The variation of the monoclinic angle as a function of temperature. Least
square fitting confirms a mean-field behaviour and a transition temperature of

483.0(1)°C.



approximately 30 minutes. A small portion of the range of d-spacings surveyed is
shown in Figure 1. There is ciear evidence of a structural phase transition. fndeed, the
refined lattice parameters indicate a large monoclinic distortion that collapses in a
mean-field manner at the transition temperature. The monoclinic shear angle is
displayed in Figure 2.

Close examination of the diffraction data collected at temperatures near the phase
transition reveals significant broadening, particularly of some hk0 reflections. Standard
Rietveld profile refinement of data obtained below 180° C and above 540* C proceeded
routinely. However, atintermediate temperature the refinements became progressively
worse on approaching the phase transition. [ndeed, differences between diffraction
patterns recorded at room temperature and the transition temperature were extremely
pronounced. As the origin of the line broadening was initially unknown a modified
Rietveld profile refinement (SAPS ~ Structures And Peak Shape Refinement) was
employed [5]. SAPS permits simultaneous analysis of the crystal structure and the
hki-dependent broadening in a model-independent manner, The principal difference
is that instead of describing peak widths as a function of time of flight, all peaks widths
may be refined as independent variables. Structural parameters for LaNbO, were thus
obtained that were unbiased by an imposed peak broadening model. A selection ofthe
(Lorentzian) peak width components so refined are presented in Table 1.

Table . Part of one of the output files from SAPS. This contains Miller indices hk), along
with peak intensities, |, and standard deviations, o{l). i Jo(l) is greater than a
predetermined value (12 in this particular case) then peak widths may be refined. For
Wo(l) < 12, peak widths are fixed (note zero standard deviations for some I). In this
example the usual TOF functional form for ¢ was refined: all individual Gaussian widths
were fixed.

h k 1 [ off) r o) o o(o)
Q 1 5 6638 205 25.3 3.9 51.8 0.0
1 0 5 540.2 20.6 43.1 5.3 51.9 0.0
-1 1 4 36465 378 49.7 17 55.9 0.0
1 1 4 34605 385 455 1.7 56.2 0.0
-1 2 1 7151 242 1125 8.5 56.7 0.0
-2 1 1 24430 31.0 40.7 2.1 57.1 0.0
1 2 1 21920 283 38.5 2.2 57.3 0.0
2 1 1 8382 265 97.4 6.6 57.7 0.0
0 2 2 4613 295 89.7 103 59.0 0.0
2 0 2 579.9 307 58.2 6.5 59.6 0.0
0 2 0 103 354 422 0.0 64.9 0.0
-2 0 o 0.7 357 428 0.0 65.8 0.0
C 0 4 1214 437 45.9 0.0 70.6 0.0
o 1 3 3616 454 49.6 0.0 76.2 0.0
1 a 3 303.1 303 49.8 0.0 76.5 0.0
-1 1t 2 9352.3 896 1144 2.7 77.0 0.0
1 1 2 100610 98.0 93.5 23 77 0.0
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These peak widths were then analysed to determine the origin of the line broadening.
Refinements at various temperatures revealed a pronounced temperature dependence
that diverges around T.. The anomalous Lorentzian broadening of the 220, 220 and
112, T12 reflections are displayed in Figure 3. The ratio of the siopes above and below
T is 2:1 within experiment error as predicted by mean-field theory. The predominant
nature of the Lorentzian broadening is congistent with strain effects described by a
second rank tensor. Accordingly, anisotropic Lorentzian strain and particle size effects
described by a second rank tensor formulation were added in convoiution to the
standard time—-of-flight peak shape. The full width at half maxima formulae used were

Taain = 125 Teize = nd?

where
1]2 = r"hza"z rzzkzbiz + 1‘33120‘2 +
2[lsklb*c*cosa* + Iizhla*c*cosR* + I'yphka*b*cosy*]
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Figure 3. Refinement of individual peak widths reveals a pronounced temperature
dependence that diverges around T.. The distinction between 220 and 220 (similarly
112 and 712) peak widths is consistent with strain effects described by a second rank

tensor.
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Rietveld refinement at a number of different temperatures indicated that the
anisotropic broadening resulted from strain rather than size effects. This anomalous
behaviour is restricted to the ab plane: no extra broadening is associated with the ¢ axis.
The refined values shown in Table Il clearly indicated strain anisotropy within the ab

plane.

T(C)

240
270
300
330
360
380
400
420
450
460
470
480

T4

205(15)
198(15)
183(15)
227(20)
190(15)
214(20)
257(20)
266(20)
400(25)
460(40)
840(40)
2200(200)

P>

402(20
366(20)
392(20)
378(20)
447(25)
462(25)
417(25)
598(30)
676(30)
770(40)
1320(50)
3800(250)

Table ll. Refined anisotropic strain broadening terms

| P

600(300)

900(300)
1600(300)
1500(300)
2500(400)
2300(400)
2600(500)
3900(600)
6500(1000)
8700(1500)
15300(3000)
36000(5000)




The anisotropic broadening of the Bragg peaks (microstrain) in LaNbO, may, as with
the monoclinic lattice distortion (macrostrain), be described in terms of a second rank
tensor. The principal axes of the ellipsoid representing the microstrain broadening is
rotated by 21° from a*. This agrees to within experimental error (~ 2°) with the
orientation of the principal axes of the spontaneous macrostrain hyperbola for all data
sets collected between (T, - 50')Ca°r3d T (see Figure 4).

“microsiran” lensor principol aus

Figure 4. The representation quadrics for spontaneous lattice strain (hyperbola) and
microstrain broadening (ellipsoids) in the low temeprature monoclinic phase are
coincident to within experimental error.

The coincidence of the orientation of microstrain (obtained from line broadening
considerations) and macrostrain (calculated from peak splittings associated with
monoclinic symmetry) was unexpected and is at present unexplained, aithough the
strain broadening is probably associated with crystal imperfections such as
dislocations. Itindicates, perhaps unsurprisingly, that unit cefl and unit celi contents play
a coherent role with respect to the phase transition. The importance of strain in the
driving mechanism is associated with the fact that LaNbO, is & proper ferroelastic
material - there is a soft acoustic mode but no observed soft optic mode. Further
analysis of this phase transition using the structural information is currently underway.
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NEUTRON SCATTERING FROM LATTICE DEFECTS

JOHANN PEISL, HELMUT DOSCH and STEFAN KIRCHNER
Sektion Physik, Ludwig-Maximilians-Universitit, 8000 Miinchen 22,
FRG

ABSTRACT

For O in Nb the experimental scattering distribution can be
described by a so-called 3-force model. The scattering pattern
exhibits close similarity to the one observed for the w-phase in
some bcc alloys. It is shown that the lattice distortion calcu-
lated from the proposed 3-force model contains static fluctuation
of the w-phase. The w-phase is closely related to the minimum in
the LA 2/3 (111) phonon dispersion branch. With decreasing tem-~
perature the frequency of this phonon decreases, whereas the
elastic diffuse scattering at the same position increases. This
"softening " of the lattice, together with an increasing "central
peak”™, gives an equivalent description of the situation.

1. INTRODUCTION

The real structure of a solid can be described in most cases
by a picture of a perfect crystal lattice containing defects. In
the following discussion we consider only point defects like im-
purities on substitutional or interstitial sites. They may be un-
avoidable defects or deliberately introduced dopants. Defects
produced by irradiation are self-interstitials, vacancies and
small agglomerates formed by these defects. These defects can be
studied in a neutron diffraction experiment by detection of the
scattering from the defects themselves and the scattering from
defect-induced displacements of the lattice atoms.

For an undistorted crystal lattice the neutron (or X-ray)
scattering intensity distribution from the atoms in the lattice
is zero except for the case that all the atoms scatter in phase,
i.e. whenever the scattering vector K is equal to a reciprocal
lattice vector G. For G = K narrow Bragg peaks are observed and
contain information about the periodic arrangement of the atoms
in the crystal lattice. The wide range of K values between G vec-
tors contains intensity from sources of incoherent and inelastic
scattering in the neutron case, Compton and thermal diffuse scat-
tering in the X-ray case and scattering due to defects in the
crystal lattice.

Neutron scattering methods are superior to X-ray scattering in
a great number of problems where light interstitials like H, C, N
and 0, which in metals play an important role for the properties
of materials, can hardly be detected with X-rays. Small defect
concentrations and/or defects with low scattering length contrast
can be studied by neutron scattering because the background scat.-
tering can be extremely low. Thermal diffuse scattering back-
ground which is inelastic can be suppressed in an elastic scat-

Mat. Res. 80c. Symp. Proc. Voi. 186. - 1990 Materials Resesrch Society
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tering experiment. Unlike X-ray scattering there is no Compton
background and incoherent scattering can be separated in some
cases by using polarized neutrons and polarization analysis.

2. NEUTRON SCATTERING FROM LATTICE DEFECTS

Lattice defects in solids are described by their lattice loca-
tion and the lattice distortions caused by the defects. Defects
at lattice positions rj may have a different scattering length by
and the lattice atoms are shifted from their regular sites g, to
new positions Ly’ = Iy + Ly. All defects contribute to the
displacements u, by their individual displacement field up~. The
scattering distribution changes accordingly. The Bragg peaks are
shifted due to a change Aa of the average lattice parameter a.
Deviations from this average lattice decrease the amount of posi-
tive interference that gives rise to the Bragg peaks. This atten-
uation of the scattered intensity is described by a static Debye-
Waller factor exp(-2L). Between the Bragg peaks the scattered
waves are no longer interfering destructively to zero and a de-
fect-induced diffuse scattering intensity is observed.

The defect~-induced scattering intensity for a low concentra-
tion ¢ of randomly distributed defects is obtained by properly
subtracting the scattering intensity f-r a defect-~free crystal
{11.

14(K) = cexp(~2L)exp(-2M by expliK - £4)

+bTexp(iK - rp) (expK - dp) ~ l)‘2> m
" 4

b is the scattering length of the crystal atoms. Within this sin-
gle defect approximation the diffuse scattering intensity, ne-
glecting static DWF effects (see below), is Jjust c times the
scattering intensity from a single defect and the corresponding
lattice distortions. If the defects are correlated in clusters or
special defect distributions, then the scattering amplitudes have
to be summed up properly and ¢ has to be replaced by the Fourier
transform of the concentration fluctuations.

The first factors in equation (1) are the static and thermal
Debye-Waller factors. The first term in the carats is the scat-
tering contribution of the defect, the so-called Laue scattering.
The phase factor includes the defect location Iy. The second term
is the scattering contribution from the lattice distortions Npp -
The average denoted by < >, 1ls over all possible defect sites.
In order to calculate model scattering distributions and compare
them with the experimentally observed ones, one describes the
displacement field of the defects by a force distribution. These
so-called Kanzaki forces f™ on the lattice atoms at " give the
same displacements as the ones caused by the defects. Lattice
statics allow us to calculate y using these forces and the lat-
tice Green’s function Gy4™ " available from experimental phonon
dispersion curves. The before-mentioned force dipole tensor is
Piy = Efi“ rj".The advantage of this parametrization of the long
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ranged displacement field lies in the appreciable reduction of
free parameters. Usually Kanzaki forces with radial components on
the next neighbours of the defect site are sufficient.

3. EXPERIMENTAL RESULTS

The neutron scattering experiments have been carried out on a
three-axis spectrometer. In order to reject all inelastic scat-
tering processes the spectrometer is run in an elastic mode. The
neutrons, which are scattered from the sample without energy
change, were selected by the analyzer crystal. The incoherent
scattering and some weak inelastic scattering close to Bragg re-
flections were subtracted experimentally by measuring the corre-
sponding intensities of a pure reference sample. For more exper-
imental details the reader is referred to the literature (2, 3].

3.1 Elastic diffuse scattering from NbQ.
The force dipole tensor of O in Nb has been determined by
Huang diffuse scattering of X-rays [4].

12.4 0 0
Pijo =10 5.1 0 ev
0 0 5.1

The coherent elastic diffuse scattering far away from Bragg
peaks could be observed by neutron scattering. Fig. 1(a) shows,
as an exumple, isointensity plots as observed from NbQg g2¢ (5).

Fig. 1: Elastic diffuse neutron
scattering distribution
from NbOg g2 at T =
270 K.

Isointensity contours
are shown in the vicini-
ty of the (222) Brillou-
in zone boundary.

a) Measured distribution
b) Calculated distribution with
the 3-force model

In Fig. 1(b) corresponding model
calculations are shown. Oxygen
is assumed to occupy the octahe-
dral interstitial sites in the
beec niobium 1lattice. Possible
sets of Kanzaki forces have to
be consistent with the experi-
mentally determined force dipole
tensor Py 0, It turns out that
one needs” radial forces on de-
fect neighbours which extend to
the third-nearest Nb neighbour
(3f model). Table 1 shows the

B X R o S N
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Kanzaki forces and lattice displacements which give a good quan-
titative agreement between calculated and measured intensity dis-
tributions for oxygen in niobium.

Table 1. Kanzaki forces £y (i = 1, 2, 3) and lattice displace-
ments U4 (3 =1, 2, 3, 4) used to describe the lattice distor-
tions dde to O in Nb [6)

Kanzaki forces (ev A71) 3
Lattice displacements (4) uy

Uy

2.80 fp = -0.27 f3=
0.42 up = -0.13 ug
0.07

#
o
w
S

%

L}
(=]
(=]
N

]

It has been pointed out by several authors that the intensity
distributions like the ones shown in Fig. 1 show the same charac-
teristic features as observed if an ®-phase is formed. Dosch et
ait. {6] have followed this point into great detail and show that
the local defect-induced displacements from the Kanzaki force
model are interrelated with static fluctuations of the ®-phase.
Especially the displacement up towards the defect is directly
correlated to the structure of the locally condensed ®-phase
fluctuations in the bcc lattice. The general instability of bcc
litti;es towards @-phase formation is important. w-phase fluctua-
tions due to hydrogen on tetrahedral interstitial sites in bcc
lattices have, however, not been observed. The defect location
and details of the interaction between the defect and the host
lattice atoms seem to be important.

Fig. 2 shows a projection of the calculated lattice displace-
ment uy,, on a (211) plane which contains the (111) direction in
which the ®w-fluctuations occur. The undistorted bcc lattice is

Fig. 2: Projection on a (211)
lattice plane of the
displacements of the Nb

. atoms (open symbols: un-
distorted, full symbols:
2 distorted) close to an
) oxygen impurity (star).
! The dashed lines denote
— the (111) planes in the
T undistorted lattice
' (bcc) .The full lines de-
: note the same planes as
|
1

shifted by the static
displacements u; and ujp
(rumpled w-phase).

A (Lattice distances and
lattice distortions are
not on scale).
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shown by open circles and equidistant dashed lines. The full cir-
cles and full lines show the position of the atoms and the (111)
planes after introduction of the defect (0O or N). The distorted
lattice shows clear similarities to a rumpled w-phase (6]. In
nrder to learn more about this close connection between the bcc
fa .1 inherent instability towards
14 SR L5 an @-phase and the local lat-
i ¢ tice distortions the latter
eviA were studied at various tem-
04 peratures and oxygen concen-
trations [5].

AN Fig. 3 shows the tempera-
7 \/’ ture dependance of the Kanzaki
2,651 ™ 0,2 forces f; and f; on first and
100K 200K 300K second next neighbours of O in
T Nb. f, increases, whereas f,
decreases with increasing tem-
Fig.3: Temperature dependence of perature. f3 shows a slight
tfhe Kanzaki forces fj and 4ocrease with temperature (not
2 shown in Fig. 3).The corres-

ponding lattice displacements for two temperatures (270 K and

Table 2. Lattice displacements uy (3 = 1, 2, 3, 4) of the four
neighbourir.g atom shells around O in Nb at 270 K and 25 K

displacements (A) up up u3 uy
270 K 0.421 -0.113 0.0573 0.0693
25 K 0.405 -0.144 0.0751 0.0667

Fig. 4: Defect-induced lat-

| bee tice displacements
for various tempe-

ratures schemati-

| ! cally denoted by
}——| '—: 270K (111) planes

t [}

1

i

l

i

r.

25 K) are listed in Table 2
'w and again shown in Fig. 4 in
' a projection on the (211)
plane 1like in Fig. 2. At
lower temperatures (25 K)
the w-phase like distortion
is even more pronounced.
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Thus the idea that defects like 0 and N on interstitial sites in-
duce lattice distortions which show a similarity to the w-phase
is supported once more. It is then no longer surprising that at
low temperature, where in the "defect-free” alloys like Zri_yNb,
the w-phase was originally observed [7, 8), this tendency is more
pronounced,

3.2 Ipelastic scattering from NbO,

The occurance of the w-phase in bcc metals and its structure
are intimatley related to the instability of the bcc structure
against lattice strains in the [111] direction, which manifests
itself in the well-known minimum of the LA ([111] phonon disper-
sion curve at q = 2/3 (1,1,1). It is generally accepted that this
phonon mcde is responsible for the displacements of the (111)
planes which leads, when frozen in as the static displacement u =
+ V3712 (111), to the trigonal ®-phase. In this connection the
question arises whether this phonon itself is altered when impur-
ities nucleate ®w~fluctuations.

We have measured [5]

in an inelastic neutron

J scattering investigation
1S | 9

2 the dependence of the LA

(THz) /j/é/ 2/3 (111) phonon ("e-

1 1401 {//{////} 57 phonon”) on temperature

~ and oxygen concentra-

> ull tion. The results are
21 & ;

135 shown in Fig, 5. The

3 //”§//// square of the measured

130,§§ frequencies is plotted

& versus temperature for

1 3 pure Nb, NbOjy g; and

12_\3,-—§ s NbOg g2 The pure Nb

. —————y sample shows a decrease
0 50 100 10 200 250 300K of the frequency with
T —> decreasing temperature.
Increasing oxygen con-

Fig.5: Square of the w-phonon frequency v centration increases the
as a function of temperature and frequency whereby the

oxygen concentration temperature dependence
circles: pure Nb; squares:NbOg oy CeMains almost the same.
triangles : NbQg g2 The energy width of the

phonon scattering peaks

increases only slightly with increasing temperature but increases
with oxygen concentration. The linear connection between v and
T stems fiom the same relation between the phonon frequencies and
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the force constants. Thus we have to conclude that for the lat-
tice as a whole, oxygen impurities increase the @-frequency and
the force constants,

4. CONCLUSIONS

The elastic diffuse scattering induced by the defects can be
described by a temperature-dependent 3-force-model. The displace-
ments in the vicinity of the defects as calculated from the forc-
es via lattice statics show at lower temperature increasingly
more similarities with the displacements leading to the w-phase.
The Nb lattice with decreasing temperature shows an increased in-
stability towards an w-phase. This is connected with the "soften-
ing" of the relevant "®-phonon" at q = 2/3 (111). At the same
time the elastic diffuse scattering at g = 2/3 (111) increases.
This reminds one of the "central peak" phenomenon. We have demon-
strated here that in our case the central peak is caused by the
static lattice distortions induced by interstitial defects. A se-
ries of questions arises :

- How does this behaviour depend on the defect location in the
lattice and the defect strength?

- Does the increase of the w-phonon frequency with defect concen-
tration finally lead to a stabilization of the lattice against w-
phase formation ?

- How is this behaviour changed in metals where the w-phonon fre-
quency is lower (Zr) or higher (Mo) in the defect-free crystal ?
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ABSTRACT

Quenched equilibrium states of Cu-31.1 at.Z Zn and Cu-22.4 at.Z In
single crystals (prepared with the Cu-65 isotope) were investigated by elas-
tic diffuse neutron scattering. The diffuse intensity showed maxima which
are attributed to the flat portions of the Fermi surface in the <110> direc-
tions. Short-range order parameters and linear displacement parameters were
obtained from a fit to the measured data. Pair interaction energies were de-
termined based on the inverse Monte—Carlo method. An ordered low-temperature
phase Cu3Zn with the DO23 structure is suggested.

INTRODUCTION

The Cu-Zn system has been the subject of many theoretical investiga-
tions which have tried to relate the stability regions of the observed
phases to the electronic properties of the alloy (see [1] for a brief sur-
vey). In this connection, the question of short-range order in the a—phase
arises. Indications of short-range order have been found in measurements of
the electrical resistivity [2], the Zener relaxation [3] and the Mossbauer
spectrum [4]. However, a prior attempt to detect short-range order in a-
brass by neutron scattering failed [5].

In the present work, neutron scattering was used to study short-range
order in single crystals of o-Cu-Zn, Compared with X-rays, the scattering
contrast for neutrons is considerably higher and can be further increased by
using the Cu-65 isotope.

From the short-range order scattering of a sample representing a state
of thermodynamic equilibrium, effective interatomic pair potentials (m is a
label for the type of neighbouring site)

v, = JvAMWEB o8 M

can be obtained, e.g. by the approximation—free inverse Monte-Carlo algo-
rithm [6]. These interactions can be used to predict low-temperature ordered
structures and to calculate phase diagrams. Furthermore they offer a valu-
able link to electronic structure calculations, based on the KKR-CPA-GPM
method (Korringa—Kohn—Rostoker—coherent—potential approximation, generalized
perturbation method; see ref. [1,7] and references therein).

For a given scattering vector Q the elastic diffuse scattering from a
solid solution contains contributions due to short-range order (l.p,) and
static displacements of the atoms from the positions of the mean 35910d1c
lattice. For small atomic displacements one obtains a linear approximation
for the 'size effect':

ID.”:f(Q) - ISRO(Q)"‘ISE(Q) (2)

where (in Laue units for a binary alloy), see e.g. {8]:
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Ispo(@ = :q,,exp(ig'rm) i Ige(Q) = :19.-3,,,exp(19':m)- (3)

The a_ are the Warren-Cowley short-range order parameters, and 1w- (1;.1:.5;)
are the linear displacement parsmeters for the interatomic distafices L

EXPERIMENTS AND RESULTS

Two single—crystalline a-brass samples were prepared by the Bridgman
method using isotopically pure [99.2(2)Z] Cu—65 and 99.9999Z pure Zn. The
concentratfons as determined by chemical analysis were 31.1(2) at.Z ZIn
(sample 1) and 22.4(3) at.% In (sample 2). The mosaic spread (FWHM) for the
200 reflection was 1.6° and 1.2¢ for sample 1 and 2, respectively. After
homogenization the samples were annealed (sample 1 for 160 h at 473 K,
sample 2 for 270 h at 493 K) and water quenched. This heat treatment was
chosen to obtain, and safely freeze-in, equilibrium atomic distributions:
for the zinc concentrations and annealing temperatures involved, the relaxa-
tion times are ~ 1000 s [2].

The scattering experiments (for details see [9]) were performed at the
triple-axis spectrometer R5 at the LNS, Wiirenlingen. With both samples, the
(001), (011) and (111) reciprocal-lattice plapes were investigated using
neutrons with wavelengths of 2.44 R and 4.15 ﬂ. The accessible range for the
scattering vector was 0.3 < h < 2.3 reciprocal-lattice units (Q = 2nh/a).
About 950 data points were measured in each plane, with a mesh of ah o 1/30.
The data were converted to absolute units by measuring the incoherent scat-
tering from a vanadium sample.

The diffuse scattering intensity in the (001) plane (Fig.1) shows max-—
ima between the Bragg positions indicating short-range order. The particular
arrangement of diffuse 'satellites' around the 110 position is typical for
many copper-based alloys and has been attributed to flat portions of the
Fermi surface in the <110> direction [10]. In the framework of a one-elec-
tron theory, singularities of the static dielectric function €(Q) lead to
minima of the Fourier-transformed pair potential V(Q) > 1/¢(Q) and thus to

~
£

Figure 1. Diffuse scattering intensity (in 0.1 Laue units)
for the (001) plane: (a) sample 1, (b) sample 2.




maxima of the short-range order scattering I.pn(Q) for Q = 2k. (ko being the
Fermi vector perpendicular to a flattened poﬁEQon of the Ferﬁ§ —fface
[{11,12]. In a more fundamental approach based on the KKR-CPA method '2k
singularities’ have also been obtained for the short-range order scatteﬁing
in the Cu-Pd system [13].

The magnitudes of the F?rmi vectors k as obtaijn 7d from the positions
of the maxima are 1.38(2) &' (sample 1) —ﬁd 1.34(2 #‘ (sample 2). These
values agree satisfactorily with the value 1. 40(2) found in pos{§5on an-
nihilatign,measurements for a Cu-30 at, 2 In crystal [14] and with ke
1.37(1) g— from CPA calculations for Cu-20 at.% In [15].

Short-range order and atomic displacements

For each sample, 71 and 40 %' values were obtained by a weighted
least—squares fit to the eXperimental data, Fig.2 shows the I and I in-
tensities as recalculated from the Fourier coefficients. The gﬁgrt~ranag or-
der intensity exhibits four symmetric maxima around 110; the asymmetry of
the measured diffuse pattern (Fig.1) is due to the displacement scattering.

Both alloys show a very similar variation of the short-range order par-
ameters (Fig.3) as a function of the interatomic distance. However, the «
for sample 2 - with the lower Zn concentration - have smaller absolute
values in accordance with the weaker modulations of the diffuse intensity
for this sample, The short-range order parameter is negative, indicat-
f ing a preference for unlike atoms in the nearest-:llghbour shell, As the
az are positive and the « are negative, there is a tendency for

882 of the same kind to fb‘ﬂ cﬁllﬂs along <100> directions, Fig.4 compares
a (001) plane of a model crystal fitted to the set of values of sample 1
(a) with a plane from a crystal with a random arrangemefit of atoms at the
same concentration (b). The higher abundance of nearest-neighbour Cu-In
bonds as well ?s chains of In atoms along <100> are visible in Fig.4a. From
the measured the individual atomic displacements were estimated to be
less than 0.01 of the lattice parameter,

020 Iiao 20 020 Ism 220
\
C N 24 s/ 2
/\5 3 . p— 25
X N‘S
-==§225Lm v/ (}k \\i:;;4% ~~\_’,f~m o _:jf#
% " 0, [
o 10
2. -2
7 Q™ ¢ ﬂ// Q\\
000 lse 200 000 200
(a) (b)

Figure 2. Short-range order scattering I and linear
displacement scattering I SE (in 0.1 Laue Bﬂ1ts) for the
(001) plane: (a) sample 1 (b) sample 2
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Figure 3. The first 25 short-range order parameters for
sample 1 (x) and sample 2 (o).

Pair potentials

From the experimental values for the a_, 20 pair potentials have been
determined by the inverse Monte-Carlo meth:h (Fig.5). For both In concentra-
tions the nearest-neighbour potential V o 20 meV is dominant. There is no
oscillatory behaviour and no slower decllgse of the V_ in <110> direction,
as might be expected from a Friedel potential and the flatness of the Fermi
surface perpendicular to <110> [16]. Nevertheless, the fourfold splitting of
the diffuse intensity around the 110 position is reproduced if one recalcu-
lates IS from the pair potentials by the Monte-Carlo method [17].

As {9 dominates, the Fourier transform V(Q) has extended and rather
weakly moaaqated minima along (1,q,0), which means that ordered structures

Figure 4, (001) plane of a modelled short-range ordered
Cu-31,1 at.Z Zn alloy §°; and of a random arrangement with

identtcal composition (b): Cu (o) atoms, Zn (e) atoms.
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Figure 5. Pair potentials as obtained by the inverse
Monte-Carlo method: (x) sample 1, (o) sample 2.

with superstructure reflections located on the line (1,q,0) are good candi-
dates for the T = 0 K ground-state. For the Cu,Zn stoichiometry, the config-
uration energies of L1,-related superstructureg with antiphase boundaries
were calculated using %he pair potentials [the structures considered were

(M = =), 22 (M =1), D0,, (M =2) and the long-periodic structure
wigh M = 3]. With““both sets of“~V , the D0,, structure has the lowest
energy, the energy differences betWeen the aarious structures being of the
order of 1 meV per atom. A D0,, structure might actually be expected from
the I plot (Fig 2) because““the locations of the short-range order maxima
are c?RQe to the 1 superlattice peaks of 0023 In order to stabilize DO
rather long-ranged interactions are needed; D0,, becomes the energeticg?-
ly favorable structure only if at least eleven V values of sample 1 or
thirteen V_ values of sample 2 are used, A Monte®™Carlo simulation was used
to estimatl the critical temperature for the order-disorder transition,
leading to a value of about 330 K.
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Recently, measurements of short-range order (SRO) diffuse neutron scattering intensity have
been performed on quenched Cu-Zn alloys with 22.4 to 31.1 atomic percent (a/o) Zn, and pair
interactions were obtained by Inverse Monte Carlo simulation [1]. These results are compared to
SRO intensities and effective pair interactions obtained from first-principles electronic structure
calculations. The theoretical SRO intensities were calculated with the Cluster Variation Method
(CVM) in the tetrahedron-octahedron approximation with first-principles pair interactions as input.
More generally, phase stability in the Cu-Zn alloy system is discussed, using ab-initio energetic pro-
perties.

Phase stability in the Cu-Zn system has long been explained in terms of phenomena related to
the electronic bandstructure [2]. Methods that provide a formal, first-principies connection
between electronic structure and phase stability in alloys have become available only in the last
decade. The quest for these methods has been motivated by two factors: i) statistical mechanical
models, such as the Monte Carlo and the CVM, are highly successful in the description of ordering
or segregation in substitutional alloys over wide concentration ranges and at finite temperatures;
and ii) first-principles electronic total energy methods based on the local density approximation are
able to accurately predict the ground state properties of alloys. A number of approaches have
been proposed, such as the concentration functional theory, developed by Gyorffy and Stocks (3],
the embedded cluster method of Gonis et al. {4], and the Generalized Perturbation Method (GPM)
by Ducastelle and Gautier [5). In this paper, we will use the latter method, the GPM applied to the
Korringa-Koha-Rostoker multiple scattering formulation of the Coherent Potential Approximation
(KKR-CPA-GPM) [6). With this method the energetic properties of phase stability, such as the
energies of mixing and effective cluster interactions, can be computed from first-principles. When
these energetic properties are used in statistical mechanical methods, such as Monte Carlo simula-
tions or the CVM, a complete description of the thermodynamics and hence the phase stability of
alloys at non-zero temperatures can be obtained. Moreover, other properties, such as SRO diffuse
scattering, can be predicted.

Previously, the GPM has been used extensively within the tight-binding approximation (TBA),
and it has been shown that, at least as far as tendencies are concerned, reliable predictions of
phase stability can be made [7,8,9]. Preliminary calculations of phase diagrams based on the use of
TBA-CPA-GPM effective interactions to describe the ordering energy on the one hand and the
CVM to calculate the configurational equilibrium free energy on the other hand indicate that the
main features of coherent and non-coherent phase diagrams can be obtained {10].

The GPM is based on a perturbative treatment of a reference medium which is close to any
particular configuration ¢ ~ the alloy. The most natural choice for such a reference medium is the
completely disordered state, as the one described by the CPA. For each configuration of the alloy,
specified by a set of occupation numbers {p)}, (p! takes the value 1 if site n is occupied by an
atom of type i, and equals 0 otherwise), the total energy is written as a sum of two terms: the con-
centration dependent energy of the CPA medium, Ecp4 (c), and a configuration and concentration
dependent ordering energy, E,4({P2}). The ordering energy can be written as an expansion in
terms of concentration dependent /* -order effective cluster interactions, V,£) ..., . For cxam-
ple, by defining &, = p? for a binary alloy, the total energy for a given configuration, E,, ({i,}),
can be expressed as:

Euil{te,)) = Eaalca) + 5 5 VO, (@olerfen, + 5 5 VOeadoor Kforg + =+ 4 (1)
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where the sums run over distinct consecutive sites. The concentration dependent effective cluster
interactions have been shown to exhibit rapid convergence [11]. It must be noted that the above
expression is not a simple transcription of the Ising Hamiltonian. The main difference is that in
expression (1) the random (CPA) medium can not be represented by a sum over a limited number
of clusters and corresponding interactions. Often, it is convenient to define an “energy of mixing”
(Emiz), defined as the CPA-energy minus a linear part, given by:

En:(c) = E&alc) — cEf - (1—<)EZ, @

where E, (3) designates the total energy of pure A (B), and a indicates the lattice (fcc or bee), and
¢ represents the concentration of the B species.
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Fig. 1. The energy of mixing (E,,; ) as a function of composition in mRy/atom as computed with
the KKR-CPA-GPM, a) on the fcc lattice, b) on the bec lattice.
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