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HIGH POWER MICROWAVES FOR DEFENSE AND ACCELERATOR

APPLICATIONS

1. INTRODUCTION

Virtually all microwave tubes (frequency above 1 GHz) built today
are used for two customers, the department of defense and the accelerator
community. For the defense department, the traditional uses are radar,
communication and electronic warfare. However as the power of
microwave tubes is being scaled up, new innovative applications are being
suggested. These include decoy discrimination for strategic defense, and
microwave directed energy. In the former, a large area, high power
microwave beam is used to irradiate many missiles in their midcourse
trajectory. The hope is that lightweight balloons will blow open in the
intense microwave fields'. For directed energy, the idea is that a high
power microwave beam illuminating a target will disable some sensitive
electronic component and thereby disable the entire target2.3. For both of
these potential defense department applications, the role of the microwave
is very different from its traditional one. Traditionally, it is the information
carried by the microwaves that does the job; in these new potential roles, it
is the energy of the microwaves that does it. In that sense, the emerging
defense department roles for microwaves are more like the traditional
accelerator roles, that is to provide energy to a beam of charged particles.
However the defense department application is inherently much more
difficult because it has to beam the energy over large distances.

With the apparent outbreak of peace in the world, there is great
pressure to reduce the Defense Department budget; with the problem of
national deficits, there is great pressure to reduce all federal spending. Thus
it seems to make sense for the defense and accelerator microwave
communities to try to see whether there are common approaches and
technologies to apply to each other's problems. Unfortunately, support for
high power microwaves in the defense department tends to go through
rapid boom and bust cycles and at any one time one can be in either phase.
The most recent booms have been support from the Strategic Defense
Initiative and form a new tri-service group called the Balanced Technology
Initiative. The former is attempting to develop extremely high power phase
locked sources, principally for decoy discrimination; and the latter is trying
to develop high powered sources for tactical directed energy. For each
case, the main frequency of interest is about 1-4 GHz, which is just the
frequency that many large accelerators operate at. Thus, we will
concentrate here on this frequency range as regards Defense Department
sources. The sources to be discussed here include the SLAC klystron, the
relativistic klystron, the relativistic magnetron, and the vircator. These are
just the sources that the Balanced Technology Initiative recently
concentrated on when considering whether to build a large scale
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demonstration project. To start however, we will consider the most
analogous accelerator source, the SLAC klystron, and this will serve as a
basis of comparison of the capabilities in each community. As we will see,
the Defense Department sources typically operate at higher voltage and
current, but much shorter pulse time. Although we concentrate here on L
and S-band sources here, it is worth pointing out that the high current, high
voltage technology has also been utilized at higher frequency. Some specific
examples are backward wave oscillators at X-band4-7, gyrotrons8,9 , free
electron lasers 0. 11 and cyclotron autoresonance masers12 at K.-band, and
free electron lasers at W-band' 3. We should also point out that there are
several archival journals and books on high power microwave sources and
these are excellent references. Some of these are "High Power Microwave
Sources" Edited by Granatstein and Alexeff, published by Artech House:
There have been two special issues of IEEE Transactions on Plasma
Science which have been devoted to High Power Microwave sources.
These are the December, 1985 and April, 1988 issues. Another is coming
out in June, 1990. The Strategic Defense Initiative has held conferences on
High Power Microwave Sources, and these are published in SPIE
transactions. Two which have been published already are the SPIE
Transactions Volumes 873, edited by Rostoker, and Volume 1061, edited by
Brandt.

In the next section, we will begin with a discussion of the SLAC
klystron. Then we will discuss the general characteristics of intense pulsed
beams and their opportunities and constraints as generators of high power
microwaves. After that we will discuss in turn relativistic klystrons,
relativistic magnetrons, and vircators.
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2.THE SLAC KLYSTRON

We begin with a review of the SLAC klystron, the klystron that
powers the Stanford Linear Accelerator. Although this is not usually
considered to be a high power microwave tube in the sense generally used
in defense department laboratories, it provides an excellent background and
contrast to the latter. As we shall see, although its power is lower, its
energy per pulse is comparable to or higher than HPM sources generated
by intense pulsed beams. Furthermore, its average power capability is
much higher. We will follow the format of most of the sections of this
review, namely will discuss several key elements of the theory of the tube
and then discuss the experimental results.

A klystron has at least two cavities which the electron beam
traverses. Power is injected into the first cavity, so that the beam velocity
is modulated. In a drift section between the cavities, the velocity
modulation is converted to a density modulation as the beam ballistically
bunches when the faster electrons catch up with the slower ones. The
radius of this drift section is chosen small enough that it is cut off to modes
at the drive frequency. Thus there is no if field in the drift section and the
bunching of the beam is purely ballistic, although as we will see, the space
charge set up by the bunched beam can ultimately limit the bunch charge
density. When the beam enters the second cavity, the bunches are phased
with the electric field there so that the if field decelerates each bunch. The
beam energy is then transferred to the rf fields in the cavity, which is
itself extracted through some output hole in it. Typically, in klystrons, the
power is extracted from the final cavity through a radial hole in the
sidewall.

To examine these issues more quantitatively, let us imagine that each
cavity is excited in the TMoI mode. Thus there is an axial electric field
which serves to velocity modulate the beam in the first cavity and extract
energy from the longitudinal motion in the second cavity. Thus the electric
field in the first cavity, characterized by a subscript i is given by

E, = EiJ0(cor/c)coscot (1)

where at the wall r=a, the Jo(oa/c) = 0 so that a = 2.4c/o. The beam
comes through a hole in the cavity at the axis so that the equation of motion
of the electron in the z direction is given by

y3m(dvddt) = eEi cosiot (2)
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If the initial cavity has axial length d, then the perturbed velocity, 8vz is

given by

8v, = {eEid/y 3mvzIcos oti - 8vzocos(oti

where ti is the time the electron enters the input cavity and we have
assumed that Ot/vz << 1.

Now let us consider the motion of the electron in the drift region.
Since there is no field there, the electron motion is ballistic as long as the
space charge fields can be neglected. (Incidentally the TMoi mode is not
the lowest order mode in the cavity, the TE1 is. Thus the radius of the
drift region is generally taken small enough so that this mode does not
propagate either, or is taken less than 1.8c/co.) If the second cavity is a
distance L downstream from the first, the electron enters the output cavity
at a time given approximately by

to = ti + L/vz + [eLEid/m73vz3 ICOS (ti. (3)

Now let us look at the question of ballistic bunching. Consider two
electrons which enter the first cavity with a time difference dti. Their
initial separation is vzdti. Upon exiting the cavity they have slightly
different velocity given by Svzoodtisinoti. Thus after propagation of a
distance L, the separation of the electrons is vzdti-8Vzo(pL/vz)dtisincoti. The
relative density of the beam, as it travels is given by the reciprocal of the
relative distance apart of the electrons as long as the electrons do not
overtake one another. That is

a(L)/0 = [1-8Vzo(0oL/vz 2)sino)tJi- 1  (4)

Here a is the line charge density of the beam. Thus in a distance v, 2/co8vo,
the density diverges, indicating that the fast particle behind the slower one
has caught up and overtaken it. This then is the optimum distance between
the cavities in a klystron. Notice that even if the field in the prebunching
cavity is very small, implying a very small 8vz, there can still be complete
bunching just by making L correspondingly large. As we will see, effects
of beam temperature and space charge limit the bunching. For this
reason, in practice, more than two cavities are generally used in a klystron
(the SLAC klystron uses seven). Between any two cavities, the beam
bunches its maximum amount depending on thermal spread or space
charge. This bunched beam then excites a larger amplitude oscillation in
the next cavity and the process cascades.
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Let us now calculate the power loss of the beam in the output cavity,
where fields are characterized by a subscript zero. The energy loss for
each particle is given by minus the integral of eE0 with distance in the
second cavity. Recall that the time in the second cavity is given by to-z/v,.
The energy loss for the total beam is given by the average over entrance
time in the input cavity, which is assumed to be uniform. (Note that the
entrance time into the second cavity is not distributed uniformly because
the beam is bunched.) Thus the energy lost by the beam on traversing the
second cavity is given by

W = -e((o/27)fdzdti Eocos [o (ti+L/vz +{eEidL/my3vz 3 }cosoti + Z/Vz)+3]
(5)

where 13 is the phase shift between the cavities and we have assumed that
the second cavity has the length do. The integral over ti can be expressed in
terms of Bessel functions with the result:

W = -e Jdz E0 JI(q)cos [(o(L+z)/vz + 131 (6)

where q is the so called bunching parameter q = (oeEidL/m73Vz3. The z
integral is simply the integral of a cosine and it will have its maximum for
CGX/vz = 7r. In this case,

W = 2e(vzEO/co) JI(q)sin(o.L/vz +3) (7)

The power loss maximizes for oL/vz + P3 = nr/2. Actually more careful
analysis shows that this phase is controlled by the precise frequency at
which the klystron is operated at. Notice also that there is no benefit to
making the output cavity any longer than half a wavelength; the energy
will just oscillate if the distance is longer. This then is one of the main
constraints on klystron design at high frequency. Since the rf field on the
wall is constrained by some breakdown limit, and eEodo must equal the
energy of the beam, do must be above some minimum value. This
translates into some minimum wavelength for which a klystron can operate
efficiently.

Now let us consider the effect of thermal spread on the beam. Since
the cathode is generally at a particular Voltage, the beam has a single
energy. However there might be a thermal spread in vz because either
there is a thermal spread in pitch angle, or else because some of the beam
energy is potential energy due to for instance an electrostatic potential drop
across the beam space charge. Recall that the klystron is efficient because
the beam coherently bunches in the drift region. The effect of a thermal
spread in v, then is to smear out this coherence and thereby reduce the
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bunching. The actual reduction of efficiency is quite easy to calculate.
Simply let v, be an independent variable and multiply the integrand of
Eq.(5) by the distribution function f(vz) and integrate over v,. If the
velocity is defined as vo + Av, where vz0 is the average velocity and Av is
the now the independent variable, the main effect on the phase arises from
where the small velocity perturbation multiplies the drift length. That is if
Wo is the energy loss for the case of no thermal spread, the energy loss in
the presence of thermal spread is given by

W = Woexp -[(oLAvdt2vo 2]2  (8)

where we have assumed for Av a Gaussian distribution having thermal
spread Avt. Clearly, too much thermal spread on the beam ruins the
interaction efficiency. Equation (8) above gives the condition for thermal
spread for efficie. interaction. Clearly, it puts a limit on the cavity
separation length L.

Now let us consider another physical effect that limits the bunching
in the drift region, namely the self electrostatic field there. As we have
seen, the charge density in the interaction region can become infinite when
particle overtaking occurs. Clearly this large density will set up a large
electric field which will blow appart this space charge accumulation. To
look at the effect of the electrostatics, let us consider the beam to be a one
dimensional fluid with velocity vzo. The linearized fluid equations of
perturbations of density, velocity and z component of electrostatic field
are:

-on + knovz + knvz0 = 0 (9)
-i(o>--kv,0)Vz =-eE/m 3  (10)

ikEz = -4nen (11)

where we have assumed perturbed quantities are proportional to expi(kz-
ot). Equations can be reduced easily to the dispersion relation

(o-kvz = +oP (12)

where (op = 4rnoe2/m. Equation (12) shows that there are two electrostatic
modes of oscillation corresponding to the plus or minus sign there. One
has a phase velocity faster than the beam, the plus sign, and is called the
fast space charge wave. The other has a phase velocity slower than the
beam and is called the slow space charge wave. Each one has a group
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velocity equal to the beam velocity. If the velocity perturbation is v,, then

Equation (9) shows that the density pertrubation is given by

n = -knov((o-kvzo) (13)

Now let us consider the beam as it emerges from the first bunching cavity.
It has a velocity perturbation denoted by 8vz at frequency Co as it emerges
form the cavity, but there is no density perturbation. The velocity and
density perturbation must be a linear combination of the fast and slow
space charge wave on the beam. By initializing these waves at z=O, we can
follow the behavior at other z. The result for the density perturbation is

n = -2kn 0 6/o/ ( sin ((o[t-z/vzo])sinopz/vzo) (14)

We see that the maximum density perturbation (bunching) is given by
nokSvz/Op and that this bunching occurs in a distance irVz/2eOp. Thus for
small Svz the bunching is reduced, but the distance for maximum bunching
is also reduced. For the case where the bunching is limited by either
thermal spread or electrostatics, the ultimate bunching can be enhanced
with additional cavities.

Let us continue with a discussion of the amplification from one
cavity to another. Our basic assumption is that fields in a cavity produce
only velocity modulation, but no current in that cavity. The current is
produced by the ballistic bunching in the drift region between the cavities.
As long as there is large amplification from one cavity to the next, the
beam loses memory of what happens in earlier cavities because its
dynamics is dominated by most recent cavity which had the largest field.
Therefore we will discuss a calculation of the amplification from one
cavity to the next. To get the total amplification, one simply multiplies the
amplification from one cavity to the next by the total number of amplifying
cavities.

We assume the cavity operates in the TMoI mode, so that the it is
characterized by the z component of the electric field. Imagine the n-lst
cavity has a field E,-, which gives rise to a velocity modulation in the n- 1 st
cavity. By the time the beam gets to the next cavity, the nth, this velocity
modulation gives rise to a current density modulation Jn where the current
density is assumed to be in the z direction. This current density might be
limited either by thermal or by electrostatic effects. Let us calculate the
field that is generated in the nth cavity by this current.

Maxwell's Equation for En(r,Co) is

c2V2 En + i(aomoo/Q)En + Co2En = 4riwoJn (15)
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In Eq.(15), the spatial structure is assumed to be nearly a TMOI mode, En =
EonJo(coor/c) where at the wall, r=a, Jo(wooa/c)=0.Multiplying Eq.(15) by
Jo(0)or/c) and integrating over the volume of the cavity, we find

[0)2 + i((oo/Q) - o002] Eon = {ra2d[Jo'(Cooa/c)] 2 }-IX

JrdrdOdz 42uoJnJo(oor/c) (16)

To write Eq.(16) in the above form, we have made use of the
normalization integrals for the Bessel functions. If the current is all
localized on the axis of the cavity, the transverse integral can be done and
the current density becomes the current. The field in the nth cavity is
maximum if it is driven on resonance. In this case the electric field is 900
out of phase with the driving current. Far off resonance Eon is smaller and
is in phase with the current if driven above the resonant frequency and is
1800 out of phase with the current if it is driven below the resonant
frequency. In designing a klystron amplifier, one makes the tradeoff
between amplification ant bandwidth (also equivalent to response time). If
one wants large bandwidth and quick response, the cavities would have
small Q. On the other hand if one is only interested in maximum
amplification from one cavity to the next, one would use a high Q cavity.

Equation (16) is then an expression for the field in the nth cavity
driven by the current there. The current is calculated from the fields in
the n-lst cavity by the methods we have discussed earlier in this section.
The current might be limited by either thermal or electrostatic effects..
From the fields in the nth cavity, the current can be calculated in the n+lst
cavity and the entire process can be iterated. Specifically if the field in the
n-lst cavity is known, the field in the nth cavity can be calculated. The field
ratio from cavity to cavity is the amplification factor.

After this brief discussion of the theory of a klystron, let us turn to a
discussion of the capability of SLAC klystrons 14. A photograph of a SLAC
klystron, provided by SLAC, is shown in Fig.(l). The three cabinets in
Fig lB hold the modulator which powers the tube. As mentioned, there
are seven cavities total. Unlike the HPM sources we discuss in the rest of
the paper, the SLAC klystron is driven by a conventional modulator
coupled with a pulse transformer to achieve higher Voltage and the beam is
produced by a thermionic electron gun. Both the modulator and gun have
high average power capability and this is a capability that the HPM sources
do not yet have. Typically conventional modulator technology would be
applicable up to Voltages in the range of 0.75-1MeV and up to currents of
a kiloamp. Thus the maximum beam power in such a system is a gigawatt
or less. A thermionic electron source is generally capable of about 10
Amps per square centimeter if long life is required. Thus maximum
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cathode sizes of about 100 cm 2 would br required for a kiloamp of beam.
Thermionic guns typically require very high vacuum, 10 -7 Torr or better
to operate and the materials that can be used inside the vacuum envelope
are quite limited by the necessity to avoid poisoning the cathode. To get
such microwave sources to operate at high power generally takes quite
heroic measures with the inner surfaces (days of conditioning in various
ovens). However once the tube is sealed off, the lifetime is quite long,
typically tens of thousands of hours.

The SLAC klystron operates at a frequency of 2.85 GHz. The beam
is produced by the thermionic cathode and is focused magnetically and
guided by the magnetic field through the interaction cavities. The power is
taken out of the last cavity through a radial extraction window. A plot of
the amplification, power and efficiency of the SLAC klystron, from Ref
14, is shown in Fig.(2). For a 3.5 microsecond pulse, the power is 67
MW, corresponding to a pulse energy of nearly 250 Joules. Typically, one
of the most severe constraints of a SLAC klystron is the necessity to avoid
rf breakdown at the output gap. The power of the SLAC klystron can be
multiplied at some cost in pulse energy with the SLED pulse compression
scheme. Here, the microwave power, after the output is fed into a high Q
cavity and switched so as to compress the pulse. Typically the 3.5 lgsec
pulse is compressed to about 800 nsec with about 60% efficiency.

The development of 2.8 GHz klystrons continues at SLAC. A recent
improvement, developed by Lee et a115 has achieved a power of 150 MW
in a 1 gtsec pulse at an efficiency of over 50%. This was achieved by both
a different klystron configuration and also by operating at higher Voltage.
The maximum power was obtained at a Voltage of 475kV. In Ref.(15), it
is claimed that this technology can be extrapolated to a power of 700 MW
in a 1 ptsec pulse. Thus the SLAC klystron, produced by techniques of the
conventional microwave tube industry have peak power somewhat less than
what we will see the Defense Department laboratories have achieved.
However pulse energy is comparable and the average power capability is
much greater.
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3. INTENSE PULSED ELECTRON BEAMS

Before discussing the different HPM sources developed in the
Defense Department Laboratories (as well as Livermore, Los Alamos and
Sandia for Defense Department Applications), we will briefly discuss here
the technology on which they are based. For at least the last 30 years, the
Defense Department has been supporting the development of pulsed power
machines. These typically have Voltages of hundreds of kilovolts to
megavolts and currents of kiloamps to over one hundred kiloamps. The
pulse time however is quite short; fifty nanoseconds is the nominal value,
although more and more, these pulse times are being extended to several
hundred nanoseconds. These pulsed power machines are typically made
for laboratory simulation of charged particle and radiation spectra of
nuclear explosions.

Early on, it was realized that the electron beams generated by these
pulsed drivers could be used to generate microwaves. Usually these pulsed
power machines are quite large. In Fig.(3) is shown NRL's new relativistic
klystron facility designed to generate 30 GWs of RF power at 1.3 GHz.
This produces a Voltage of typically I MeV, a current of 100 kA and a
pulse time of 200 nsec. The microwave tube is the main part seen. The
power will come out of a hom partially visible on the left. The microwave
tube hooks up to the pulse forming line shown to its right. The capacitors
which power it are above and to the left. The capacitors which power the
magnet needed to confine the beam are not shown in the picture. As is
apparent from the figure, the accelerator is quite large. Modem high
energy density capacitors can significantly reduce the size of the energy
storage element. By using solid state technology, the accelerator can be
made more compact, but usually at some sacrifice in rise time or pulse
quality. The NRL febetron accelerator is shown in Fig.(4) and a voltage,
diode current, microwave tube current, and microwave signal when it runs
as a gyrotron are shown in Fig.(5) 8. While these accelerators can produce
high power, they so far have no real average power capability. Typically
they are fired once every few minutes. There does not seem to be any
fundamental limitation on reprate, however to run at high reprate, all sorts
of average power, cooling and thermal management would have to be
included and this would complicate the design.

Now let us consider the electron beam production mechanism used
with these accelerators. With Voltages of hundreds of kilovolts and gaps of
centimeters, almost any surface will field emit. The emission typically
takes place by small whiskers forming at the cathode and then explosive

10



ionization. After the first few nanoseconds, the electron emission is from a
plasma produced at the cathode. Typically the cathode material is either
graphite or velvet. In some cases, one can use focusing electrodes by using
as the electron source a material that emits easily (graphite or velvet for
instance) and for the focusing electrode, a material with good Voltage
holdoff properties, typically anodized aluminium or polished stainless steel.
So far, focusing electrodes have only held off for short times and at
relatively low field strengths, but within these constraints have produced
very high quality beams16 .

Another difficult with microwave sources powered in such a way is
that unlike with a thermionic cathode, the cathode plasma expands after it is
produced. The expansion velocity is usually greater than one centimeter
per microsecond. Thus if gap spaces are a centimeter of two, the
maximum pulse length before gap closure is a microsecond, and the time
before the beam characteristics change appreciable is perhaps 100-200
nanoseconds. So far this has proven to be an inherent limit on the system.
Enhanced performance would require an advanced cathode which as not
yet been developed. Furthermore, once the plasma is produced, it
generally takes some time to clear away, perhaps 100 microseconds to
several milliseconds. This puts an inherent limit on the reprate of such a
system. Furthermore, since the electron emission is from plasma
formation, the cathodes generally do not last very long. Their lifetime
depends on their ruggedness and the beam power. Usually the cathodes do
well to last several thousand shots. At the reprate used in SLAC (180 Hz),
this would be less than a minute.

On the other hand, an advantage of such cathodes is that the vacuum
requirements are modest compared to thermionic sources; usually 10-4 - 10-
3 Torr is sufficient for good operation. Furthermore virtually any
material can be used in the vacuum since there is no surface to poison and
the vacuum requirements are much less stringent. Thus these systems are
much cheaper to build, take apart, and put back together than the analogous
thermionic systems. They can be excellent research tools and with them
one can develop changeable, adaptable experimental models of potential
thermionic systems. For them to develop into usable systems themselves,
one would have to use either a thermionic electron source, which would
mean a very large cathode and large area compression (also bringing back
all of the vacuum and material constraints) or else develop some sort of
advanced cathode with high current density and long life. Also one would
have to use a pulse power accelerator with high reprate and average power,
which is mostly a technical development project, with no apparent scientific
show stoppers.
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4. THE RELATIVISTIC KLYSTRON

Since we have begun be discussing the characteristics of the SLAC
klystron, it is only natural that we begin our discussion of intense pulsed
beam driven HPM sources with a discussion of the relativistic klystron.
There are two relativistic klystron projects ongoing now. First there is the
SLAC, Livermore, Lawrence Berkeley Laboratory collaboration which is
attempting to push conventional klystron technology to higher Voltage,
current, and frequency 1 4,17 . Second there is an NRL effort which is
attempting to push to much higher power, but at low frequency 18-20.

We begin with a discussion of the former. Here a thermionic
electron gun was used to produce a lkA beam. The cathode diameter was
12.5 cm and the final beam diameter was less than a centimeter so that
large area convergence was used. The electron gun was powered with the
Lawrence Livermore Laboratory induction linac, capable of producing 1.3
MeV pulses at a kiloamp. The pulse duration is 40 nsec. Typically the
operating current was closer to 500 Amps. This klystron typically had six
cavities and a schematic of it, from Ref.14 is shown in Fig.(6). It was
designed for efficient operation at a frequency of 11.4 GHz at a power
level of 200-300 MW. Because the bunching was dominated by the space
charge fields on the beam, the cavities were placed one quarter of a space
charge wavelength appart as designated in Eq.(14). The maximum power
generated by the relativistic klystron is 290MW at an efficiency of 40%.

Initial experiments on the X-band relativistic klystron showed power
of over 200 MW at an efficiency of 32%. The problem was not the power
or efficiency, but the pulse shortening 14 . While the electron beam pulse
lasted for 40 nsec, the rf pulse typically lasted only for 10 to 20 nsec.
Further work identified this pulse shortening as due to large rf electric
fields in the output structure which produce secondary electrons which
avalanche, generate a plasma and terminate the rf. This difficulty was
solved by using a much longer length output structure, a traveling wave
structure 17 . Since the electric field in the output structure is proportional
to one over the length of the structure, the output field is reduced and the
rf pulse lasted as long as the beam pulse. This then summarizes what has
been accomplished by the relativistic X-band klystron project.

A very different approach to the relativistic klystron has evolved at
the Naval Research Laboratories over the last 5 years. Here the idea is to
take advantage of the intense self fields of the electron beam. This is done
in two ways, first of all the self fields can enhance the bunching process by
operating at a current which is not too far from the limiting current.
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Secondly, the self fields of the beam are such that they provide a repulsive
force for electrons at the surface of the gaps. This greatly reduces the
tendency of rf induced flashover at the output coupling.

Let us look at each of these in turn. To start, we introduce the
concept of limiting current. The idea here is that as the beam current
increases, the beam has more and more difficulty propagating over its own
self potential barrier and ultimately there is a maximum current which can
propagate. We will present here one simple calculation of the current
limit. Imagine an annular beam of radius rb traveling down a cylindrical
tube of wall radius rw. At the entrance to the cylinder, that is at z--O, the
beam crosses a grounded anode screen and has a relativistic gamma value
of y, as shown in Fig.(7A). The outer wall of the cylinder is also assumed
to be grounded. In the cylinder, far from the screen, the electrostatic
potential depends only on radius, and the grounded plane at z=O has no
effect. The next step is to calculate the electrostatic potential between the
beam and conducting wall. Using the fact that the current I is related to the
surface charge density a by I= 2itorbco3 where P=v/c, we can integrate the
electric field from the beam edge to the cylinder to get the potential drop.
This potential drop must reduce the beam kinetic energy. By conservation
of energy, we have a relation between the beam energy, current and
injection energy. It is

Y = 7I/Isp (17)

where IS = 0.5mc 3/eln(rw/rb). (The quantity mc 3/e = 1.67x104 Amps and is
a measure of limiting currents). Equation (17) above is an implicit
equation for y since 'y appears on the left and also on the right through its
dependence on 3. It is clear however that the beam self fields reduce the
beam energy. A plot of electrostatic potential as a function of distance
down the guide at the beam radius is shown in Fig.(7B). Notice also that
the reduction in beam energy depends on the radius of the beam compared
to the cylindrical wall. If the cylindrical wall expands, there is a retarding
force on the beam. On the other hand, if the wall converges toward the
beam, there is an accelerating force on the beam. For a given wall radius,
as the beam current increases, ultimately the energy is reduced so much
that the beam cannot overcome its own space charge potential. This gives
rise to the concept of a current limit, the maximum current that a beam of
energy y can have.

If Eq.(17) is solved for I and then I is maximized with respect to y,
we find that the current maximizes for ,3 = ,i. Inserting this in the
expression for current, we find that the maximum current that can be
propagated is given by
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Im Is(i 2/3 1)3/2 (18)

This then is the maximum current that can be propagated for a beam with
an injected energy specified by y. As we will now show, if the current is
near the maximum current, a relatively small oscillating field in a cavity
can give rise to nearly complete, beam bunching even in the absence of a
drift length. To show this, imagine now that at the entrance to the
bunching cavity, the beam has energy y. Across the cavity gap there is an
oscillating field giving rise to an oscillation in gamma of &ysinot. For half
of the cycle of oscillation, the beam speeds up, but for half it slows down.
For the half that it slows down, the maximum current is reduced. Indeed,
in the expression for the limiting current, Eq.(18), we can obtain the
maximum current at the particular 8y in terms of the maximum current at
y by using the fact that in the presence of the oscillating field

Ti = ,y + 1ls3 + ysincot (19)

and solving for the new limiting current. From this limiting current, we
can get the maximum retarding voltage at which the beam can propagate
across the gap. The result is

SYmax= yi - [1+ (1Is)2)3] 3/2 = i - [1+ (/Im)2/3(i 2i3-1)] 3/2 (20)

Thus at a particular current, there is a maximum retarding potential for
which the beam can propagate across the gap. If the oscillating field across
the gap is large enough and the current is near enough to the current
maximum, that is if By> 8Ymax, the beam may be stopped for a portion of
the if cycle. As long as this is so, the phase of the stopped region is given
by

0= x - 2 arcsin Symax/Sy (21)

Of course on the average, the beam current is less than the maximum
current, so in the accelerating phase of the Voltage waveform, all the beam
gets through. If we make the simplest assumption, namely that the portion
of the beam which is stopped is uniformly added on to the passing portion,
we find that the current of the modulated beam divided by the average
current is given by

Im/I = 2/I +(2/i) arcsinyma/./y] (22)

For large modulating field (large Sry), the current modulation is 2,
corresponding to the stopped half of the beam adding to the transiting half
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in the transiting half cycle. If &y is just slightly larger than 8Yma the onset
of bunching is very sudden, with the additional density proportional to [1-
(&ym ,/y)] '12. Thus the strong self fields of the beam can significantly
enhance the bunching of the beam, and do so without even the use of
ballistic bunching.

We will now discuss another way in which the strong self fields can
enhance the bunching. Recall that if the guide radius increases, the
maximum current decreases, corresponding to a retarding potential. On
the other hand, if the guide radius increases, the maximum current
increases, corresponding to an accelerating potential. As the beam passes
by the bunching cavity, it first sees a larger wall radius and then sees the
wall radius go back to its initial value after it has passed by the cavity.
Thus, as the beam passes by each cavity, it sees a potential barrier which is
caused by its own space charge. Let us examine the effect of this potential
barrier on beam bunching. If two particles are separated by a distance d,
and the front one travels at speed vI, and the rear one travels at a greater
speed V2, the latter catches up to the former in a distance d/(vl-v2). Now
consider the situation if there is a potential barrier, of height 0 and
distance L that each particle must cross before the faster catches up to the
slower.

To simplify this calculation, we will assume that this potential is
small so that the unperturbed orbits are a good approximation to the
motion. Furthermore, after making the initial assumption of unperturbed
orbits, we will approximate the spatial profile of the potential with a delta
function, O(x) = OLS(x-xo). If the forward particle starts at x=O and the
rear starts at x=-d at time t=O, then the orbits of the particle after each has
crossed the barrier are

x1(t) = vit - eL/m'y1 3v, 2  (23)

and

x2 (t) = -d + v 2 t - eOL/my 2
3v 2

2  (24)

The bunching distance is reduced by (e0L/m)['y1-3v1-2 - y2-3v2-2 ). This is

illustrated in Fig.(8). Thus we see that the strong self fields of the beam
enhance the bunching in two significant ways, first they give rise to direct
bunching as the beam is turned around by the fields in one of the cavities;
and second, they give rise to a shortened bunching distance as the beam
overcomes its only self potential at the bunching cavity. This appears to be
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the reason that the NRL relativistic klystron experiment does not need
many cavities or a long bunching length.

The self fields of the cavity also have another important effect on the
operation of the NRL device. As we have seen, in both the SLAC klystron
and the SLAC-LLNL-BNL relativistic klystron, one of the greatest
constraints is the rf induced breakdown at the output gap. The NRL
relativistic klystron appears to operate free of this difficulty and the reason
seems to have to do with the beam self fields once again. If there were no
beam self fields, the rf field would tend to pull electrons off of one side of
the gap during one half of the rf cycle and off of the other side during the
other half. At one half of the cycle, the potential (that is the negative
integral of the rf electric field) across the gap would depend on distance as
shown in for instance Fig.(9A). With this polarity, electrons would tend
to be emitted from the left side, but would not be emitted from the right.
Note however that the self fields of the beam tend to repel other electrons,
so that they add an additional potential barrier for the electrons on the left
side of the gap. That is, in the presence of the beam self field, the total
potential is as shown in Fig.(9B). Notice that the field now has the sign to
drive electrons into the wall at both sides. In Fig (10), from Ref .20 is
shown a computer plot of the electrostatic potential in the gap and the drift
tube for a configuration of the NRL experiment. Notice that the
equipotential contour, as generated by the beam self field, bulges into the
cavity with such polarity as to force the electrons into the wall on both
sides.

Now let us review the experimental results achieved on the NRL
relativistic klystron. A configuration of the device is shown in Fig.(1 1).
This figure is reversed from the usual in that the beam propagates from
right to left. The beam Voltage is typically 500kV and the current is about
10 kA. About 100 kW of rf power at 1.3 GHz is injected into the first
cavity from a magnetron. This modulates the velocity of the beam. The
beam ballistically bunches and enters the second cavity where it is bunched
further. Notice that only two cavities are necessary for full bunching even
though the beam has a y of about 2 and is therefore quite stiff. This
contrasts to the six or seven cavities needed in a conventional klystron.
The output is taken to the left of the second cavity. Shown in the figure is
the beam collector. After the second cavity, the beam is fully bunched and
hits the collector. Before it hits the collector, it travels across an rf gap
where the beam loses its energy to an oscillating rf field. The rf gap is
connected to a coaxial transmission line and as the beam propagates down
the line, the center conductor tapers down and radiation transitions to
fundamental waveguide mode and is extracted into the atmosphere. A plot
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of the beam power as a function of time, form Ref 20 is shown in Fig.(12).
The efficiency is over 30%. The maximum power exceeds two gigawatts
and the rf energy in the pulse is about 200 Joules. Thus, as compared to a
SLAC klystron, the power is much higher, but the energy per pulse is
comparable. Efforts are now underway at NRL to increase the pulse
energy to over one kilojoule.
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5. INTENSE BEAM DRIVEN MAGNETRON

The magnetron is one of the oldest of the microwave tubes still in
use. The cavity magnetron was of course what played such a vital role in
the the development of radar in the Battle if Britain in World War II. It is
still one of the most successful intense pulsed beam driven HPM sources. It
is also one of the most efficient conventional microwave tubes. The
microwave oven magnetron, at 2.45 GHz can be as much as 80% efficient.
The magnetron is not as well understood as other devices, in large part
because of the complex geometry and the cross field nature of the
interaction. Excellent reviews of the theory of intense beam driven
magnetron theory and experiment have been given by Lau2 1, Benford22,
and Miller 23 . We will discuss first the free running oscillator magnetron,
and then discuss some recent experiments on phase locking magnetrons at
high power. As we have done so far, we begin with an outline of the
theory of the device.

A. Free Running Magnetron Oscillators.

The two dimensional configuration of the magnetron is shown in
Fig(13A). In Fig (13B) is shown a planar version where the spatial
dimensions are also shown. There is a dc electric field between the smooth
inner conductor and the outer conductor. The outer conductor is not
smooth, but has resonant cavities in the wall as shown. The case shown,
Fig.(13A) is taken to have six equivalent cavities. Other configurations are
possible including unequal cavities and even cavities on the inside. In the
configuration shown, the inner conductor is the cathode. In addition, there
is a magnetic field perpendicular to the plane of the paper. Because of the
magnetic field, the electrons cannot be accelerated directly across the gap
to the anode. Instead, they ExB drift around the the azimuthal direction as
long as the electric and magnetic field are within certain broad limits.
Virtually all theory considers the two dimensional nature of the interaction
and does not consider the complications of the top and bottom wall which
have to be present to limit the interaction in the axial direction. Now let us
consider waves in the device. Consider for a moment the smooth wall
version in planar geometry. This is transmission line supporting TEM
modes with the dispersion relation (o = ck. Also it is a waveguide
supporting TE and TM modes with dispersion relation W2 = c2k2 + Wc2,
where oc is the cutoff frequency for the particular mode in the wave
guide. Since the phase speed is equal to the speed of light for the former,
and greater for the latter, it is clear that the wave cannot resonate with the
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particle motion. The role of the cavities in the outer wall is to slow down
the azimuthal phase speed of the wave in such a way that it is equal to the
particle speed so that there can be efficient wave particle energy transfer.

These then are the elements of the theory of the magnetron which we
will discuss, the range in voltage and magnetic field where electrons orbit
around the cathode, the role of the cavities in slowing down the azimuthal
phase velocity in the cavity, and the range of voltage and current where the
phase velocity is equal to or less than the maximum electron drift speed. In
addition, we will discuss in a qualitative way the elements of the nonlinear
theory, which indicate why the magnetron has such a high inherent
efficiency.

We start with the condition for azimuthally orbiting electrons, also
called the condition for magnetic insulation, and also called the Hull cutoff.
Throughout, we will consider the planar model of Fig (1 3B). To simplify
the matter further, when we calculate the condition for magnetic insulation,
we consider the configuration where both walls are smooth. The condition
for magnetically insulated flow is determined simply by two conditions.
The first is energy conservation,

(y- 1)mc 2 - eO = 0 (25)

where 0 is the electrostatic potential between the cathode and anode and it
is assumed to be zero at the cathode. If x is the coordinate between the
cathode and anode, and is zero on the cathode, the second condition is that
the velocity is the ExB drift velocity

v = (c/B) do/dx (26)

The relation between y and v is y= [1 - v2/c2] -1/2. Differentiating Eq.(25)
and combining with Eq.(26), it is not difficult to solve for v as a function
of x and find

v = c arcsin{((,x/c)[I + (Qx/c) 2]-1f 2) (27)

where Q, = eB/mc. From the equation for v, it is a simple matter to solve
for 4 as a function of x. The result is

* = (mc2/2e) In[l + (QCX/C) 2] (28)

From the voltage in Eq.(28), we can find the expression for the space
charge density from Poisson's equation. It is simple to see that at the
cathode, the plasma frequency and electron cyclotron frequency
(nonrelativistic version of each) are related by
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O2= 2--ce (29)

Equation (28) for the potential is only valid in the region where the
space charge exists. Fundamental to the operation of the magnetron is the
fact that the space charge cannot reach all the way up to the anode, or the
device will be short circuited. Above the space charge layer, the electric
field in constant as a function of x. Assuming that the voltage across the
plates is V, the gap width D and the magnetic field B, one can determine
the condition for magnetic insulation. To do so, first determine the electric
field at the top of the layer, at y=H by differentiating Eq.(28). Above this
point the electric field is constant and the voltage increases linearly in x-H.
The Voltage at the edge of the space charge layer is given by Eq.(28) at
x=H. This lets us relate V, H, D and B. If the voltage is too high, the
relation cannot be satisfied for H<D. Setting H=D gives a relation for the
maximum Voltage at which magnetic insulation can be maintained. This is

V = (mc2/2e) ln[1 + (QcD/c) 2] (30)

This maximum voltage is also called the Hull cutoff. It is the upper curve
shown in Fig.(14).

There is also a minimum voltage necessary for oscillation given by
the fact that the maximum ExB drift velocity of the electron, the drift
velocity at the edge of the space charge layer be greater than the phase
velocity of the wave. This gives a minimum Voltage which is dependent on
the wave phase velocity, and therefore on the details to the shape of the
anode. Plotting this condition schematically, it is the lower curve in Fig
(14). It is called the Hartree Buneman oscillation threshold. The region
of operation of a magnetron is then the Voltage range between the Hartree
oscillation threshold and the Hull cutoff. It is shown as the shaded region
in Fig.(14).

Now let us examine the dispersion relation of the wave in the planar
version of the magnetron, Fig (13B). This comes to a solution of
Maxwell's equations in a periodic configuration. By Floquet's theorm, we
know that the eigenfunction is given by expiky times a function which is
periodic in y with period d. That is the eigenfunction which in this case
will be assumed to be the z component of magnetic field (corresponding to
TEM or TE polarization) has the spatial dependence given by

Bz(x,y,t) = B,(x)exp(iky -iot + 2ntiny/d) (31)

The dispersion relation is the relation between o and k. We will consider a
transmission line mode modified by the periodic structure, because that is

20



the simplest dispersion relation to derive, and also it is the mode whose
phase velocity is easiest to slow down to less than the speed of light. Just
by virtue of the nature of the periodic structure, it is a simple matter to see
that there are wave whose phase velocity is slow, and in the case of a
transmission line, go to zero. To see this note that from the form of the
eigenfunction given in Eq.(31), it is clear that nothing changes if k
increases by 27rn/d. Thus, o must be a periodic function of k with this
periodicity. In the smooth walled system, there are unique values of o)
which for arbitrary values of k. Thus in the periodic walled system, these
must split into different branches of a more complex dispersion relation.
In Fig (15A) is shown several of the branches of the dispersion relation for
the TEM mode of the periodic system, with the smooth walled dispersion
relation shown as the dotted curve. In Fig (15B) is shown the analogous
thing for a waveguide mode. Clearly by the periodic nature of the
dispersion relation, there are modes which have small phase velocity for
the waveguide case, and modes which have zero phase velocity for the
transmission line case. In each case, there are modes with negative group
velocity also.

We now get the dispersion relation for the transmission line mode in
the presence of the cavities in the wall. First look at the straight sections of
the line. The electric and magnetic fields here is given by

E, = Eoexpi( koy-cot) (32a)

Bz = Ex (32b)

where ko = co/c, the value determined by the transmission line dispersion
relation. Notice that the field in the straight section is a linear combination
of a wave going in the positive and negative direction and the relative
coefficients are unknown at this time. To relate this most easily to
transmission line theory, we can define a voltage drop across the guide as
V = -ED and a current in the guide as I = cBL/4t where L is the width of
the guide in direction transverse to the paper. This allows us to define a
guide impedance as il =
V/I = 47rD/Lc. Imagine that at y=O, just to the left of the transverse stub
cavity, the voltage and current are given by Vo and Io. This allows us to
solve for the electric field coefficients of the forward and backward
propagating waves as

E0= -VO/2D + 2ntlo/Lc (33a)

Eo= -Vo/2D - 2itlo/Lc (33b)
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This then allows us to get the Voltage at y=d-s (Actually s is assumed small
compared with both d and c/0o so that we can assume this is the value of
voltage and current at y=d as long as it is understood that this means in
front of the stub cavity.) The current at this point can be calculated in
terms of the Voltage by using the impedance of the smooth section of the
transmission line.

Now consider the stub. If x--O is taken at the top of the stub, at the
bounding conducting wall, then the electric and magnetic field in the stub is
given by

Ey = Essinkox exp -iot (34a)

B, = -iEscoskox exp -icot (34b)

Calculating the Voltage across the stub and the current down it as before,
we find a stub impedance given by

mis = (47tis/cL) tan kox (35)

The current down the stub at the position where it meets the flat section of
the transmission line must equal to the current at that point in the
transmission line. From the stub impedance, we can then get the Voltage
across the stub at the opening. This then allows us to calculate the voltage
V, and current I, just across the stub in terms of Vo and Io. In matrix
form, this can be expressed as:

Vi Vo Vo
- M = expikd (36)

I1 10 10

where the last equality comes from Floquet's theorm. When the elements

of the matrix are inserted, we find that the dispersion relation is

2cos kd -2cos kod + (cLs/4tD) sinkod tan kog = 0 (37)

This is to be solved for the frequency o, which is koc, in terms of k. To
derive this dispersion relationship as simply as we did, we relied on the fact
that only transmission line modes were present in both the the smooth
walled section and the stub. This means that the wavelength of the modes
in question must be long compared to such dimensions as D and s. If this
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condition is violated, waveguide modes can also impact the properties of
the electromagnetic field in the resonator and the derivation of the
dispersion relation becomes much more complicated.

We have seen that the periodic structure in a parallel plate
configuration has an important impact on the frequencies of the modes.
However the values of k are a continuum. In a magnetron, however, the
system closes on itself. In the planar model of the closed magnetron
configuration, k can only take on those discreet values which impose an
overall periodicity in the solution. For the magnetron configuration shown
in Fig.(13A), there are six cavities around the circumference. This is
called the A-6 magnetron. Thus the phase shift between cavities cannot be
arbitrary, but must be an integral times n/3. The dispersion relation of the
magnetron shown in Fig.(13A) is displayed in Fig (16). The mode of the
magnetron is usually denoted by the phase shift between adjacent cavities.
As can be seen from Fig. (16), the 7c mode on the lower branch happens to
have the same phase velocity as the 2ir mode on the upper branch. This can
make it difficult to predict which mode the magnetron will oscillate in.
Generally it is thought that best operation is in the 71 mode.

Let us look more carefully at the interaction in the magnetron. To
start note that since the wave travels slower than the speed of light in the y
(or 0) direction, it is evanescent in the x (or r) direction. Since the anode
surface is the irregular one, the wave amplitude maximizes near the anode
and then decreases as one approaches the cathode. In Fig.(17) is shown the
planar version of the magnetron where now the electric field lines are
shown at a particular time. The magnetron operates in the 7r mode in
Fig.(17), and the entire field pattern moves to the left with the phase
velocity. The electron also moves to the left with the ExB velocity.
Consider the electron labeled A Since the electric field and particle
velocity are in the same direction, this particular electron loses energy.
However as it loses energy, its ExB drift velocity from the rf electric field
is upwards toward the anode. Thus the drift velocity gets faster and faster
because the rf field increases as one approaches the anode. Now consider
another electron B which has the rf electric field opposed to v so that it
gains energy. Its drift velocity is downward toward the cathode. When it
reaches either the cathode or the main part of the magnetically insulated
cloud, it regains potential energy. At a later time can start again and
reenter the gap and this time perhaps lose its energy. Thus if the electron
has such a phase as to lose energy, it makes it up to the anode and is lost. If
it has such a phase as to gain energy, it goes back to the cathode or
magnetically insulated charge cloud and can try again later. The electron
loses its energy via the work done by the rf electric field against the ExB
drift. However this ExB drift is not itself an energy source, but more of a
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catalyst; it allows the rf field to do work against the loss of potential energy
the electron undergoes when it falls from the cathode to the anode.

Another aspect of the magnetron that promotes its good performance
is the principle of phase stability. Imagine that electron A has phase speed
slightly greater than the phase speed of the wave. Then it will get ahead of
the wave and get to point P where the field is vertical. The ExB drift
velocity from the rf field at this point is to the right, so that the electron
drifts back to the point where its energy loss is maximized. Now consider
the electron B which gains energy from the wave. It drifts ahead to point
Q. However at this point the drift ExB drift velocity with the rf field is to
the left, so the electron tends to get further out of phase with the wave.
Thus the electrons which lose energy remain in phase, and those that lose
energy get out of phase.

We now investigate further the orbits of particles in the magnetron.
To start, we assume a smooth anode surface and further assume that the dc
electric field is uniform in x. Thus there is no shear in the ExB drift
velocity of the electrons in the y direction. We assume that the phase
velocity of the wave is equal to this ExB drift velocity. We do our
calculation in the reference frame in which the wave and ExB drift velocity
is zero. If the phase speed, and ExB ',iL speed are nonrelativistic, the
electric field is nearly derivable from a potential

E = - 4, = Ooekxcosky

Here we assume that x--O is the cathode surface. The exponential increases
from the cathode to anode, rather than visa versa, because the cathode is
the smooth surface.

In the drift frame, we can calculate the equation for the orbit by
taking the ratio of velocity in the x and y directions. The result is

dx/dt = tan ky (38)
or

kx = In sec{sec ky/sec kyo (39)

where yo is the position of the particle on the cathode, at x=O. There are
solutions for positive x as long as 7c/k < yo < 2rf/k, that is as long as the
initial ExB drift velocity in the fluctuating field is positive, or in other
works, as long as the electron loses energy in the laboratory frame. The
shape of the electron boundaries, in the drift frame, appears as shown in
Fig.(18). The electrons start over half of the cathode surface, and
accelerate upwards and converge on the position at which the ac*ual
retarding field maximizes. This has the same general appearance as the
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spoke formation in particle simulations of magnetron behavior. In
Fig.(19) is shown a phase plot from such a particle simulation, where the
formation of the electron spoke is apparent. This picture, reproduced
from Ref. 22 originally appeared in the Ph.D thesis of Alan Palevski2 5.

The key to the magnetron's high efficiency is that it is one of the
only rf sources that converts potential energy to radiation. That is, when
an electron makes it from the cathode to the anode, it falls through a
potential V. However, the kinetic energy of the electron striking the anode
is much less than this. The difference is made up in what energy the
electron radiates away. Note also that the current depends crucially on the
radiation for its existence; without the radiation, the electrons would just
exist in the Brillouin layer around the cathode and would not reach the
anode. Let us obtain an approximate expression for the current in terms of
the rf field 00. The average ExB drift velocity in the x direction at the
cathode is 2ckO/7rB over the half wavelength portion which emits
electrons. The charge density at the cathode, according to Eq.(29) is given
by 2mf2c2/4ice 2. The current is the current density times the area of the
emitting surface. Assuming that the length of the magnetron perpendicular
to the page is L, that the cathode is a circle of radius R, and that half of the
cathode emits current which is collected on the anode, we find that the
current is given by

I = kRL~oeB/irmc (40)

Next, we will calculate an approximate expression for the efficiency. To
do so, we assume that when the electron reaches the anode it has fallen
through a potential V and has kinetic energy (y-1 )mc 2, where y
characterizes the kinetic energy as it strikes the anode. the remaining
energy is assumed to be radiated away. Thus the efficiency 1i is given by

T1 = [eV - (y-l)mc 2]/eV. (41)

The remaining thing is to calculate y. To do so, we assume that the y
velocity upon striking the anode is the dc ExB drift (recall that near the
anode, the electron is localized in the field near a position where the y
component of the ExB drift vanishes). The x component of velocity is
given by the ExB drift in the rf field. Making this assumption, we find that
when the electron strikes the anode,

y= (1 - [(koo/B)expkd]2 - [V/dB]2[-1/2 (42)

The power output of the beam is then
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Pb = TrIV

As a function of ff electric field Oo, Pb initially increases linearly
with 0o as the current increases with Oto, and then begins to decrease with
0o as the kinetic energy begins to increase, causing the efficiency to fall
off with Oo. A plot of beam power output versus Oo is shown in Fig.(20).
We would like to design the cavity so as to optimize the power of the
magnetron. The rf power output is

Prf = 0k 2(0 2R2L/87nQ (43)

where is a dimensionless factor. Here Q is the cavity quality factor, the
quality factor is assumed to be determined entirely by the output power of
the magnetron. For the magnetron to operate in steady state, Pb must be
equal to Prf. Designing the cavity for optimum power output then means
designing the proper cavity Q. Also shown on Fig (20) are three curves
for Pif as a function of 00, the three parabolas. The heavy solid one has a
Q designed for optimum output power. The left hand light curve has too
small a Q, so the fields cannot build up to a level which would give rise to
optimum power. We call this cavity underdriven, in the sense that the
current is too small to drive it to maximum output power. The right hand
light curve has too large a Q; the fields are so large that the efficiency
begins to fall off so the power is less. We call this cavity overdriven in
that the current is too large for optimum operation.

Experiments on intense beam magnetrons have taken place in the
United Stated at MIT 24,25 and Physics International Corporation 22 ,26, as
well as at other places27 -30 . Both of these were with six vane magnetrons,
what MIT has called the A6 magnetron. A schematic of the A6 is shown in
Fig.(13A). There, the power is taken out of a waveguide hooked up to one
of the cavities. MIT has achieved power of about 900 MW at a frequency
of 4.6 GHz. The pulse time is typically about 20 nsec, which is less than
the diode time of perhaps 40 nsec. As a function of magnetic field, the
power has a strong maximum just above the Hartreee Buneman oscillation
threshold at about 8 kG. Experiments at Physics International are on a
larger generator and operate at higher power. A photograraph of the S-
Band magnetron setup at PI, from Ref 22 is shown in Fig.(21). If power is
extracted from one vane, it is typically 1.5 GW. By extracting form more
than one vane output power can be increased. The output power
maximizes at about 3 GW when three vane extraction is used. If more
power is taken out of more vanes, the output power begins to drop again,
as shown in Fig.(22). This rise and drop then shows the dependence of
output power on Q which we have just discussed. The efficiency of the PI
magnetron was typically 20%. Thus intense relativistic beam magnetrons
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have achieved fairly high efficiency, but noL as high as that achieved by low
voltage magnetrons. Typically it also achieved best operation near the
Hartree Buneman threshold.

B. Phase Locked Magnetrons...

The intense beam magnetrons which we have discussed are free
running oscillators. An important question, particularly as regards
whether these magnetrons can power accelerators or phased arrays is
whether they can be phase locked. This is one of the oldest problems in
nonlinear mechanics and dates back to the sixteenth century when Huygens
noticed that two clocks hung on the same wall will synchronize one another
if there rates are nearly the same. The question is then under what
circumstances two magnetrons will synchronize, or phase lock one another.
We will start off with a simple nonlinear oscillator model for the coupled
magnetrons. To start consider a single magnetron as a nonlinear oscillator.
Calling the dependent variable El, we assume the equation for the oscillator
is

d2E 1/dt2 + {(to/Q-y) + P3E 1
2 }dE 1I/dt + O)12E1 = 0 (44)

Let us assume a solution like Eocoscot. Multiplying Eq.(44) by cosot and
integrating over t from 0 to 2rl/co, we find that co = col. Multiplying by
sincot and integrating over t from 0 to 21c/o, we find

(yT - co/Q) = (13/2)E 1
2  (45)

Thus Eq.(45) is an equation for the mode amplitude. We have
distinguished two contributions to the linear growth term. The first is
co/Q which represents the output of the oscillator and is a damping term. It
is what relates power to field. The power of the oscillator is proportional
to oEo2/Q. The second, y represents the instability mechanism, the beam
wave interaction in the case of the magnetron. The 3 term is a nonlinear
damping term which is responsible for limiting the amplitude of the wave.

Now let us consider two oscillators with independent variables E1
and E2, and at slightly different frequencies, o and o2 and coupled to
each other. Other than the slight difference in frequency, the two
equations are the same, so the oscillators will have the same amplitude, and
nearly the same frequency. As a coupling, we will assume a term on the
right hand side of Eq.(44) of cxE 2 and a term on the right hand side of the
analogous equation for E2, the coupling term -aEj. The coupling
conserves energy between the two oscillators. Now let us consider the
condition for the two oscillators to lock one another. To do so, we will
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consider the coupling to be weak, so that the amplitudes of the oscillators
are unaffected by the coupling.

For the first oscillator, let us assume a solution Eocoseot, and for the
second, assume the solution Eocos(o)t+O). By taking the in phase portion
of the two equations for E1 and E2, we will solve for (0, the common
frequency and 4, the phase shift. Multiplying Eq.(44) by cos(ot and
integrating over t, we find

(01-0) = (o/2o) cos 4 (46)

Taking the analogous equation for E2, multiplying by cos(cot+o) and
integrating over t, we find

W2-0) = -(a/2) cosO (47)

Adding Eqs (46) and (47), we find that the common frequency is the
average of the two individual frequencies. Knowing the frequency,
Eq.(46) gives an expression for the phase shift 4. In order to have a phase
locked solution at all, Eq.(46) and the expression for 0o shows that the
condition
col-o> < a/co must be satisfied. If it is not, there will be no phase locked
state and the two oscillators will affect one another, but they will not be
able to synchronize one another.

Now let us see how the oscillators approach the phase locked
equilibrium. Inserting E2 = Eocos(0)t+o) into the equation for E2 and
assuming that the phase is a slowly varying function of time and 0) is
nearly equal to (o2 we find

dO/dt = 0 0-2 - (a/))cosO (48)

If there is no time dependence, Eq.(48) above gives the equilibrium
condition as expressed in Eq.(47). If 4 is slightly different from its
equilibrium value, the equation for the perturbed value, 84) is given by

d84/dt = [(or/))sino]/84 (49)

As long as the equilibrium phase Oo is between x and 27t, the system is
stable, and the phase approaches its equilibrium value exponentially with
time constant (/)sinoo.

In order to investigate the phase locking of two magnetrons, an
experiment at Physics International Company hooked up two intense beam
magnetrons to the same accelerator and connected the two via a waveguide
between two of the cavities 31 ,32. A plunger in the connector allowed the
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coupling to be varied. A schematic of the experiment, from Ref 32 is
shown in Fig.(23A). It was found that the phases of the two magnetrons
did indeed approach a common value. In Fig.(32B), also taken from Ref
32 is shown the phase difference between the two over 7 shots. Clearly this
phase difference approaches a common value, as predicted by the theory of
phase locked oscillators. The total power of the two magnetrons together
is 2.8 GW, and the frequency is 2.8 GHz in the t mode operation. Thus, it
has been demonstrated that phase locking is possible for two separate
intense beam powered magnetron oscillators.
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6. THE VIRCATOR

One high power microwave source which has been studied a great
deal in the defense department community is the virtual cathode oscillator,
or vircator. As we have seen in our discussion of the relativistic klystron,
as the current of the beam increases, it has a harder and harder time getting
over its own potential barrier. Ultimately the current is so great that the
beam cannot get over this barrier at all. If the beam is injected into an
open propagation region, through a grounded foil for instance, it will
propagate for a certain distance and then reflect from its own space charge
cloud. This point of reflection is called a virtual cathode.

The reflexing of electrons from the virtual cathode is quite complex
and nonlinear in nature. As the individual electrons reflex, they have a
frequency associated with the individual electron motion. Furthermore the
electron cloud at the virtual cathode can itself oscillate. Both of these
frequencies are of order of the electron plasma frequency, (o
[4ine 2/y3m] 1t2, where n is the electron beam density. However the two
frequencies are not exactly the same in general. As both the individual
electrons and the electron cloud oscillates, it can radiate at one or both of
these frequencies. This type of high power microwave source is called a
vircator. Since it is inherently a very high current device, the power is
typically extremely high. However the efficiency is very low, typically 1 %
or less. Also, since in the usual configuration the electrons just propagate
down a straight pipe, there is nothing to pick out the mode or phase, so
vircators a characterized by mode hopping and frequency chirping. This
chirping results from the fact that the density increases in time as the diode
begins to short out. Thus in general, vircators are characterized by an
increasing frequency chirp. Despite their low efficiency and poor pulse
quality, vircator are of interest to the defense department because of their
high power and simplicity. Virtually nothing is needed except an electron
beam source. This power and simplicity makes vircators particularly
interesting for single shot or explosively driven microwave generators.

Since vircators are inherently complex and nonlinear, most
theoretical work done on them has been through numerical simulation.
Experimental work on them has gone on at one time or another at most
defense department laboratories. The frequency is typically S-Band or
below33-37 , although a vircator experiment at Los Alamos 38, and NRL 39

has generated very high power at 17 and 35 GHz. More typical is the
result at Physics International where frequencies of 2-4 GHz are the norm.

30



In these experiments, the frequency tends to chirp, as we have just
discussed. However by inserting the oscillating virtual cathode in a
microwave cavity, the frequency can be stabilized. For instance, in
Fig.(24A), from Ref 36 is shown the spectrum of the oscillation of the PI
vircator without a cavity, and in Fig (24B) the spectrum with a cavity.
Clearly the line width decreases by about a factor of three with a cavity.

One of the best improvements of the vircator in the published
literature is the Reditron 4O,4 1, developed at Los Alamos. The idea behind
the reditron is that one reason for the poor efficiency of the vircator is that
the reflexing electron frequency is different from the charge cloud
oscillation frequency and the result is a destructive interference which
impedes performance. To avoid this, the reditron eliminates the reflexing
electrons. It does this by launching the beam into the interaction region
through an annular slot in a range thick anode, usually a piece of graphite
about a centimeter thick. The electrons which are reflected will in general
strike the graphite and be lost. Other electrons will transit through the
interaction region. Thus there is only one frequency, the frequency of the
oscillating virtual cathode. A schematic of the reditron, from Ref 40 is
shown in Fig.(25). In Fig.(26), also from Ref 40 is shown a particle
simulation of the reditron, showing that particle either transit the device
and strikes the wall by following the magnetic field (which flares outward),
or else reflexes once and strikes the anode. This particular device at Los
Alamos has achieved a power of 3.3 GW at a frequency of 2.15 GHz. The
efficiency of the device was about 10%, corresponding to nearly an order
of magnitude increase over previous vircator experiments.
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Conclusions

In this memo we have discussed high power microwave sources as
developed by both the Department of Defense and Department of Energy.
There are areas of commonality, but also significant differences between
the routes taken by the two organizations. It is hoped that this review will
give rise to a broader understanding of the similarities and differences and
thereby enhance the research in both.
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(a)(b

Fig. I - (a) SLAC klystron standing alone. (b) SLAC Fig. I (Continued) (a) SLAC klystron standing alone.
klystron in the magnet Nb SLAC klystron in the magnet
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Fig. 2 - Amplification, power and efficiency of a SLAC klystron as a functinn of voltage
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Fig. 3 -The new NRL relativistic kiystron faciliy designed to generate 30 GWV of po~mr at 1i GH7
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Fig. 4 -The NRL febetron gyrotron
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Fig. 5 - The voltage, diode current, gyrotron current and microwave signal as a function of time
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11.4 GHz KLYSTRON EXPERIMENT
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Fig. 6 - Schematic of the relativistic SLAC klystron showing the six cavities used there
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(a)
Fig. 7 - (a) High current electron beam crossing a grounded screen, and

(b) the electrostatic potential as a function of distance from the screen

(b)

Fig. 7 - (Continued) (a) High current electron beam crossing a grounded screen,
and (b) the electrostatic potential as a function of distance from the screen
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Fig. 8 - (a) Two electron orbits in free space and bunching further down the drift region,
(b) the same two electrons bunching in a shorter distance after crossing a potential barrier
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(b)

Fig. 8 - (Continued) (a) Two electron orbits in free space and bunching further down the drift
region. (b) the same two electrons bunching in a shorter distance after crossing a potential barrier
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(a)

Fig. 9 - The effective rf electrostatic potential across an
accelerating gap in (a) the absence, and (b) the presence of

strong self fields

b)
Lz

(b)

Fig. 9 - (Continued) The effective rf electrostatic potential
across an accelerating gap in (a) the absence, and b) the

presence of strong self fields
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Fig. 11 - Schematic of the NRL relativistic Idystron
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RF Power vs. Time for Shot no. 1118
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Fig. 12 - Power of the NRL relativistic klystron during an RF pulse
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(a)

Fig. 13 - (a) Cylindrical, and (b) planar configuration of the magnetron
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Fig 13- (otinued) (a) Cylindrcan d()par configuration of the anto
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Fig. 14 - Operating regime of the magnetron-on in (V,B) space. The upper curve is the

Hull cutoff, the lower one is the Hartree-Buneman oscillation threshold
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(a)

Fig. 15 - Comparison of smooth wall and rippled wall dispersion relations for the
(a) transmission line, and (b) waveguide modes
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(b)

Fig. 15 - (Continued) Comparison of smooth wall and rippled wall dispersion relations for the
(a) transmission line, and (b) waveguide modes
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Fig. 20 - Plot of beam power loss and RF power output as a function of RF field

amplitude 0o. The output is shown for three different values of cavity Q.
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Fig. 23 - (a) Schematic of the P1 phase locked experiment, (b) the relative phase as a function of time

360 --

2 7 0 _ _

I.I

0 10 2030

TIME (ns)

(b)
Fig. 23 - (Continued) (a) Schematic of the P1 phase locked experiment, (b) the relati,.e phase as a function of time
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Fig. 25 - Schematic of the Los Alamnos Reditron
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