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ABSTRACT

This report presents an analysis of the jamming performance of frequency-
hopped communication systems in which the user-signal hops according to a nonuni-
form distribution across the available hopping bandwidth.
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1. INTRODUCTION

This report analvzes the effect of optimized partial-band Gaussian noise jamming on the per-
formance of communication systems in which the signal frequency-hops according to a nonuniform
distribution over the available hopping bandwidth. The analysis is developed for the class of mod-
ulations having an exponentially decreasing bit error probability in additive white Gaussian noise.
The results can be applied to any modulation since the Cheriioff bound provides an exponentially
tight upper bound to the bit error probability at high enough signal-to-noise ratios. At low signal-
to-noise ratios. the bit error probability can alwavs be approximated by an exponential function.
at least over a limited range.

Although ideally it should do so. there are situations in which a signal may not hop according
to a uniform distribution. For instance. in a frequency-hopped satellite link. a signal mayv not be
allowed to hop in certain portions of the hopping band and. instead. mav be forced to hop more
frequently in other portions of the band. This is the case when a wide-band signal restricted from
hopping to the band edges in order to avoid spilling energy outside of the allocated band. more
trequently revisit the center of the band. It is also the case when a user signal is restricted from
hopping in certains portions of the band because of the presence of other users. Conditions such
as these result in a nonuniform distribution of the user signal across the band.

The optimal partial-band jamming strategy and the resulting bit error probability are calcu-
lated here for arbitrarv nonuniform distributions. and these results are compared to the performance
achieved with uniform frequency-hopping. 1he results confirm intuition in establishing the fact that
the more uniform-(ike the distribution. the smaller the jamming loss when compared to uniform
hopping. A quantitative measure of the resulting loss is provided for arbitrary continuous and
discrete distributions.

This report is organized as follows.
Section 2 derives the well-known worst-case jamming performance for a uniform distribution.

Section 3 analvses the optimal jamming strategy and worst-case bit error probability perfor-
mance for arbitrarv nonuniform continuous distributions. A geometric interpretation is given of
the optimal jamming strategyv. The perfrrmance is compared to that for uniform hopping, at high
and low signal-to-noise ratios. A simple example is given to illustrate the analyvsis.

Section 4 develops the analysis for arbitrary discrete distributions. and follows the same outline
as Section 3. The equations are derived for staircase-like distributions. Such distributions are
important because they arise when several users frequency-hop within the same band [1]. The
staircase discontinuities result from the fact that. when the signal revisits certain bands more than
once, the probability distribution overlaps itself. The results obtained for discrete distributions are
similar to those obtained for nonuniform continuous distributions. The results from Sections 3 and 4
can be combined to handle any hybrid distribution having continuous portions and staircase-like
discontinuities. Finally, a simple example is given to illustrate the discrete case results.

Section 5 draws conclusions from the analyses, and provides guidelines for the design of nonuni-
form frequency-hopping plans.




2. UNIFORM FREQUENCY DISTRIBUTION

2.1 NOTATIONS AND ASSUMPTIONS

2.1.1 The Signal

Throughout this report. the notation {W'} with braces represents a frequency set. and W
without braces represents the size or Lebesgue measure 2 of that set.

In a frequencyv-hopped communication svstem. the user signal is allowed to hop over all or
part of the available hopping bandwidth {}1"}. Let {1} represent the frequency band ur set of
frequency bands over which the density is defined. For a uniform distribution. the density is a
constant equal to ag = 1,1} over the set {I1}. and equals 0 elsewhere. {7} is also called support
of the distribution throughout this report. {15 ,} with subscript u will be used to emphasize that
it is the support of a uniform distribution. and similarly subscript n for nonuniform distributions.
Figure 2-1 illustrates a uniform hepping distribution.

1418401
PROBABILITY
ag=1W, -+ Wy >
FREQUENCY, f
>
- w >

Figure 2-1. Uniform hopping distribution.

2.1.2 The Modulation

The modulation schemes considered are those whose demodulated bit error probability in
additive white Gaussian noise (AWGN) is characterized by the equation

h(Ep/Ng) = A e Fvo (2.1)
where E), is the bit energy, Ny is the single-sided white Gaussian noise power spectral density, and

A and ¢ are positive constants which depend upon the modulation. The above equation repre-
sents the detection performance for a large class of modulations which includes Binary Frequency




Shift Keving (BFSK). Differential Phase Shift Keving (DPSK). Differential Quadrature Phase Shift
Keving (DQPSK). Differential Offset Quadrature Phase Shift Keyving (D-OQPSK), and Differential
Minimum Shift Keving (DMSK). to name a few. The analvsis is valid for the class of modulations
having an exponentially decreasing bit error probability in additive white Gaussian noise. The
results can be applied to any modulation since the Chernoff bound provides an exponentially tight
upper bound to the bit error probability at sufficiently high signal-to-noise ratios.

2.1.3 The Janimer

The assumed jammer is a single partial-band white Gaussian noise jammer which can spread
its total power. J. over the entire hopping band. {}1}. or over just a subset {H’} of {W}. When
the jamming signal covers completely {}1'}. the jamming noise power spectral density is equal to
.V; = J/W. The bit energy-to-jamming ncise power spectral density ratio. E,/.V;. is represented by
p. For W; < 1", the effective jamming noise power spectral density is equal to AV;” = N;/(W;/1)
over the jammed set of frequencies {}17;}. and 0 elsewhere.

In this report. the analysis is restricted to the set of jamming strategies described below.

The total jammer power. J. is maintained constant. i.e.. at a given power level. the jammer
selects the most effective strategy within the class of strategies it can support. Note that the
receiver noise is usually dominated by the jamming noise. and can be neglected.

The jammer is allowed to place its power over one or several frequency bands. When only
one frequency band is jammed. the jammer selects the size and the position of that frequency
band within the hopping bandwidth. {11"}. When several frequency bands are jammed. the size
and position of each one of these bands is selected by the jammer. and the jamming noise power
spectral density is constant over the jammed frequency bands. Furthermore. the total jamming
power is kept constant and equal to J.

These stategies, referred to as single-power level partial-band white Gaussian noise jamming.
correspond to a single jammer with one transmitter and a large bank of narrow bandpass filters
which can be configured to transmit a signal of constant total power in one or several frequency
bands. The number of these frequency bands. the width of each one of them. and their posi-
tion within {11’} are chosen by the jammer in order to provide the maximum disruption of the
communication performance.

More effective jammers exist, which are not analyzed here. Multi-power leve] partial-band
colored Gaussian noise jamming. in which the jammer spreads its power across several frequency
bands. with. possibly, different power levels on each band. Even more general is the jammer which
spreads its power across the jammed bandwidth according to a nonuniform spectral density. This
jammer would provide more effective jamming strategies. In this report, the terms optimal jammer
and optimal jamming strategy are used with the understanding that the optimality is only for the
class of single-power level partial-band white Gaussian noise jamming strategies described above.




Finally. the jammer is assumed to have knowledge of the hopping bandwidth, of the shape and
pesition of the user signal probability distribution across {1}, and its goal is to maximize the user
bit error probability.

2.2 OPTIMAL JAMMING STRATEGY
Using Baves rule. the probability of error P, for a uniform distribution can be expressed as
P, = Pr{e | S is jammed}Pr{S is jammed} (2.2)

since there is no transmission error when the signal is not jammed.

The conditional probability that the signal is jammed. given p and 1. is

S . W /Wy for 1 < WY
Pr{S is jammed p.W;} = { X ! for ”,j_ > 1, (2.3)
Thus. the bit error probability P,(e | p. W7). given p and 7. is
W, /W) h(p W;/W) for W < W
Pue (p.W)) = (W5, _0) _(P /W) for 5 <Wo (2.4)
h(p“J/“) fOI’“jZ”Q

where p = E}/.N; is. by definition. the signal-to-jamming noise ratio.

The optimal jamming strategy is obtained by choosing the value of W’; which maximizes the
bit error probability.

For an arbitra,y function A(-). a simple calculation vields the optimal jamming strategy W

(2.5)

e - 3% for p < z*1W/Wy
) e Wip for p> W/

where z* is the solution of the differential equation h(x) + rdh(x)/dxr = 0.

In the case where h(r) = Ae“%. the optimal strategy is given by the expression (2.5) with

r*=c¢!

The optimal jamming strategy W is shown in Figure 2-2. as a function of signal-to-jamming
noise ratio p. The optimal fractional bandwidth é; is equal to W /W, At low signal-to-noise ratios,
the jammer has plenty of power to spread over the full hopping bandwidth Wy, and is more effective
as a white noise jammer. At high signal-to-noise ratio, the jammer’s best strategy is to concentrate
its power on just a fraction of the hopping bandwidth, hitting the signal less frequently but more
effectively than white noise jamming,




2.3 PERFORMANCE UNDER OPTIMAL JAMMING

The bit error probability P,(e | p. W) under optimal jamming is obtained by substituting the
optimal jamming strategy 17 given by (2.5) into Equation (2.4). This gives

. hip Wy/W for p < 2*W/W
Pye|p.W}) = (p Wo/W) . Pt /Mo (2.6)
(z*W/WY) h(z*) /p for p > x*W/WY.
For the modulations of interest. h(x) = Ae™°%, and Equation (2.4) is given by
‘ o hip Wo/1V for p < 71/ W
Pue|p. W) = (f’l o/1H) o p=c /Mo (2.7)
(cT'W/Wo)h(c™ ) /p for p>c "W /HY.

The bit error probability under optimal jamming is shown on Figure 2-3 as a function of the signal-
to-jamming noise ratio p. The bit error probability is a decreasing function of the signal-to-jamming
noise ratio. The decrease is exponential at signal-to-jamming noise ratios less than /1, and is
hyperbolic at signal-to-jamming noise ratios greater than 117/117.
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Figure 2-2. Optimal jamming strategy for uniform hopping.
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3. NONUNIFORM CONTINUOUS FREQUENCY DISTRIBUTIONS

3.1 FREQUENCY HOPPING DISTRIBUTION

This section examines the case of arbitrary nonuniform continuous frequency distributions.

The frequency distribution of interest. a(f). is a real-valued function defined over a frequency
set or support {Wo} = {f | a(f) > 0} contained within {11"}. In this section. the function a(-) is
assumed to be continuous, with minimum a,, > 0 and maximum ay;.

The set {1, }. defined as

{(Wat={fla(f) > a} for am <a<ay (3.1)
represents the set of frequencies at which the probability density exceeds the value a. In particular,
for a = 0. {WW,} = {WH}.

Depending on the shape of the distribution a(-). {}1’;} may or may not be a connected set! of
frequencies. When {W,} is a connected set. there exists two frequencies f; and f} such that

Wal={f1f;<fF<fi} (32)
Let us define a real-valued function. I'(-). as follows
[(a) = L{W,}. for all a such that am <a <ays (3.3)

where £ is the Lebesgue measure {2]. In other words. I'(a) represents the length or measure of
the frequency set {7} on which the hopping density equals or exceeds a. Figures 3-1 and 3-2
illustrate the definition of the function I'(-) for connected and disconnected sets, respectively. It is
assumed, throughout this section, that the function I'(:) and its first derivative ~(-) exist on the
interval {am,aar].

It results from the above definition that
(0) =Wy (3.4)

r
/a" T(a)da = 1. (3.5)

m

Let us define type-I distributions as distributions such that

L{fia(f)=an}=0 (3.6)

1 A set is connected if any two of its points can be joined by a line completely contained in the
set.
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Figure 3-2. Function I' with disconnected sets.




i.e., the peak value ay; is achieved over a frequency set of measure 0. e.g., a single frequency or a
countable number of frequencies. Distributions which are not type-I are called type-I1 distributions
are illustrated on Figures 3-3 and 3-4. With this definition, I'(axs) = 0 for a type-I distribution,
and I'(aas) > 0 for a type-I1 distribution.

141810-4
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Figure 3-3. Continuous hopping distributions of type-I.

3.2 OPTIMAL JAMMING STRATEGY

The following notation is used with respect to jammed frequency sets. A jammed frequency
set of arbitrary size is represented as {V’}, with the subscript j. The frequency set jammed by
the optimal jammer is represented as {Wj‘}, where the * denotes optimality as previously defined.

Consider the class of jammers of equal bandwidth #’; < W and different jammed sets {W};} C
{Wo}. The jamming strategy {W,;} such that I'(a;) = W’ places the jamming power over the set
{f | fe{We}}={f]alf) > a;} ie, where the user signal is most likely to occur. Among
all jammers of bandwidth 11, this strategy maximizes the probability of jamming the signal. It
can be shown, mathematically, that any departure from that choice results in a lower probability
of jamming the signal. The probability of jamming the signal, given 1}, is equal to the integral of
the frequency distribution over the jammed frequency set. The optimal jamming strategy is one
which maximizes the bit error probability. It is shown, in Appendix A, that the optimal jamming
strategy W is

11
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Figure 3-4. Continuous hopping distributions of type-11.
e For type-I distributions,
{(W'}= {Wa;} for all values of p (3.7
e For type-11 distributions,
W, for p < ¢~ 'WW/I(a;
{c7W/p} for p>c 'W/T(axs)
where aj is the implicit solution of the equation
W 1 fom
2 —r@)+ —‘/ I(a)da (3.9)
cp a; Ja;

and {c"!W/p} is any subset of {W,,}, of size c™117/p.

The above equations indicate the size of the optimal jammer bandwidth and the exact portion
of the hopping bandwidth where the jammer places its power. The variation of the optimal jammer
bandwidth as a function of the signal-to-jamming noise ratio is illustrated on Figure 3-5. The
variation of the optimal fractional bandwidth é6; = W7 /W" as a function of the signal-to-jamming
noise ratjo is illustrated on Figure 3-6. A geometric interpretation of the optimal jamming strategy
is given in Section 3.5.

12
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Figure 3-5. Optimal jamming strategy W for nonuniform hopping.
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3.3 PERFORMANCE UNDER OPTIMAL JAMMING

Equation (A.4) gives the bit error probability for a jammer of arbitrary width W;. The
jamming strategy which maximizes the bit error probability is given by Equations (3.7) and (3.8).
Substituting W in Equation (A.4) for the optimal jamming strategy W yields the worst-case
performance for type-I and type-II distributions. This yvields the basic expressions for the bit error
probability under optimal jamming

oW

any
Puelp. W) = [a;n';+/_ M(a)dajh(“rr (3.10)
ﬂ]
Woopn
_ o X 11
aj o h(T) (3.11)
O p e
o] h(ct - / I'(a)da) (3.12)
cp aJ»H a; .

wlicie ¢ satisfies Equation (3.9). It is easy to check that the above expressions are equivalent.
In summary, the worst-case bit error probability is

e For tvpe-I distributions.

1w plt

| ) = qt— J
Pu(e|p.W]) = qj cph( % ) for p>0 | (3.13)
where a; satisfies

W 1. azs

2 (e} + -;/ I'(a)da (3.14)
cp a; a;

¢ For type-I[ distributions,
a;c'l%h(f%;) for p < ¢ 1W/T (aar)

Po(e| pW]) = (3.15)

a_11c°1%h(c‘l) for p > ¢~ /T(aar)
where a] satisfies Equation (3.9), {W}} = {Wa;}, and W7} = [(a;).

The general form of the probability of error as a function of signal-to-jamming noise ratio is
shown in Figures 3-7 and 3-8 for type-I and type-II distributions, respectively.

14
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3.4 PERFORMANCE COMPARISON

3.4.1 Performance at High Signal-to-Jamming Noise Ratio

We now compare the performances, at high signal-to-jamming noise ratios, of a signal hopping
according to a nonuniform distribution and facing its optimal jammer {W.}, to the performance of
the same signal hopping uniformly and facing its optimal jammer {H'j“u}. It is shown in Appendix B
that the ratio of the nonuniform bit error probability to the uniform bit error probability at the
same signal-to-jamming noise ratio p is equal to or approaches ajs/ag,, where ag, = 1/Wjy,
represents the value of the distribution for uniform frequency-hopping. Specifically,

o For type-I distributions,

Pn(e l p. “’j‘_n) p—x AN

_—

P,(e | p. “'j‘.u) a0.u

(3.16)

o For type-11 distributions,

Polelp. W) ay N
ST > I Wy e YT 3.17
Pu(e l p. ”j‘u) LR 4P = rnaX(C / 0.u-¢ / (a‘”)) ( )

For both types of distributions. the performance for nonuniform frequency-hopping is worse than
that achieved for uniform frequencyv-hopping at high signal-to-jamming noise ratio. The corre-
sponding increase in bit error probability is by a factor of ayr/ag,. Since the bit error probability
increases by a factor of ays/ag.. the effective signal-to-noise ratio decreases by a corresponding
factor. We now prove that, for a same performance level. the loss in signal-to- jamming noise ratio
is also equal to axs/ag.y-

The ratio of bit error probabilities is given by Equations (3.16) and (3.17). Let p, and p, be
the signal-to-jamming noise ratios at which the uniform and the nonuniform hopping plans achieve
the same bit error probability. Since the bit error probabilities are inversely proportional to p at
large values of p, the ratio pn/py is

Pn — anr/aga (3.18)

u

In other words, the signal-to-noise ratio loss is equal to axs/ag, for type-I distributions, and
asymptotically equal to axr/ap.. for type-I1 distributions. It should be pointed out that this last
property results from the exponential form of the function h(.) assumed in Equation (2.1).

From the above results, several observations can be made concerning the performance loss due
to nonuniform hopping.

At high signal-to-jamming noise ratios, the loss can be very large if the ratio aps/ag,, is very
large. Thus, a frequency distribution with a high narrow peak or a high narrow plateau will generate
a large signal-to-noise ratio loss. and this loss will only show up at high operating points, i.e., at

16




high p. This is generally the case if the set {I'(a1r)} is small. e.g.. if it is a small percentage of Wy,
and if ayy is clearly larger than the rest of the distribution, i.e.. if the plateau or the peak(s) are
pronounced. This would be the case of a distribution having a large number of very narrow and
tall peaks (resembling a large number of Dirac impulses) with a small total measure, even if these
peaks are scattered uniformly over the available band. A scheme which could be used to generate
such a large set of Dirac impulses could also be used by the jammer to jam precisely the same set
of frequencies.

Similarly. a frequency distribution with a low wide peak. or a low wide plateau, or a large
number of low peaks of large total measure li.e.. I'(ays) large] will generate a moderate SNR loss.
and this loss will show up at lower operating points.

3.4.2 Performance at Low Signal-to-Jamming Noise Ratio

In a similar fashion, it is shown in Appendix C that the ratio of the nonuniform bit error
probability to the uniform bit error probability satisfies

Pale TPV ]0) p=0 2w, mv,)
Pyl p=0 - , (3.19)
P,(e ' p. Hj.u)
where {Wo .} and {Wy,} represent the support sets of the nonuniform and the uniform frequency
distributions. respectivelv. In the case where both distributions have the same support set. the
limit is 1
Po(e . p W) ) p—0

- 3.20
P,e p. ”f.u) ( )

i.e.. as the signal-to-jamming noise ratio p tends to 0. the performance for uniform and nonuniform
frequency-hopping are asvmptotically equal.

The above analysis leads to the following observation. In a frequency-hopped communication
system, it is preferable to use a uniform frequency-hopping scheme if one wants to minimize the
bit error probability in a jammed environment. If a uniform distribution is not possible due to
constraints placed on the user signal hopping band. then the distribution should be as uniform
as possible, i.e.. the largest peak aj; in the distribution should be kept as close as possible to
ag. A frequency-hopping scheme with a number of small peaks in the probability distribution is
preferable to une having even one single larger peak. Such a choice will result in a reduced and
small performance loss when compared to the uniform case. The resulting increase in bit error
probability is 10Logg(arr/ag) dB.

3.5 GEOMETRIC INTERPRETATION

It is possible to give a geometric interpretation to the optimal jamming strategy and to the
worst-case bit error probability.
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3.5.1 Geometric Interpretation of the Optimal Jamming Strategy

As shown in the previous section, the bandwidth of the optimal jamming strategy W7 is given
by

W =T(a)) (3.21)

where a; satisfies

. W1 v
[(a})=— - —_-/ I'(a)da. (3.22)
o a; Ja
J
Thus
W axr
g— = ;- [ T (3.23)
cp a]‘
1,
= [7atnias (3.24)
J
where a(f;) = a(f;) = a3. since the right-hand terms are two equivalent representations of the

J
probability Pr{f, < f < fi}.

Let us define

s, ‘
Alp) = / o(f)df (3.25)

J
as the area under the distribution o(-) between f; and fJ’.

Similarly, let

(3.26)

be the area of the rectangle of width ¢c=!W/p. and By;(p) = axse™'W/p. These areas are shown as
cross-hatched regions on Figures 3-9 and 3-10. The worst-case jamming strategy is determined by
the following geometric conditions:

e For type-I distributions, the optimal jammer places its energy on the set {Wj‘} = {[(aj)}

where a; is such that

A(p) = B(p) for all values of p (3.27)
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e For type-11 distributions.

If p < ¢ 'W/T(ayr). the optimal jammer places its energy on the set {H'J"} = {I'(aj‘-)} where
a; is such that A(p) = B(p):

If p > ¢ 'W/T(ayy). the optimal jammer places its energy on any subset of width Bas(p)
contained within {I'(asr)}.

With the above interpretation. for a given signal-to-jamming noise ratio. aj is that value which
provides equal shaded areas A and 5. The optimal jamming strategy is {H'j'} = {Wa)-}, and the
bandwidth of the jammed set is equal to W = I'(a}). as shown on Figures 3-9 and 3-10. The
vase filling analogy can be helpful to visualize the condition which determines the optimal jamming
strategy as a function of the signal-to-jamming noise ratio.

141830-12
a(t)

Aa(p) =B(p)

A(p) B(p)

-—w —> - Cc1Wp —P

Figure 3-9. Geometric interpretation of the optimal jamming strategy for tvpe-I dis-
tributions.

3.5.2 Geometric Interpretation of the Worst-Case Performance

e For type-I distributions.

It results from Equation (3.13) that the probability of error under optimal jamming equals
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Figure 3-10. Geometric interpretation of the optimal jamming strategyv for type-II
distributions.

Ao(P))

[ ey -1
Pate | p.W]) = Blo)h (7 2

(3.28)

where B(p) was defined above, and Ay(p) = a;H'J-' is the cross-hatched area shown on Figure 3-11.
With this geometric interpretation, it is easy to see how the optimal jammer changes as a function
of p. In particular. as p — oc. aj — aar. Ao(p)/B(p) — 1. and Pp(e | p.W1]) — arrc 'Whic™1)/p.
as expected. Also, as p — 0. a] — 0. B(p) — 1. and Pr(e | p. ]) — h(plo/W').

e For type-11 distiibutions.
The bit error probability follows from Equation (3.15)

B(p)h(c‘l%"{pi))) for p < c7'W/T(apr) ,

Pu(e | p. W) = (3.29)
Bar(p)h(c™!) for p > ¢™1W/T(anr).
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141810-14

0 C"W/l‘(aw

Figure 3-11. Geometric interpretation of the worst-case performance.

3.6 EXAMPLE

To illustrate the previous equations. we consider the case of a triangular distribution of type-I,
as shown on Figure 3-12. The support set is . and the peak equals 2ag. with ap = 1/Wy. The

function T is easily seen to be

2aqg — a

['(a) Wo.

2ag

Using Equation (3.23), the optimal jamming strategv is such that

t“' “pr-* H}‘
a]?p- Z(I.j”] + 2

*

(2a0 - a})

or, equivalently,

W W

aj = 2ag [V 1+ (Cpr)2 ~(

Consequently, the optimal jamming strategy is

Wr=WuyH |1+ n 1+ ( i
i= e cpliy \/ cpWy

cpWp )] '

)2
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Figure 3-12. Example of triangular distribution.
and from Equation (3.13). the worst-case bit error probability is
2aoW’ W W - [1- e - S1i= (]
P, ) = 2 - —)| Ae oo o 3.34
(e W) = = [ =) Cpuo)} (3.34)

Figures 3-13, 3-14 and 3-15 represent the variations of the optimal jammer bandwidth, the optimal
fractional bandwidth and the worst-case bit error rate, respectively, as a function of p. Notice that,
at high signal-to-jamming noise ratios, the performance loss is equal to 3 dB when compared to
the uniform distribution.
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Figure 3-13. Optimal jammer bandwidth for a triangular distribution.
141810-17
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Figure 3-14. Optimal fractional bandwidth for a triangular distribution.
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Figure 3-15. Worst-case bit error rate for a triangular distribution.
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4. DISCRETE FREQUENCY DISTRIBUTIONS

4.1 FREQUENCY HOPPING DISTRIBUTION

The frequency distributions considered in this section are discrete distributions which can best
be described as staircase-like. The analysis for discrete distributions having continuous sections
and staircase-like discontinuities can be carried out in a similar fashion using the results derived in
this section and in the previous section. The focus in this section is on staircase-like distributions.

Staircase-like distributions take on a finite set of values. aj. between 0 and a;. A representative
distribution from this class is shown in Figure 4-1. Specifically. the frequency distribution o(.) is

14181019
A
alf) Ly W= AWy =Ty
—y r‘—_
. o
i
| |
] ]
! 1
' 1
t t
] ]
ak ___________________ - i i
1 1 '
t |
¥ L
! 1 ] 1
! ] ] 1
', 1 '
'y 1 )
"l ! ] T
b T 'k
! ] ] ]
i ! 1 f
ag=0 s >
{3W,} {AWm}
- Wo=Ty —>
- W=Tg >
Figure 4-1. Staircase-like discrete distribution.
defined as
olf) = ak, for fe {AWL}, (k=0,...,M) (4.1)
ap = 0 '
where {{AW}}:k =0...., M + 1} is a collection of finite non-overlapping sets realizing a partition

of {Wo} such that!

! The symbols |J and @ represent the union of sets and the empty set, respectively.
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{Wo} (4.2)

{ UiLo{aW}
{AWy .} = 0.

{AW)

The trivial definitions of {AW5} and {AW)j,.,} are introduced because they simplify the formula-
tion of the general solution. As was the case for continuous distributions, the notation with braces
{AW} represents a set. and AW without braces denotes the size or Lebesgue measure [2] of that
set.

Since a(.) is a probability density, it also satisfies
M

> ardl =1 (4.3)
k=1

Let us introduce the scalar quantities p

{ pe = M a; AN, fork=1..... AM. (44

po=p1=1 pry-1=0.

The quantities p; represent the cumulative probabilities starting from the peak of the distribution.

Finally, the function I'(.) associates the set {I';} to the scalar a; as follows

{ {Lh} ={flalf) 2 ar} = ;\ik{AH}}. fork=1..... Al (45)

{To} = (W}, {T1} = {Wo}. {Ta—1}=0.

The function I'(.) is similar to that used for continuous distributions, except that the simpler
notation {I'x} is used instead of the previously used notations {W, } or I'(ax). As indicated, I'x
represents the measure of the set {I'1}.

The above definition results in the following sequence of inclusions
{(Wy={To} 2 {Wo}={T1} 2... 2{Tu} = {AWxs} 2 {Tar-1} =0, (4.6)

and their measures satisfy

(4.7)

=M Aan, fork=1,....AL
O<Tar <...<T <...<T1 = WY

It should be observed that the definition of the sets {AW%} and {I'y} applies to connected as well
as non-connected sets.
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4.2 OPTIMAL JAMMING STRATEGY

Jammers of the same width. W', placing their power in different subbands of {W} do not
have, in general, the same effectiveness. Maximum effectiveness is achieved when the jammer {W;}
positions its energy around the peak of the distribution so as to maximize the probability of jamming
the signal. This is possible since the jammer knows the distribution’s shape and position, as was
previously assumed. For instance, if W; < AWy, then any strategy such that {11} C {AWxs} is
optimal among strategies of width 11;.

In what follows. the jammer is assumed to always position its energy around the distribution
peak so as to maximize the probability of jamming the signal. The remaining optimization left to
the jammer is to select its width, 1}, in order to maximize the bit error probability at a given
signal-to-jamming noise ratio.

The probability of jamming the signal, conditioned on 17, is
Pr{S is jammed | W;} = ppo1 + ap(W; — Tiy) (4.8)

for {Tk—1} C {W;} C {I'x}. and k =0...., L.

Consequently. the conditional bit error probability Q. (e | p. 1) is

. . ] W
Qnle|p. W) = [pre1 + ap(W; = Tiey)] h(PT‘—f)- (4.9)
It is shown, in Appendix D, that the optimal jamming strategy {H'j‘} is given by the expression

[ {W5}. forp<p

{(Wik}., forpe<p<pe (k=1,...00-1)

Wr} = ' 4.10)
Y =0 0y Forp<p< et kel b —1) (
(Wi}, forp>pm
where {1174} is any frequency set such that
{Tear} © {Wjk} € {Tu}
. W Pk-1
Wik=—+T) —— .
j.k cp + 1 (4 11)

and pg, p; are defined as
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1 ap v’

- 4.12
pr-1 + ap(Tx — AW _y) (4.12)

pr =

L aW
. 4.13
Pk Pi-1 + arlpog, (4.13)

Figure 4-2 illustrates the variation of 1" as a function of the signal-to-jamming noise ratio.
Figure 4-3 illustrates the variation of the optimal fractional bandwidth 67 = 1’7 /H" as a function of
the signal-to-jamming noise ratio. As p increases past plk, W7 decreases to I'x., and stays at that
value for p;c < p € pg-1. This behavior then repeats itself, with k replaced with k£ + 1. The curve
consists of alternating flat plateaus and hyperbolic sections. At very low signal-to-jamming noise
ratio, the jammer has enough power to jam the whole distribution, i.e., W =Wo. As p gets larger,
the ¢primal jammer only jams a fraction of WY, and uses its power more efficiently by jamming
the frequency subbands most frequently visited by the user signal. As the signal-to-jamming noise
ratio gets very large, the optimal jammer is eventually forced to place all its power over a narrower
frequency subband of {AWys} over which the probability of hitting the user signal is largest.

141810-20

Figure 4-2. Optimal jamming strategy versus signal-to-jamming noise ratio.
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141810-21

Figure 4-3. Optimal fractional bandwidth versus signal-to-jamming noise ratio.

4.3 PERFORMANCE UNDER OPTIMAL JAMMING

Substituting the optimal jammer given by Equation (4.10) into Equation (4.9) gives the worst-
case bit error probability

Qnle | p.W}) = (4.14)

[ h(pWo/ W) for p < p1

akc_l%‘;'h(c_1 + 5 (Lee1 = BEEL)) for pp < p < py,

\
Pr~1h(plk-1/W) for o, < p < k1

{ a.wC'”—f,'h(C_l) for p > par

where pi, Ty, px, and p;c are defined in equations (4.4), (4.5), (4.12) and (4.13), respectively, and
k=1,...,M-1.
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Figure 4-4 represents the variation of Qn(e | p, W) as a function of the signal-to-jamming
noise ratio. The performance curve has an exponential shape at low signal-to-noise ratios, and
a hyperbolic shape at very large signal-to-noise ratios. For intermediate values of p, the shape
alternates between those of (1/p)e~*? and e~ *?, where u and v are positive numbers which depend
on k.

141810-22
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Figure 4-4. Worst-case performance versus signal-to-jamming noise ratio.

4.4 PERFORMANCE COMPARISON

4.4.1 Performance at High Signal-to-Noise Ratio

Let W, and W}, denote the optimal jammer bandwidth for the discrete and the uniform dis-
tributions, respectnelv It results from Equation (4.14) that Q,(e | p, Wro)equalsapsc “Wh(cY)/p
for p> par = c T/ AWy

Comparing this expression to that for P,(e | p, W7 ,) gives
Qnle| p. W) _apm o W o W

= = . or p > max(c —.C .
Pl | p W)~ ana’ 1T PZM R T,

) (4.15)

and the last condition simplifies to p > par = ¢ W /AW,y
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Let p, and p, be the signal-to-jamming noise ratios at which the uniform and the nonuniform
hopping plans achieve the same bit error probability. Since the bit error probabilities are inversely
proportional to p at large values of p. the ratio p,/p, is

P — anr/aoa. (4.16)

Pu

In other words, the signal-to-noise ratio loss is equal to ais/ag., for large values of p.

From the above result, several observations can be made concerning the performance loss due
to nonuniform hopping. At high signal-to-jamming noise ratios, the loss can be very large if the
ratio ayys/ag,, is very large. Thus, a frequency distribution with a high narrow plateau will generate
a large signal-to-noise ratio (SNR) loss. and this loss will only show up at high operating points,
i.e.. at high p. This is generally the case if AlWys is small. i.e.. if it is a small percentage of W,
and if aas is clearly larger than the rest of the distribution. i.e.. if the plateau is high compared to
the rest of the distribution. This is also the case for a distribution having a large number of very
narrow and tall plateaus with a small total measure, even if these plateaus are spread across the
whole band. It is therefore desirable to use a hopping scheme with a distribution as uniform-like
as possible, so as to keep the value of the largest plateau(s) as small as possible. These results are
quite similar to those obtained for continuous distributions.

4.4.2 Performance at Low Signal-to-Noise Ratio

From Equation (4.14). the worst-case bit error probability Qn(e | p. 7 ,) equals h(pWon/W)
for p < p1 = ¢ ta;W/(p2 + a1 AW7) . Therefere.

Qn(e l p- ”’;n) (Eﬂ(n‘ Wo ) W

—_— = = e W 0nT 0:) for p < min(c™? —. 4.17

XA for p < min(c™ s 1) (4.17)
and for distributions with equal support sets,

Qnle [ p15) LW

- =1, forp < min(cT —.m). 4.18

Pu(e|p W) forp & ™! (4.18)

Figure 4-5 summarizes the behavior of the bit error probabilities for the uniform and nonuniform
hopping plans.
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Figure 4-5. Compared performance for uniform and discrete distributions.

4.5 GEOMETRIC INTERPRETATION

4.5.1 Geometric Interpretation of the Optimal Jamming Strategy

The optimal jammer is given by Equation (4.10). For p, < p < p'k. W =

;= Wk, or equivalently,

e 1%
Pr-1+ax(W] = Thy) = W (4.19)

The geometric meaning of this equation is identical to that given for continuous distributions, and
is illustrated on Figure 4-6. The left side of Equation (4.19) represents the integral, Ax(p), of
the distribution over the set {I};}, and the right side represents the area. Bi(p). of the rectangle
of height a; and width ¢™'11"/p. The same interpretation exists for all values of p. With this
interpretation, Equation (4.19} is equivalent to

Ai(p) = Bi(p). (4.20)

Thus, the jammer’s best strategy is such that the two areas .A(p) and B(p) under each curve are
equal.
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Figure 4-6. Geometric interpretation of the optimal jamming strategv for discrete
distributions.
4.5.2 Geometric Interpretation of the Bit Error Probability
Equation (4.14) shows that the worst-case bit error probability equals
Ak.o(p)
Qnle | p.W}) = Ar(p)h(c™ == (4.21)
(e lot, Ailp) )

where Ai(p) was defined above. and A o(p) is equal to aiW;. This simple geometric interpretation
allows one to visualize the variation of the bit error probability under optimal jamming, as the
signal-to-jamming noise ratio changes. This is illustrated on Figure 4-7.

4.6 EXAMPLE

The following example illustrates how to use the equations giving the optimal jammer and
worst-case bit error probability in the particular case of a signal hopping according to the frequency
distribution shown on Figure 4-8. The distribution is a type-I distribution, defined over a support
set {Wo}. It takes on values a; over the set {11} and a2 over a set {{5}. From Equation (4.4),
Po=p1 = 1, D2 = a2W2. D3 = 0. and {ro} = {”'}. {1‘1} = {‘Vo}. {1“2} = {‘VQ}, {I‘3} = @ In
addition, AW = 1V, AW, = W, by definition.
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Figure 4-7 Geometric interpretation of the worst-case performance.
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Figure 4-8. Example of staircase distribution for M=2.

Finally, from equations (4.12) and (4.13). p; = q; W', p'1 =cla,W/aaWs. po = ¢ /W%,

Therefore, from Equation (4.10), the optimum jamming strategy is
[ {(Wo}, forp<clqW
{”'j-l}' f07‘ C_lalnv <p< C‘lalﬂ'/a;;U'z

(W'} = (4.22)
(W3},  forcla1W/asWs < p < c /NG

Wiol. forp>c 'W/H,
L J

where {1}/ 1} and {W 2} are two frequency subsets such that

W -
(W} C (W1} C {Wo} W,y = c-l7 - u'g"?al‘“ (4.23)
and
. . . W
0 c {W;2} C {Wy} Wia=c -; (4.24)
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Figure 4-9. Example of optimal jamming strategy for M = 2.
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Figure 4-10. Example of optimal fractional bandwidth for M = 2.
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Figure 4-9 illustrates how the measure of the jammed set varies with p. Figure 4-10 illustrates
the variation of the optimal fractional bandwidth with p. The bit error probability under optimized
jamming is

Qule o W]) =

[ h(p‘—“%) for p < c7layW

o Zh(c™! - 2za k2 o) for c7layW < p < cla; W/l

‘ (4.25)
02”'2h(P%';) for c7la;W/aaWs < p < c71W/WY
| a25;h(c7) for p > ¢~ /W

Figure 4-11 represents the probability of error under optimum jamming.

141810-29
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Figure 4-11. Example of worst-case performance for M = 2.

Consider, now, a distribution having one very narrow and large spike somewhere within an
otherwise uniform distribution. This is a special case of the discrete distribution just described,
where WY is very small compared to W}, and a2 is very large compared to a;. It was shown that
for large signal-to-jamming noise ratios the jamming loss is equal to 10Logio(arr/ag) dB. Since
the distribution has a very large spike, ajs is much larger than ag, and the jamming loss is very
large. However, the values of p for which this expression applies are very large. In fact, p must
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exceed ¢~!1V/W, which, for small values of 117, is much greater than the value of p at which the
system operates. Therefore, the maximum jamming loss must be computed at the largest operating
signal-to-jamming noise ratio. and could, in a case such as the one described here, be much smaller
than 10Logio(ass/ag). The worst-case two-level distribution for a system operating at a SNR of p;
is one whose overlap size W satisfies p; = ¢™!'W/W,. When it is the case, the worst-case jamming
loss is incurred at the signal-to-jamming noise ratio at which the system operates.
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5. CONCLUSION

The jamming performance of frequency-hopped communication systems has been analyzed for
arbitrary continuous or discrete hopping distributions. The analysis shows that the worst-case
performance loss when compared to uniform hopping is either equal to or bounded above by the
expression 10Logo(aas/ag).

Whenever possible, it is in the interest of the communication designer to select a hopping plan
resulting in a frequency distribution which is as uniform as possible, since this leads to the best
antijam performance. When this is not possible, two strategies are available to the designer in
order to mitigate the additional loss due to the nonuniform distribution.

The first strategy consists of allowing a small number of high narrow spikes or high narrow
plateaus in the frequency distribution. As was shown, the maximum jamming loss, given by the
ratio aps/ag, is very large, but it is only incurred at very large signal-to-jamming noise ratios well
above the system’s operating point.

The second strategy consists of allowing a number of low wide spikes or low wide plateaus
in the frequency distribution. In this case, the maximum jamming loss is incurred at or possibly
below the system’s operating point but it is quite moderate.

The specific values will depend upon the modulation waveform chosen, the system’s operating
point, and the user signal bandwidth.

Finally. the use of Chernoff bounding techniques [3] makes it possible to extend these results

to arbitrary modulations.
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APPENDIX A
CALCULATION OF THE OPTIMAL JAMMER FOR NONUNIFORM
CONTINUOUS FREQUENCY DISTRIBUTIONS

A.1 CONDITIONAL BIT ERROR PROBABILITY

Since the jammer knows the shape of the distribution a(-) and takes advantage of that infor-
mation, the probability that the signal is jammed, conditioned on 11}, is

/ a(f)df for W; < Ny
{Wa;}

Pr{S is jammed | W;} = (A.1)
1 for W; > Wy
with W = I'(a;), or equivalently
W+ [ ' Tla)da for W; < I
a;lW; + a)da for W; <
Pr{S is jammed |W;} =¢ 7’ / ( 7= (A.2)

1 for W; > Wy

with B = I'(a;), and a,, < a; < ayy.

If the sets {W,} associated with the distribution a(.) are connected sets, the integral over a
set is equivalent to an integral between two integration limits

+

J . .
Pr{S is jammed | Wj} = /f a(f)df for I <o (A.3)

J

1 for W; > Wy

with a(f;) = a(f_;-) = aj, and W; = I'(a;). For the sake of clarity and without loss of generality,
the notation valid for connected sets will be used.

Using Bayes’ rule, the conditional bit error probability P,(e | p, W), given a jammer bandwidth
W, is equal to

apm

la;W; + / T(a)dajh(pW;/W) for W; < Wy
a;

h(pW; /W) for W; > Wo

Pu(e| p,W;) = (A4)

with W; =I'(a;), and am < a; < apy.
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A.2 OPTIMAL JAMMING STRATEGY

The optimal jamming strategy {WJ-*} maximizes the bit error probability P,(e | p, W;) with
respect to 11j. Let us examine the expression for the derivative of P,(e | p, W;) with respect to
W, For the class of modulations for which h(z) = 4e™*, this derivative equals

OPalea) = h(pW /W) [aj~ci%(ajr(aj)+f:j“r(a)da)]

(A.5)

h(pW;/W)a; e [& - T(a)) - & :]‘"I'(a)da]

for W; < Wy. The sign of OP,(e | p, W;)/0W] is given by the sign of the implicit expression I'(a;)
W
T(a;) = — ~ el(a;) - —/ I(a (A.6)

Since T(0) is —oc, and T(aar) = W/p — cI'(apr), the derivative only changes sign if T(aar) is
positive.
Consequently,

e For W/p — cI'(ayr) > 0, T(a;) equals 0 for some value a; between am and aps. The value of
a; at which the derivative equals 0 is the implicit solution of the equation

w
== +_/ T(a (A7)

e For W/p — c['(arr) < 0. T(a;) is negative over the interval (an,ass). and the maximum of
P, is achieved for a} = ax;.

It is now possible to express the optimal jamming strategy:

o For type-I distributions,
{wr}= {H'a;} for all values of p (A.8)

where a] is the implicit solution of Equation (A.7).

e For type-I1 distributions,

() = { {Wa;}  for p < c'W/T(an) (A.9)

{W/cp} for p>c 'W/T(ans)

where a] satisfies Equation (A.7), and {c"'W/p} is any subset of {Wy,,}, of size c'W/p. The
optimal fraction of the bandwidth to be jammed is given by the expression 6; = W /W.
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APPENDIX B |
PERFORMANCE AT HIGH SIGNAL-TO-JAMMING NOISE RATIO FOR A
NONUNIFORM CONTINUOUS DISTRIBUTION

Swce WJ-‘ > U, 1t results trom kquation (3.9) that

1 arf 14
0< = / T(a)da < — (B.1)
a; Ja3 cp
J
or
1 ars
;/ T(a)da — 0, asp— oo (B.2)
j /a3

Thus. a; — ajr as p — oC.

For type-I distributions, I'(aas) = 0. Then, from equations (3.13), (3.9), and (B.2), it results
that a} — aay, and I'(a}) — ¢~ 1i7/p.

Consequently,

W

Pole | p.W}) — apre” 7h(c_1). as p — o< (B.3)

and the ratio of the nonuniform bit error probability to the uniform one is asymptotically equal to

Pn(e | P ! ”7) p—x AArf

- B4
Plelp WD) o B4
where ag, = 1/Wo., is the value of the uniform distribution with support Wy ,,.
For type-II distributions, I'(aas) > 0. and for p > ¢ 1W7/T(ays),
. W
Pule | p, W) = aprc™ —h(c™). (B.5)
For the uniform distribution and p > ¢~!W /WYy, we have from Equation (2.7)
. W
Pue|pW}) = ao,uc—ph(c ). (B.6)

Therefore, for p > max(c™!W/Wp,,c W/ (aar)), the ratio of the nonuniform bit error probability
to the uniform one is equal to

Pn(e | p’ WJ‘) _ aM
Pu(e | P Wj‘) agp,u .

(B.7)

This completes the proof.
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APPENDIX C
PERFORMANCE AT LOW SIGNAL-TO-JAMMING NOISE RATIO FOR
NONUNIFORM CONTINUOUS DISTRIBUTIONS

It follows from Equation (3.s) and integration by parts that

L ay(a)da (C.1)

a] B W anrs

and therefore, a; — 0. and W} =T'(aj) — Wy, as p — 0.

Equation (3.9) further implies .
a;l" . anm an
ot +/ I'(a)da —»/ T(a)da = 1. (C.2)
cp aJ‘. 0

Thus, from Equation (3.10)
" Wo
Pu(e|p. W) = h(p72). asp—0. (C3)

Comparing the asvmptotic performances for uniform and nonuniform hopping leads to the result

Po(elp| W) 0

Pu(e ] p,W7}) (C.4)

If the uniform and nonuniform distributions have different support sets {¥y,} and {Wy,} respec-
tively, the limit of the above ratio is

Pale 12 1W)) | [ oot

Pule ] pW7) W as p — 0. (C.5)

Q.E.D.

47




APPENDIX D

CALCULATION OF THE OPTIMAL JAMMING STRATEGY FOR
DISCRETE DISTRIBUTIONS

D.1 DEFINITION OF THE FUNCTIONS {Q(I1;)}

Consider the real functions {Q%(1¥;);k = 0,1.---, M), defined for 0 < W; < Wp. These
functions are of interest here because they coincide with the probability distribution @, (e | p, W)
over a subset of (0. W’). Therefore their behavior on each subset determines that of the probability
distribution. They are as follows.

o @Y, defined as

I
P
equals Q,(e | p, ;) for {Wo} = {T1} C {W;} C {To} ={W}.

o QF(W;), defined for k =1,...,M — 1, as

QY(W;) = h(p—2), (D.1)

W
QE(W;) = [pr-1 + ar (W — Tiuy)] A( p—‘-‘—) (D.2)
equals Qn(e | p, W) for {Ty1} C {1} C {Tw}.
o QM(1;), defined as
Q"fu ) = ap W h(p‘—) (D.3)

W
equals Qn(e | p, W) for @ = {Tas1} C {1} C {Tar} = (AW}

As can be seen from Equation (4.9). Qn(elp. W}’;) consists of sections of the functions {Qk(); k=
0....,M} pieced together, and coincides with Q% only for {Tx.1} C {W;} C {Tx}.

D.2 OPTIMUM OF Q%(11;)

Calculation of the jamming strategy which maximizes the probability of error Qn(e | p, W})
requires the study of the maxima of the functions Qﬁ(Wj).

For the class of modulations considered, the partial derivative of Qﬁ(Wj) with respect to W;
is

OQk (W cp u
%‘_(VJ‘J) = [ax - W (Pk+l+ak(n = Ti1))]A( (D4)

for {Tiw1} € {Wj} C {Tk} (D.5)

From this expression, it follows that
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[ > 0, forp< arc™'W [prey + ap(W; — Toy)) ™!

ok (1)

e = 0. forp=arc™'W [pry +ap(W; = Tp))] ™t (D.6)
J

| < 0, forp> are W pp + ax(W; — Tra1)] ™!

The maximum of Q’,‘,(H'j) over (0,47) is achieved for I} = Wk, where
{Tea1} € {W;k} € {Tk}, and
W Pik~1

Wip=— 4Tt - —— . D.7
Jik cp+ k=1 = T (D.7)

D.3 OPTIMUM OF Qr(e|p, ;)

Since Q. (e | p. W) coincides with Qfl(Wj) for ({Tx-1} € {W;} C {I'x}), the optimal jammer
over that interval is given by ;

. k k
[ {Ti-1}, if GRA(Tkor) <O, and GRA(TK) <O

% - . k
(W7} =3 {Wikd. if SR8(Tk-1) 2 0. and §Fa(T4) <0 (D.8)

. k k
| {T}. if g3 (Tk-1) 2 0, and JR8(0%) 2 0
or equivalently, for k = 1,..., Al
r {Tk-1}, ifp2> pr and p > pi

Wiy =9 Wik}, ifp<p<p (D.9)

| {Tk}, ifp<py and p<ps

where
-1 ak“'
= - D.10
Pk Pr-1 + ap(Tx — AWy y) ( )
and
, w
o =c 1 — 2k (D.11)

Pr+1 + aklprn’
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It is a simple matter to show that p; < p;\. < pg~y for k = 1,---, M. It results that the optimal
jamming strategy, {W "}, which is obtained by piecing together the above solutions valid over each
sub-interval, is given by the expression

[ {Wo}.  forp<m

{(Wix}. forpe<p<p, (k=1....1 AL - 1)

, D.12)
{Te-1}, forp,<p<pr—y (k=1.....M-1) (

wr}=

L (W} forp>pum

where W', is as shown in Equation (D.7). and p; and p;\. are defined in equations (D.10) and
(D.11).

In summary. the optimal jamming strategy {H'j‘} consists of A + 1 expressions, each one being
valid over a specific range of signal-to-jamming noise ratios.

This completes the calculation of the optimal jamming strategyv for arbitrary discrete distri-
butions.
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