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A Preliminary Analysis of Threshold

Signal Detection in Ambient and

Signal-Dependent Noise Environments

by

David Middleton

1. Introduction

This document extends the earlier work of the author ([1], and refs. therein) for the space-

time extraction of weak signals in general nongaussian noise to include signal-dependent noise,

i.e., reverberation, and distributed targets, in an underwater acoustic environment. Although this

is a venerable problem, analogous to radar target detection in ground clutter, for example, recent

analysis, incorporating statistical-physical models of general nongaussian ambient noise

mechanisms [2]-[4] and detailed scattering treatments which contain the relevant geometrical and

physical features [5], [6], can now be applied and generalized to this class of problem where a

significant component of the interfering noise is signal-dependent, as well as often nongaussian.

In addition, the results of this study provide a framework for obtaining potential
improvement of these active systems by means of "signal design," whereby a subclass of signal

waveforms (subject to suitable constraints) may be found which further reduce the probabilities of

decision error in system performance [7]. The extension of these results in turn can lead to a

possible. more restrictsd, class of "low-probability iniercept" (LPI) signals, dependent upon the

physical constraints involved [8].

As before [I], [91-411], except in specific examples, the treatment is generally canonical, in

the sense that the functionalform of the results is invariant of specific signal and noise models and

statistics, as well as specific physical circumstances, geometries, etc. Foruately, this is always

possible in threshold-signal theory [101, [ 11, which in turn permits direct application to a very

wide spectrum of practical situations. The particular physical environment, of course, provides the

needed quantitative calibration to the canonical results [1]. [2], [9], [12]. Finally, although the

analytic emphasis here is on optimum algorithms, practical sub- or "near-optimum" procedures can

be readily derived from, and compared with, the former [8]-[10]. It is these which are usually the

economical ones to implement.

1



1.1 New Features

Most of the elements of our present analysis have become available during the last decade.
What is the principal new feature here is their combination in a single formalism which permits the
controlling details of the physical environment to appear in a realistic, i.e., statistical-physical way.
This will become explicitly evident in succeeding sections. Also, because detailed derivations of
many of the components of our treatment are available in the recent literature ([1], [3], [9]-[12] and
refs. therein), we shall not provide them here, other then by reference. What are these needed

elements? They are, concisely:
I. Nongaussian Noise Backgrounds, with more or less significant gaussian components;

II. Ambient and Signal-Dependent Noise: ocean ambient noise often has significant
nongaussian components, e.g., biological sources, shipping, and structural noise,

produced, for example, by arctic ice [13]-f[15], in the couie of its local motion.

III. Distributed Targets: these produce signal-dependent returns, of course, which consist
of both resolvable and unresolvable "multipath" effects, dependent partially on the
(partially) random orientation of the reflecting elements. In these acoustic cases we

may also expect mechanical resonance effects, excited by the incident radiation, which
can be a significant feature of the target structure. Here we shall introduce some

comparatively simple quasi-phenomenological target models, whose numerical

evaluations require empirical data [cf. Sec. 4.4 ff.].
IV. Doppler Effects: these arise because of the relative motion between source and target,

which includes both deterministic and random components. Because the speeds
involved are small compared to the (group) velocity (co) of sound in the ocean, e.g.,

IVDI << co, a manageable analytic theory is possible [17]. For any realistic treatment

doppler effects must be included here.
V. Explicit Geometries: quantitatively, source, target, and boundary geometries play a

critical r6le in practical signal detection and design problems [1], [51, [8], particularly in
our present class of problem, as is analytically evident here, cf. Secs. 3.5 ff.

VI. Physical Models: these also play critical r6les in our analyses since they determine the
(generally) statistical description of the various ambient and scattering noise and signal

mechanisms in the course of propagation in the medium ([1], [2], [5], for example).
Moving wind-wave surfaces, ocean bottom elevations, distributed targets, etc., are

essential mechanisms here.
All the above have received detailed attention, recently and earlier [cf. [1], [5], and remarks,

refs.]. Our principal task, as noted earlier, is to combine the relevant elements of I-VI above, to
obtain the "macro-algorithms," so to speak, and their expected performance measures, viz. here,
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probabilities cr correct decisions, in such a way as to incorporate the controlling physical factors
which the acoustical environment here imposes.

12 The Basic Geometry

Figure 1.1 shows in a symbolic way the governing geometry for the class of problems
examined in this study. A general "bi-static" geometry is sketched in Fig. 1.1a, while Fig. 1.1b
shows a typical "monostatic" configuration. The directional lines represent effective directions of

both coherent and incoherent, direct, and scattered radiation ([1], Fig. 2). For the present we shall
ignore volume scatter and the effects of velocity gradients (Vc * 0) in the medium. This restricts us

to comparatively short ranges. Also, we shall assume configurations where bottom scatter, if any,

is quite separable from target and wave surface returns, and can therefore be disregarded here. All
these features can, of course, be included in the same way we approach the problems conforming
to the geometries of Fig. 1.1: the results are simply formally, not conceptually, more complex.*

T", 7 Fig. 1.La: "Bistatic" Rdgime: direct

r OTZpath and multipaths to targets; surface
It "forward" scatter (Vc = 0).

T

Figure 1.1b: "Monostatic" Rgime:
direct path and multipaths to target;

surface and target backscatter (Vc =

0).

This is not entirely true for the longer-range cases where Vc 0 must be accdhted for. See [18].
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1.3 Aims and Organization
Our aims here may be concisely stated: they are

A. To obtain threshold detection algorithms for scattered signal returns in signal-dependent

(reverberatory) noise, as well as ambient noise backgrounds, when the latter are strong

vis-a-vis the former,

B. To predict the performance of these threshold algorithms, in terms of probabilities of

correct decisions; and

C. From the results of A and B, to indicate an approach to signal design, with appropriate

physical constraints.

As stated earlier, the analysis is directed to optimum systems (in the Bayesian sense, Chapter 18 of

[7]), whose structures are to be approximated by practical, or "near-optimum" algorithms, which

in turn are usually the candidates for implementation.

The Report is organized as follows:

i. Section 2 provides a concise summary of the threshold detection formalism extended

now to include signal-dependent noise;

ii. Section 3 assembles various signal-dependent (reverberation) noise results, appropraite

to the scenarios of Fig. 1.1, while

iii. Section 4 introduces some quasi-phenomenological target models, whose distributed
nature is specifically noted, along with a resonant component.

iv. Secton 5 contains a short summary of the "telecommunication" or direct path cases,
where the target is capable of detecting the emitted signal.

v. In Section 6, the role of performance measures is discussed, including the relevent

physical parameters of the detection scenario.

vi. In addition in Section 6, the Report concludes with a short critique of the approach and

results, along with suggested next steps.

For technical details and derivations the reader is referred in most instances to the indicated

references. Reference [51, in paritcular, will be needed here also, for many definitions and

descriptions, in order to avoid an excessively lengthy treatment. Reference [5] is recommended as

a companion document for the detailed applications of this study.

2. Threshold Signal Detection in Ambient and Reverberatory Noise:

Canonical Structures
Here we summarize some of the principal results needed in out current detection situation.

which include space-time operation. We begin with
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2.1 Threshold Detection Algorithms [1]

There are three principal forms of optimum (and suboptimum) threshold detection

algorithms, depending on the receiver's a priori state of information. These are [I], Sec. VII:

I. Coheren Detection

In this case, signal epoch (Eo) is known precisely at the receiver, so that appropriate cl 3ss-

correlation with the received signal is possible. The corresponding (optimum) algorithm is

gj(x) = Bj.coh - m,n<0mn>, (2.1)
m, n

where

lm.n = Zd--'og wl(x)]xm,n; xm,n = x(tn Irm), (2. la)

and xm = [xml, ...,Xmn, ...,XmN] is the (normalized) data sample at the mth sensor, Xj = Xj/xJW,

with x = [Xm], m = 1, ..., M sensors; here J = MN is the total number of space-time samples. The

quantity 0 m,n is a signal-to-noise ratio, also normalized, such that

0m,n = a(o)(tn)sWm)(tn) = a(ons(m)2 ; <s(m)> = 1; (all n), each m. (2. 1b)

and a(m) = A(m)/252 where A(m) = peak signal value = A(m) (tn) and y = sum of the intensities

of the ambient, signal-independent noise accompanying the signal, including system noise in the
receiver. BJ-_oh is a bias term, cf. (2.15a,b) ff.; also, (64), (66a) of [1]. Here < > denotes a

(statistical) average over any ramdom parameters.

In our present formulation we postulate independent sampling. [This can be realistic for

time-sampling and not so closely approximated for spatial sampling. Analytically, very

considerable simplification is thereby introduced, see [11], m Sec. 10, especially.] Thus, the pdf
wl(x) of the data vector x reduces to I=wI(xj), j = mn = 1, ..., J, where wj(x) is the first-order

pdf of the space-time, here signal-independent noise process x, cf. (2. la) above.

As we see presently, 0 can include a signal-dependent noise term, cf. (2.10)-(2.12), which

includes, as expected, the reverberatoray or scatter component form boundaries and volume

inhomogeneities, and the possible target, when all are weak vis-1-vis the signal independent noise
contributions.

The important class of suboptimum detectors associated with gJ.coh (2.1), here are those

for which some simple approximation h(x) of /(x), (2.1 a), is employed, for example, strong
'clippers," when highly impulsive (ambient) noise is the dominant interference ([ 10]; [ 19], Sec. 9).

Thus, the corresponding form of threshold detector to (2.1) becomes

5



gJ(X)coh = B .coh - £hmn<Om,n>, hmn = h(x)tx=x . (2.2)m,n mn(

(The same bias is used in (2.1), (2.2), to insure that as h -- 1, gj - gj.)

11. Incoherent Detection Algorithms [I]

This "incoherent" case is distinguished by the complete lack of knowledge of signal epoch
(4) at the receiver, so that <0> = <0(&o, .--)>c,... =0. The appropriate threshold algorithm here
is found to be ((60), [11)

g(x)ic = B I + I l m,n/ m',n' + 'nm,n~mm'Snn <6m,n~m',n'>, (2.3)
mm 'n

where now

<0mn1mn'> = " m 1n( n) p(m, nm'0 , with rh =- a nn)a mQ,) (2.3a)

p = )(rq'3 (2.3b)

I'mn = ( Xm,n (2.3c)UT 'mn n

The quantities ih and p are respectively amplitude and (normalized) waveform correlation functions

associated with the input signal, either directly or functionally, as we shall see below in Sees. 3, 4;
"4 is an input signal-to-(ambient) noise ratio. Generally ih contains any fading effects, while p is
influenced by "doppler-smear," which is primarily a phase (or frequency) modulation mechanism,

cf. (63), [4]. For the corresponding class of simpler (sub-optimum) detectors I(x) is again
repleaced by h(x), cf. (2.2).

III. Composite Detection Algorithms [91-[111

This is the most general threshold formulation, which takes advantage of both coherent and
incoherent information about the received signal and noise. In fact, by derivation it is simply the
sum of the coherent and incoherent algorithms (minus an a priori bias correction), viz.:

g(-comp = g()-oh + g(9 inc - log 9t, (cf. Eq. (2.2c), [9]), (2.4)

where u = p/q = ratio of the a priori probabilities of there being the desired signal in the data x. In
this way any coherent signal structure can be used, in addition to the associated incoherent

structure, further to enhance the performance of the latter.
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2.2 The Decision Situation: Signal-Dependent Noise

Using Section III, IV of [11 let us describe the decision situation where now signal-

dependent noise is included. Since the medium involved is linear, this is formally done in a

straightforward fashion. We have, for the two hypothesis stated here, in these binary detection

situations at the receiver

Hi: S ON: X = NR + NA + S + Swat (2.5a)
VS.

1H0: N: X = NR + NA + SsCat, (2.5b)

where NR, NA are respectively independent receiver and (received) ambient noise, S represents

the desired signal, while Sscat is received signal-dependent noise not associated with any desired
target. For the rigimes of Fig. (1.1) we see that for the desired signal

Sz = (S,0direct + (Sr)multipath, (2.6a)

where (Sr)multipath has different components:

Monostatic (Fig. (1.1b): [(S?)multipath = ST-S--v-.-R+ ST-+r-S-Rmono; (2.6b)

Bistatic (Fig. (lOla): I(S-)multipath - ST-S--.-R+ ST--S--Rbi. J (2.6c)

Similarly, we find that for the interface (S) and volume (V) scatter that

Monostatic (Fig. (l.lb): (Sscat = ST-4S-R+ VT.-R)mono; (2.7a)

Bistatic (Fig. (1.la): (Sat = ST-.S-R+ VT-+R)bi.J (2.7b)

Of course, the contribution of each term in (2.6), (2.7) is different because of the different

geometries involved. All of the components are signal-dependent.
However, not all target and scatter terms are comparable. Even for rather general geometries

the multiple interactions with the random interface (S) considerably reduces the effective return to

the receiver. Accordingly, in the first order we can disregard (ST)multipath. Moreover, since the

interaction with wave surface (S) [or bottom (B), not considered here] is normally much stronger
than from the volume inhomogeneities in these geometries where the surface is at ranges

comparable to the target (t), we can ignore volume effects, so that (2.6b,c), (2.7) are replaced by

7



(S)multipath 0; Sscat ---- ST S-R (2.8a)

and (2.6b) reduces to

". (S,) = (Stjdirect. (2.8b)

Consequently, the decision situation (2.5ab) also reduces to

HI: S ON: X - NR + NA + (S),direct + ST-S4R
vs. (2.9)

Ho: N: X = Ni + NA + ST-4 .

The ambient noise NA and receiver noise NR cannot be ignored: they are always present and set the
ultimate limit on threshold performance, whereas Sr and Sscat vanish as Sin - 0 at the source (T).
Our rather detailed passage from Eqs. (2.5) to Eq. (2.9) is justified here on the grounds that it is
necessary to separate the present, quite common cases embodied in (2.9) from the other, more
complex and rarer ones which at some later point it will be necessary to consider.

Next, in normalized form, consistent with the results of Sec. 2.1 above, we can rewrite

(2.7) as

HI: (s2On:) - +"2: x =nR + nA + 0e1ct+ O-.S-+R)
vs.1 (2.10)
HO: (slOn:) -- Hi: x -nR + nA + 0(-.SR ) ,I

with 0(s),(T) = O(Sin), e.g., 0 is linear source function (or functional)* of the transmitted signal Sin.
Here, specifically,

X/ ''f; nR = NR/'V; nA = NA/ 4r; V a <N2> + <N2>, (2.1Oa)

and__ _ _ _ _ _ _ _ _ _ _ _ _ _ _

aS = . (2. 1Ob)

It is important to note that, in essence, the scattered return is treated as just another signal, albeit a

* This follows at once from the fact that the medium and scatter process are linear, cf. Eqs. (14) and (18) of [1].
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random one, generally. The formal effect of this is to allow us to replace 0 by 0(r) + O(S)in all our

earlier results involving signal-independent noise, where now, of course, the appropriate physical

structure of e(O) and 0(s) must be incorporated. Formally, the signal (S(T)) or noise (HI vs. HO)

is replaced by an artificial binary two-signal situation, H1 vs. Hi, cf. (2.10), where 01 =- O(s) and

02 =_ O(s) + 0 (e). For these cases of weak targets and weak reverberation in strong nongaussian

noise, the threshold algorithms (2.1), (2.3) are at once modified according to:

I. Coherent Detection:
<0mrn>-<(?n >= <0()~ >+<0(?n >,H2,vs<O)>=<Om.n>"<O )n >, H'I; (2.11)

I1. Incoherent Detection:

< 0m,n0 m,,n' > --< ()O.'  > + < 0 (s)() > + < 0("W),) > + < 0 ()Os) >, H'2 , vs.i j -j -) i J

" o(5 ) > -< (s)(s) >, H'I; j:mn, j'= m'n', (2.12)

where due account must be taken of the coherent and incoherent components of the target and

scatter returns.*

The detection algorithms (2.1), (2.3) are likewise modified here, as a consequence of

(2.11), (2.12), to g(*) = B. co i < O(T) >
coh -- h >- (2.13a)

g. B=B_inc __I (I' j +)J> >+ < J (2.13b)

In order to obtain the "anatomy" of the noise and signal terms in (2.10) we must refer to the

propagation models (cf. Secs. III, IV of [1]), from which we see that (in sampled form)

nA = k(XA; O(ect = a((XH)direc; 01 ._ S..,R) - Rai (2.14)

where
ai = (1 _ €)_laH~; ai.i=I.(_GT); A1 _ KIAs(21a

AA

in which Mo. is the integral Green's function operator, Qs is the surface inhomogeneity operator

and GT is the (point) source function, which includes the transmitting aperture or array. Here R is

the receiving aperture or array operator (cf. Sec. II, also, Sec. IV, B of [1]). For surface scatter we

may use the results of [1], Section V, Eqs. (34), etc., which give

• We remark that it is possible for <0tV)O)> to be nonvanishing when both e(W) and e(s) have a common specular

component, even though signal epoch is not known at the receiver; see Sec. 4.1-2 ff.
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A

in satisfactory approximation. since R, Me., Q are all specifiable in detail [vide [5] and various

results below], hA, etc. are explicitly describable in terms of the propagation physics and

geometry. Thus, our attention needs to be directed to the appropriate field forms needed to
determine the components of x, (2.10). This we shall do in the remaining portions of this
document.

23 Performance Measures and Bias Terms

Along with the (optimum) threshold detection algorithms summarized in Sec. 2.1 above, we
need corresponding performance measures, as well as the bias terms appearing in (2.1), (2.3), (2.4).
From [ 10], Eqs. (4.3a), (4.5a) we write directly, using (2.11), (2.12):

(2) MgN < 02) >2- < e1) >2}, j=MN;jzm,n (2.15a)

m=1 n=1
and

Bj-inc =l10 - (L(4) 2L(2)2 <+ 2L(2)0(2) >2- <e(1)0(1) >21
l -Jr j ' ]" (2.15b)

Furthermore, we have

6 Oj2 -- 2B;= varH0 g; ( =p/q; q=l-p, or 21=P2/p1, (2.16)

cf. (68) [1]. This last (without g) is the key parameter describing binary performance which here
is expressed in terms of the usual Neyman-Pearson (N.P.) criterion, as the probability of correctly
detection the desired siganl, viz.:

P6 + e[.- e-1 (1- 2c4)]} (2.17a)

with the false-alarm probability

og(K/)' g p=p/q (2.17b)

and K = a preset threshold, compatible with the a priori desired value of a;. [For suboptimum
threshold algorithms, cf. (2.2), etc., o; is replaced by OoJ formally in (2.17), but different values
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for L(2), L(4), cf. (2.18) ff., are required, [10]:

L( 2) . < 12>Ho; L(4) a < wl"/W1 ')2>H 0 , < >0 a fwj(xH0) ( ) dx. (2.18)

In the present extension of our work to include signal-dependent noise, we may now

combine (2.11), (2.12) with (2.14), (2.15) in (2.16), to get directly the following general forms of
the (threshold) detection performance parameters oy :

°01-cwh L + > with s = FyO, cf. (2.10b) (119)

Depending on geometry <0 s)> may or may not vanish, cf. (Sec. 4.1-2) ff. Note that L(2), (2.18),

is a statistic of the signal-independent noise nR + nA only, as in L(4) also. Similarly, for

incoherent reception we obtain

Jo S'f(L(4) - 2L(2)' ', + 2L(2)2 I"< 0@ ')0C) >2 +2 <e V.,)O ><0 W >

GJch4 R )iJ JL jJ j J J j

+21< 8 S)08 ) > + < e(,,)0) >11< ([)e)!) > + < e .)0,y) >} + 0(<eO.)e >+<e 0 "0 >) ] (2.20)

Again, the <O(t)O(s)> cross-correlations may not vanish, particularly if the specular scatter is at all
J J

noticiable. This is, of course, strongly dependent on geometry, as we shall see below [cf. Sec. 4.1-

2]. From (2.11), (2.20) the critical rble of the target return is evident.

2.4 An Important Special Case: Preformed Beams

In the case of preformed beams where the detailed array structure is implicit in the beam

patterns (as in the treatment given in [5]), the spatial sampling of the signal and noise fields by the

discrete (m) sensors is now continuous, cf. Appendix II, [5]. As a result the summations Em no

longer appear explicitly in our threshold algorithms and perfomance measures, cf. (2.1)-(2.4),

(2.14)-(2.20). Thus 0j -+ On here, and we have the equivalent, alternative forms of our earlier

theory [9], [10]:

Eq. (2.1) : g()(x)ch = B(Vcoh - ln<() >; 1n = I(xn) (2.21)
n=1

11



*Wn= B(*~n + r~ r''
Eq. (2.3) -4: g(x)ic 1 -i nl n'+ °'S)

[<6~(n')>C) < ()e)((n)> + < ()O()>], (2.22)

with corresponding modifications of (2.3abc), i.e., formally dropping "(m)" therein, i.e., J -+

N, j -+ n, etc.

Similarly, the bias terms A (2.15a,b) and performance measures (2.19), (2.20) reduce

formally to
L(2) N .

Eq. (2.35a) --b: B..h -'log g - /4< )>2 + 2< 0(n)><e(S)>] (2.23)
"n-- I

15,

Eq. (2.15b)-+-: B*inc = log t - I" n (L(4) - 2L(2)2 ) 8nn + 2L(2) 2  "
fn

{ <n)e()> 2 + 2<0 )O!)><O(s)O )

+ 2[<()ejp8nT> + < (n-)e(n)>] [<0en)6eS> + < (nT)0()>]
(2.24)

where, by (2.16), oY; 2 and B1  are related. The former, by (2.11), (2.12),j -4 n here, become the

results below, equivalent to (2.19), (2.20), viz.:

Eq. (2.19) -- : Ol2coh = L(2) E { <00,)>2 + 2< 0n6)><O(s)> } (2.25)
n

Eq. (220) -'-: =inc - { (L(4) - 2L(2)2 ) Bann' + 2L(2)2 }
{<0(n)0 )> 2 n T o)><o s)o n)>

n + + < }.~n
+ 2[<()(nS0n)><(nC)e()>I [<6on)6eW> + < (nT)6()>] I

(2.26)

The pertinent results of Sections 3 and 4 ff. are applicable here.

2.5 Analytical Next Steps
I The next steps to be taken in our analysis, which are required to give explicit structure to

both the bias and performance parameters, cf. (2.16), (2.19), (2.20), are concisely stated. They

are:

I. Obtain 04) and .. <O()>, <O()>2, for coherent (and incoherent) detection, cf.

(2.19): "Scatter Signal Models" (Sec. 3)
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II. Obtain (0(Jt ) and .-. <O(J)>, <O(J)>2, also for coherent detection, cf. (2.14) again:

"Target Models" (Sec. 4)

III. Construct <OWes>, <0(T)es>, and <e (s)>, cf. (2.20), needed forJ J J .1 . J
incoherent detection.

Specifically here we shall make the following assumptions:
i. "narrow band" input signals;

ii. far field (i.e., Fraunhofer) geometries;
iii. Kirchoff theory, and associated approximations, described in Sec. II, E of [1].

The narrow-band assumption permits analytical solutions for the "signal" terms 0(s), O(t) in (2.19),
(2.20). (However, at a later stage we may expect to have to consider broad-band cases, where
beam patterns, absorption, etc. are frequency dependent and where final results must be obtained

computationally.)
Also, for the LPI problem, we shall need to consider the "detection recognition" problem,

where the target (now the receiver) does or does not detect the transmittal signal. This formally has
the effect of setting 0(s) = 0 and replacing O(T) in (2.19), (2.20), etc. by 0j, the received signal (at
the target) from the original source (T). As we shall see, this is the simple one-way direct path or
"telecommunication model," which does not involve a distributed target configuration [Sec. 5 ff.I,*
although it does, of course, require an appropriate receiving array, or beam, cf. Secs. 3, 4.

Similarly, for the important case of preformed beams (Sec. 2.4) we parallel I-III above,
now for O() - 0(s), 0() . O(r)

J n, J n

3. Single Scatter Models, O(s)

We consdier here first the "classical" cases of preformed beams where the details of the array
structure are implicit in the resultant beam patterns CT (Vo - VoTifo), etc., and correspondingly in
the beam pattern projections on the (mean) scattering surface So(x,y), e.g., CT -4 aT (rko), etc.,
cf. (17)-(19) vs. (20b), (26) of [5], where RTISo is the combined beam pattern projection of CT
and CR.

In this formulation Oj -* On, cf. Sec. 2.4 above, but the spatial decorrelation of the scattered
field on So can be extensive, i.e., AT - A >> X02 - X2, where c is an effective correlation
distance of the random surface (r,t), measured on So, and A is the effective "illuminated-viewed"
surface, vide Fig. 1 of [5]. Thus, the spatial processing gain inherent in spatially independent
samples (m) is implicit in the beam pattern projections on the scattering surface So(x,y), when A
>> Xo2 - X)2 so that many "independent" scatter samples are available.

* If surface scatter is also important, because of source and target geometry, then we may replace 0 by 0 + 0 (s), in
(2.11), (2.12), (2.19), (2.20), etc.
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3.1 Prefort. ., d Beams
From (20a), (26) of [5] we have directly for the received scatter signal sample in the scatter

geometries described by both Figs. (1.la,b) and Fig. 1, [5], when multiple scattering (in SO) is
ignored ( = 0):

Eq. (20a), [5]: O(s)  Re(S(s) )A11 s Ao * Ao
=p "'I(s)

,r2-,, n

" i+d(>O) .s

0(1 =Re, J-., - d ,Sin(s /2 )FS(°)(slC(rt'tn).... )es - ' . t, = nAt, (3.1a)

where Sin(s/27i) is the amplitude spectrum of the normalized input signal waveform, to the
medium and where Ao n peak value of that signal (which is different from A'o, (2.16), = peak

signal input to receivers.
F O) G- fc . oS '(ioT'ioR) nR~~k )

Eq. (26), [5: Fo)=VGM f( ) os nz G+S- n z S

so

e-(s/coM(r+0 2o~o+cToj . e-(/Co)D(s)(vD/tn-e,r...) dxdy, (3.1 b)

with
dSo = dydy; ko = coo/co = 2rfoco; r = ixX + iyy on SO; To = (ROT + RoR)/co; (3. Ic)

G(1) = e'2a coTo/(4 1x)4RT + RoR = Eq. (A. 1-3)

Here Do is the doppler (displacement) contribuution from the platforms MTR), surface drift,

deep current, etc. In the present model Dois found from (24), (17] to be specifically

D(o) - (2 go'vc)(tn-c) + (2ao'vd)(tn-e-RR/o) + -( ioT'voT)(tn-E-To) + (ioR'voR)(tn-E) }(3.2)
volume drift surface drift platform motion

= "deep current"

where vc, vd, VoT, VoR are respectively the "deep" or volume current (if any), wind-induced

surface drift, and platform velocities. Thus RR RoR - i6R .r, and because here Irl <<RoR and
the dopplers are small, e.g., IvI/co << 1, we can let RR --+ RoR in Do, so thatDoisessentially
independent of r vis-,-vis the effects of the moving surface, -(r + z). In addition, these velocities
may have random as well as deterministic components. The velocities themselves, however, are

here assumed to be independent of both space and itme variations; (these can be introduced later,

when needed).

Also, in (3. 1) we have (cf. Appendix A. 1 ff.)
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2cco = loT - IoR, Eqs. (A.1-3), etc. of [5]; G() = Eq. (29b), [51; (A.1-3) here. (3.2a)

where Fig. 3.1 below shows the directional unit vectors oT, toR. The wave surface elevation

(above SO) is given by (r,t) as before. The quantity Sin is the amplitude spectrum of the
normalized input signal waveform s(m) -4 Sn = s(tn), cf. (2.1b) applied at each element (m) of the

transmitting array implicitly described by aT. The first exponential term in (3.1b) represents the

path delay and angle modulation in the scattered emissions, caused by the surface motion, while

the second contains the effects of any doppler shift and spread, embodied in VD.

The effects of both transmitting and receiving beam patterns are contained in their joint

projection, ORTISo, on So, cf. (3.1 b), which may include many correlation distances (- kc) of the
random wind-wave surface about So, cf. the introduction to Sec. 3 above. Appendix A. 1 provides

definitions of the various other elements of (3.1a,b).

Fig. 3.1. Geometry of transmitter (at Or), receiver (at OR). in VR, and the m sensor in VR, in

relation to the effective scattering surface A, with analogous geometry for the pth sensor in VT.

For the narrow band signals used here,

which allows us to replace s by s' in (3.1a, b), with es~In-) =_ eso( 1
n c)+s'(t n-- ) in (3.1a) in the usual

way, viz.:
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nIn= Re I 'aoSo(tn')n ?)kiko,tn...)eon , tnt tn --E - T;~ 34

where we have replaced S by s again in (3.1b) also, and where ft(o) represents (3.1b) now with

e- sTo removed. Here So(tn') is the complex envelope of the (normalized) driving signal s(tn),

while F(O) contains the physical structure of the propagation process. We now note the critical

feature of (3.4): the inpu signal and the physical structure, P(o), are separable, for these narrow-

band, far-field cases, even when the doppler is not independent of position [cf. remarks following

(3.2)].

32 Arbitrary Arrays-lndividual Sensor Elements

We turn next to the important cases of arbitrary arrays, considered on the basis of hte

individual (mth) sensor, so that the general algorithmic and performance results of Secs. 2.1-2.3

may be applied directly, when the 0 (f), etc. are explicitly obtained.

From Eqs. (30), (31), of [1] we can write for the contribution of the mth receiving sensor to

the receiver's input

aR -* IA kfo)l e - z0 ( O) "e2 (XRm' 'oR)rm, (3.5)

where VoR (= ioRfodco) is the (vector) wave number representing the beam steering, as earlier, and

where the directional wave number of an elementary scattering source at r, cf. Fig. (3.1) is,

namely,

VRr = |Rmfo/co, (3.6a)

iRm M (RoR + rm - r) / IRoR + rm - rl. (3.6b)

Using the far-field condition and the fact that the array size (- Lmax) and the correlated portions of

the scattering surface A are small vis-A-vis ROT, ROR allows us to write

fRm S loR - (r-rm) • I-- (and fR _= IoR - r , similarly), (3.7a)
where

fioR = I - |oRoR (3.7b)
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is the symmetrical diadic (or 3 x 3 matrix)

"aoR - ( ioR)x(oR) oR)2 (ioR)y(ioR)z (3.7c)

• 2

-(IoR)x(ioR)z ioRk)O~oR)z I-oR)z

whose specific elements are readily obtained from (A. 1-2) of [5], etc., for general and monostatic

configurations. The (complex) weighting A(m) depends only on the signal's center frequency (fo).

Our normalized scatter siganl 0() now becomes, from (3.1), (3.4), with (3.5), for these n.b.

signals, in the far-field regime:

(s  In = ReioSr)(t'n )ineiwotn °()(iko, tn;...)m}, tn=tn-E-To, (3.8a)

now with (3.5).

jS)(iko!..)m = G4-(j--ik°D (VDItl-E-") Jk fi'(Oi(T - i°R) T(r,ko)AR (o)

fnz )G+SR

So[eikO R Or (ioR/RoR)lrm eikorm. oR rm/RoR ]-iko(r+). 2 aOdxdy;

s -+ ico (3.8b)

The exponential term ko() is the brackets [] of (3.8b) is the wave number associated with the

steered mth sensor, including radiation from all points (r) on the scattering surface (SO), while the

second exponential contains the correction for the displacement of the mth sensor from the
reference OR, cf. Fig. 3.1. The explicit relations in rm show how the sensor locations can modify

the Total Surface Scatter Function (TSSF), F(0), cf. (3.1 b), (3.6b). Beam formation here is
achieved by summing over (m), e.g., Em, as shown in (2.1), 2.3), and (2,19), (2.20).* Again,

" However. it is clearly not true the On = mrn. since £m<Om,n> 2 *<(Zm~m,n) 2>, etc., vide (2.14), (2.15),
(2.29), (2.30).
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A

the input signal and the physical structure, embodied in the TSSF, F(0 ) here, factor explicitly, cf.
(3.4), with Do given by (3.2) in these cases.

In similar fashion we can "anatomize" the transmitting beam pattern T, and write specifically

here

aT = IA)(f o ) ei ' ) (fo) -e 2 'i(uTP-v'°T) rP =:, aT(rko), (3.9)

p

this last for the projection of 6T on So, with V'oT = ioTfo/co, the steering wave number, and

following (3.4), (3.5)

UTp = iTpfo / Co; iTp=ioT-(r-rp.ioT/RoT; aoT=l-ioTioTcf.(3.5c), (3.9a)

where again we employ the far-field and narrowband conditions. Note that because of these
conditions, and the result (19), [5], OiT necessarily appears as a beam (Y-p) and thus as a beam
projection on So, in the TSSFs FT) and FT)m.

The importance of the "anatomization" of R and T, lies in (i) application of specific practical
configurations of sensors, and (ii) to beam optimization by direct "matching" of the sensor
configuration to the spatial statistics (covariance, usually) of the ambient and scattered fields ([8];
Sec. 10, Sec. 10.4 of [1]; [201, [211. This incorporation of spatial matched filtering with its
venerable temporal analogue (see Sec. 16.3 of [7]), is currently being called "matched field"

processing.

3.3 The Mean Scatter Signal < O(S)>
We now carry out the statistical averages denoted by < >, viz.:

< > < >E;O' = [a'O, , x,yvD.. (3.10)

with < >E = JS(E-eo)de and where we use the assumptions and approximations of Sec. 3, [5],
namely , x, Cy are independent, as are all the doppler components in (3.2), as well as ao, etc.

Then (3.4) becomes

((S)) = Re{a ° (t' ° ) in ( ( ) (t ° n ))eI °t } V'on nAt -o - To. (3.11)
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where now specifically

< '(0) > iko G()ko((2aoz,)eikol"-("')(1)AvDFIl(_ko2a~oz)z . WT2oo.)" (. a

<FSO > wRT(2 koCZo±)S. (3.11 a)

The various components of (3.1 b) -+ (3.1 la) are:

nz n )--20oz = bo = cos 0oT + COSOoR, Eq. (4.2d) and (A.1-3) of [5]

xAy:G+S G (3.12a)

''= Fl(-2koaoz) , (3.12b)

the (first-order) characteristic function (c.f) of wj( ),

the 1 st order pdf of surface elevation, , which is here

assumed to be homogeneous, i.e., independent of r;

= e'R(G:-g)/ 2, Rg a (2k 0 aozcO) 2, o2 - , <> =0 (3.12c)

when is a gaussian process, which is a good model

here for the large-scale ocean wave surface, cf. (39),

(40) of [5]. Thus surface roughness, as is well

known, acts to destroy coherence of the scatter signal.

e iko ) oc(t'on) exp [-iko(2%o.i*)(t'on+To)*exp [-iko{-(2ao'iVd)(t'on+ToROR/co}]

exp [-iko[-(ioT°oeT)t'on+(oR"VoR)(t'on+To) }] (3.12d)

which are the mean doppler components of deep

current (vc), surface drift (vd), and platform motion

VoT, VoR:

(F1)AvD -(F1)Avc * (FI)Avd" (FI)AvoT * (F1)AvoR, (3.12e)

wi. re each (FI)Av is the c.f. of the fluctuation, Av, in

the various velocities of the present doppler model.

Specifically, we have in the case of the usual gaussian

pdf s of the Av's:
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.(Fl)Avc =exp {-ik2(t'on+To) 2[(2aoxcx)2 + (2aoyarcy) 2 + (2 0ozacz) 2 1/2) , (3.120

S(Fl)Avd = exp {-ik2(to+To-RoR/Co) 2[(2aoxadx) 2 + (2aoyady) 2 + (2aozadz) 2 ]/21 , (3.12g)

(F1)AvoT -exp (-ik2(ton) 2[(2cz xaTx) 2 + (2ccoyoTy) 2 + (2ctozGTz) 2 ]/2) , (3.12h)

(F1)AVoR = exp {-iko(ton+TO) 2[(2aoxaRx) 2 + (2atoyaRy) 2 - (2aozCRz) 2 1/21 , (3.12i)

where the axyz's here aare the respective variances of

the doppler components. The critical feature of these

doppler terms is the progressive degadation of <O(s)>

as the duration (T) of the signal (-So(t'on)) is

increased, a degradation produced by the random

doppler fluctuations, Av, as can be seen directly from

(3.12f-i) above. In the limit T -. -, (FI)Av -+ 0, and

as expected this doppler "smearing" destroys

coherence completely. e.g., <0(s)> -+ 0. For "short"

signals, of course, this effect can be small, provided

the a's are themselves sufficiently small.

WRT(2koao_.) = wRT(2koaox,2koaoy)S--SoRT(r)e2ikOSo'rdr, dr = dxdy. (3.12j)

This is the (amplitude) wave number spectrum of the

joint beam pattern projections of the reference surface

So, with %_L the surface components of axo, since r

has no z-component

For the gaussian beam patterms and projections used in our current model (cf. Appendix II and Eq.

(A.2-19) et seq. of [5], where

RT(r) = gTgRe" r " BTR-r/2 + ikor-bTR, (3.12k)

(3.12j) becomes, with the help of (A.2-13b),[5],

wRT(2 koc2 jgS = 27CgR e-{(2ox-bTRx) 2/A + (2aoy-bTRy) 2/B}/2 ( 1/2, Eq. (41), [5])

WRT(koa~l. S =ko -

= 2gTgRAREF exp {(--2(2aox-bTRx)2/A + (2aoy-bTRy)2/B]), (3.121)
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from (A.3-7) of [5], where BTR is the (dimensionless) (2x2) matrix

FA 01
TR = B Eq. (A.2-2) of [5]:

A = AT/IT + ARI&, B = a2AT/RIT + bjAR/PqR (3.12m)

bRx = C; bmy = D

cf. A.2-2b of [5] for details, and Eqs. (A.2-19)--(A.2-22) therein; usually bTRxy 0. From

(3.121) is is clear that unless the beam orientations are essentially in the specular direction, so that

2(xo - bTR - 0, WRT becomes exponentially small, since A,B are usually also small: the coherent

scatter signal component < Os)> also vanishes for "geometrical" reasons.

3.4 < 0(s) >2

As can be seen from (2.25), we need <0(,)>2 for the evaluation of detector performance.

We readily find from (3.11), (3.12) here that now

(1 - cos 2 [o~t'on - 4)in(t'on) - koDo(t'on)]} (3.13)

where

Bs)(t'on)= ['Roko VG-R§S" (2aoz)FI(t'on)AvDwRT(2koaol)e - "G2] (3.13a)

= (4ToxozkogTrgRA REFRoS'F(t'on)WDWRT(2ko0o.)e -R o / 2

e b(2Mx- bTR) 2/A + (2ay-brRy)2/B)/2} (3.13b)

with

A REF = X112 ,F-B, cf. (A.2-33), (A.3-7), [5], (3.13c)

a reference area, used in the definition of scattering cross sections, vide Appendix MI of [5]. The
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pertinent factors of (3.13a,b) reveal the three components which can degrade the magnitude of thecoherent scatter signal: (1) doppler "smear" -(Fl) 2 D; (ii) surface roughness (--RG); (iii)"geometry" (-wRT).
Finally, it is important to note that fK) and 3(s) above are independent of the driving or input

signal.

3-5 The Scatter Signal Covariance < Ors) O'sn >
This quantity is essential for the prediction of detector performance in purely incoherentreception, cf. (2.26) above, where <0(ns)> = 0. From (32b), [5], we have, generally

I O~s)Oens)> =~G(O) k Re {ko(-t)in eCIWOTM (TrJ...)}(.4

where now

ox)--- f mn(f)e-xdF; in(f,) .lSin(f,)I2, Tr (n-n')At, (3.14a)

is the covariance of the normalized input signal envelope waveform, s(t--e,...), shifted to f(=f-fo)for these narrow band signals, in the manner of (29bc), [5) and (3.3) above. Note that Ko(0)in =1 here. The quantity Mo is specified by (29d) et seq. of [5], now with the modified doppler term

eiT2  D iP b -. exp (iko(20co.xc + 2 t0o.Vd -foT-VoT+ IoR-VoR)TJ (3.15)

for our present model, cf. (3.2).
This MR(0(T) becomes generally Eq. (51), [51 for the postulated composite wind-wave

surfaces in force here. We have explicitly

1)(T() e-42ko0o0OX. - oSR <C-i2koao-VDT>AvD

* [ f 1 i3(Ar)F2(Ar,C)c e2ikoAr d(Ar)
so

+ k2 f!3&kr)M (0)(Ir)F2(&r,)Ms(Ar,¢) e2 o%% ' r d(Ar)], (3.16)So

which is canonical in the statistics of the surface elevation, G. Mn(), Ms are respectively the
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second-moment functions of the wave "tilt-factors" and the surface soliton component, cf. (49a)-

(51). Here HG has the form

HG -=(a 2 X + a2v + a2)2 (3.16a)

a0z/2

"high-frequency" case, RG >> 1, (3.12c); = b2o = (2%oz) 2 , "low-frequency" case, RG ! 1; (see

Sec. I, D(2) of [5] for details). We have, also,
a*

(A.2-23), [51: I3(Ar) = aRT(ri) aRT(rl + Ar)*drl

7g iT./ -ilO&r.bTR
T_

- kVAB0 (3.16b)

- (gTgR)2 A R.F e &r'R",r/4 , e- YkA 'reTR.

cf. (A.2-30), also (A.2-18)-(A.2-22), [5], specifically for the gaussian beam patterns of (3.12k)

and [5]. The (partial) contributions of the "doppler spread" are here

<e-i2k°°a°'VDr>AVD -V e - (2 a ° OO )2j 2r2/'2 "( 20 ° ' Gd 2 [2 2/ 2 e - (IoT ' T )2ko t 2/ 2 - ( IoR-CR )2k °2x 2/ 2  (3.17)

where the dependence on t alone stems from the postulated stationary of the various random

processes involved.

In detail, we may distinguish the two important cases of "high-" and "low-frequency"

operation. For the former we have from (53), [5] specifically for in (3.14) nowfo VRT n(.)no

I. "High-Frequency" Cases, RG >> 1:

(0 C eikao!D_, (~g)2A REF _ 0 ~ )t

O [ x((Z + a,, + a02)2 2x 2/2b2

0Xoz/ 2  kOboaGxaGy

+ k 2 e t r 2fl N()c( co)WS(2zo.Lkoft)], (3.18)

where
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R_ M- (boo, /Co) 2 , Eq. (A.2-19), [5]; "

a0 -=- [(2ao'Uc)2 + (2aocyd)2 + (roT'-r)2 + ( toR.OR)2]k 2, cf. (3.17)

AG = Eq. (A.8-29b), with (A.8-26a), [5]; bo = COSOoT + COSOoR =2oz,

(3.18a)
xy ( o , (aGx.; , (A.8-9a,b) and (A.8-18), [5]

NG)_inc(to) = (Eq. (48); Appendix IV, A,5]) is the "tilt factor,"

while

WS(2C _okolz) = Eq. (54) of [5]; (3.18b)

this is the wave number-time intensity spectrum of the soliton surface ensemble; vide Appendix IV,

B-3,4 also.

For the grazing-angle cases (0o < 30: 0 oT > 600), with proper wind conditions [U0. > 0(5

m/s)] we get the simpler form of (3.14) explicitly:

<0(s)O(s)> = Re { (oS)(')inKo(r)in e i ° }, (0o z 300) (3.19)

where now the "correlation function" Ao is

AWs) 'bi 'I - S- (gTgR) 2A ; N() =(ao)e2 ~ O*Dr eF2t. Ws(2aokko 1r),
(3.19a)

with a doppler spread

02- ( 02 +oRi +RG) (3.19b)

drift deep ctrenLt, and gravity-wave phase modulation AM (a QM) by "tilting"
platform motion, (3.18a) (*OM), vertical motion (3.18a) of gravity waves, (3.18a).

The doppler shift (- VD) is given by (3.15) explicitly. (From (3.14a) we note again that Ko(O)in =

1). The general effect of 1Bo(r), which is comparable in time scale to kIo(r)in, is to "smear," as

well as shift, the resulting signal spectrum, and change its level.
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II. "Low--Frequency" Cases, RG~< 1:

For these cases we use (55a), [5], dropping the "dc" term. The result for (3.14) is now

<0(S)O(ns)> = Re { A(s)(,)loko()in e-k°°' }, (3.20)

cf. (3.19a), where now, with (49b) and (55c) of [5]

A(s)(.,),o =- 1? R STG(1)e2iko%'VDr--ok 2/2 (gTgR) 2A REF

{ 4A REF e -(2 ° ° x -bTRx)2/A + (2%y1bTRY) 2/B + (b0 k 0)4 WG(2k 0 a 0 JtL)

+ k4N() _i( 0o)e-G 2/2Ws(2a 0 _Lko/t) 1. (3.20a)

The rather different structure of 0 (T)Io vis-h-viS Bo()hi stems from the behavior of F2G with RG,
cf. (A.8-6,8) vs. 2), Sec. H, E, of [5]. The first term of ( ) in (3.20a) usually vanishes, unless

.20ox-bTx -- 0, etc., and we are left with the contributions of the large-scale surface waves, which
usually dominate, except at very small grazing angles, since OOT,OR -4 n/2, or bo -+ 0, while
N (o) -4 48 qr~ sn

GS-inc -4 G sin4OoT > 0, (4oT =- c/2). Again, 1Bo(r)lo spreads the spectrum of the received
scatter signal. Note, however, that both Bo(')hi and I 0 (T)I0 are independent of the injected signal
waveform in these "narrow-band" cases.

4. Elementary Models of Target Scatter Signals, O()
Target modeling from the viewpoint of scattered radiation, like scattering from random ocean

surfaces and bottoms, is also a venerable problem. Here we present a short hierarchy of
elementary, i.e., approximate models, without claiming dominant originality. The main purposes
of this hierarchy are (i) to provide specific forms of target signals, 0(T), needed in our analysis of
detection performance, and (ii) to indicate some further directions for obtaining realistic target
scatter waveforms, which are ultimately required for signal processing applications generally.

Our present and preliminary hierarchy of models may be briefly summarized:
Model I Narrow-band signals impinging on a continuous, closed (3-dimensional) acoustic

reflecting surface, in the far-field This case is readily developed in a formal way,

directly from Eq. (3.1a) et seq., above, by some simple, formal modifications of the
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directly from Eq. (3.1a) et seq., above, by some simple, formal modifications of the

TSSF, F(?), (3.1b). See Sec. 4.1 ff. and Fig. 4.1. Evaluation of the integrals,

however, presents technical problems.
Model l." This is the same formulation as Model I but with the 3-dimensional surface replaced

by a suitably oriented plane scattering surface, in the manner of Fig. 4.1 a.
Model I: Here the continuous, 3-dimensional scattering surface is replaced by a set offixed,

but possible randomly located, reradiating elements ("emitting sensors" in an array).

The same narrow-band, far-field conditions are assumed here. This is the "discrete
facet" or "aligned point scatterer" model.

Model Ill: This is Model I, but now considered in the Fresnel zone, as far as phase variations in
the incident and scattered radiation is concerned. In this model we can account for
"large" distributed targets (-Lma) when the Fraunhofer (far-field) conditions Lmax/R

<< 1, 2nLmaxcosOoT/o << RoT,oR (cf. Eq. 19.15 of [23]) are no longer obeyed,

i.e., the so-called "bow-aspect."
Model lla: This is the partial near field or Fresnel case of Model la, the plane surface version of

Model II.

Model/V: This is the discrete-element version of Model Il.
Model Class V: These involve broad-band signals impinging on continuous or discrete reflectors,

in the manner of Models , II above, in the far field.
Model Class VI: This class is the same as that of Model I, but now in the semi near field, or

Fresnel phase region. Extensions include the near field effects in the amplitude as

well.
All of the models are based, to varying degrees of approximation, on the basic boundary value
approach of classical theory [22], [23], of which the Kirchoff or Tangent Plane method is here
used primarily [5], for frequencies O(a 0.2 Hz), cf. remarks in Appendix IV, C, [5].

In addition, because the objects in question are often compliant structures, which can

resonate when excited by incident radiation, an additional re-radiation source, with an associated
directional beam pattern determined in detail empirically for the type of structure involved, is added
to the models above, cf. Sec. 4.4, Eqs. (4.23), (4.24)..-

Finally, when we are concerned with the passive situation, only the target as possible emitter
needs to be considered: this is the well-known "transient" mode, which can usually be ignored in

our present concern with the detection of active, reflected sources here. It should be noted,
nevertheless, that there are two main ways to proceed with "transient" signals: (1) the simplest is to
process the (partially) random class of signal waveforms as seen at the receiver, and (2) the
considerably more difficult one, namely, to proceed along the lines of the present analysis (cf. [5]),
which require, the explicit modeling of both the source and the various media through and in
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which the original signal is propagated.

4.1 Target Signal-Model I
This model represents a direct, formal application of our previous result (3.4), starting with

(3.1a). Now, instead of a more or less flat, open two-dimensional surface So, cf. Fig. 3.1, as
scattering element, we replace it with a closed, three-dimensional surface 13, representing our dis-
tributed target body. Equation (3.4) is formally modified for the narrow-band signals used here to

O(n) In.b. = Re { ZoSo(t 3n')in F((iko,t13 n,...) 13ei°t3n' }, (4.1)
f.f.

t3n' a nAt --e - To;

where now, however, FV() is given by [cf. (3.1b)]

f'*-) = iko -G eP-ik°DkvD't n') f (R oS) (fl*.z )) aRT(r3'1fo) e -ikOr3' ' 2ca(o 3) d13(r1 3), (4.1a)

E:3

in which the integrand is to be evaluated over the body's surface 1:3. Here we have for the doppler
component (from Eq. (24), [17])

DO) = (2aL3*vc)(tp3n'+Top) + (2 ap3Vc)(tj~n'+ ROT/Co)

+ -(ioTo"VoT)t3n' + (loRP3*VoR)(t3n' + To13)}, (4.2a)
and

rp' = r + P3; r = Ir r; 13i , lr * p = 0, (4.2b)

so that r and Cp are always perpendicular. The directional wavefront normals (2ao-) 2ap3 are now
2aol3 = (foT - 1oR)13 = Eq. (A. 1-3) of [5], where ROT -+ RoTr3, RoR - RORp3, etc., by obvious
modification of the geometry of Fig. (3.1), for the ocean wave surface vis-A-vis source and receiver,
Ai, as before, is an inwardly directed normal to the surface 1:3. Similarly, To13 = (Rop + RoR13)/co is
the path time from Or -* O3 -+ OR; also v13 now is the (constant) velocity of the body, again
referred to the fixed reference system O(x,y,z)T,3,R, with (IvI/Co) 2 << 1, [17]. The geometry of the
body system is shown in Fig. 4.1. The quantity ORT, as before, is the projection of the beam
pattern on the surface 2:3; GO ) is the usual spreading factor, given by (A. 1-3), with absorption.
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z

T~.7-

Fig. 4. 1: Geometry of the scattering body, vis-&-vis the source (T) and receiver (R), cf. Fig. 3. 1.

Thbe critical analytical problem here is the evaluation of the surface integral (d Z3). This is
usually very difficult, so that approximations or numerical methods must be resorted to. In
addition, the direction of r (= y), namely, the orientation of the body, is not usually known, and
must therefore be regarded as random at the receiver. The quantity (RcS~o (R.2a&) CRT cani be
regarded as the effective beam pattern projection on the now three-dimensional surface 1io,
analogous to the corresponding situation in the problem of scattering fromu the wind-wave surface
discussed in Section 3, cf. (3.12j). For most bodies Rop will be unity (as distinct from water -4
air -+ water scattering) cf. [23], pp. 220 et seq.

4.1-1: Coherent Momtents of O(T)
The various first- and second-order momlents of 0(,t needed for optimum threshold coherent

detection algorithms and performance, cf. Sec. (2.4), can be written down at once from the above
(4.1), (4.2), in (3.11), (3.13), namely,

<9''>= Re {to o0on')n < f)(iko, n)>PeiO'IPl},

(4.3)
tn'a nAt -E - To;

where the averages are now
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< > = < >C;ao,ir,... (4.3a)

cf. eq. (3.10). The physicogeometric "modulator," <Fq)>, of the original signal becomes

= ik4 V p 0 5 ( 0 (F1),&vD <WRTQ2CopkO)p>ir (4.4a)

where R o 1, while S p 1-- I (for the surface of the body not "in shadow," as seen by R,T). For
the doppler we use (4.2a) in (3.12d-i). The scattering contribution of the body itself is given by
the effective wave number scatter spectrum

<WRT(2 . o)l3>ir -- J<(fk'2ao) aRT(r13'Ifo) e-ikOrP3" 2 %f3>jr d13(r13'), (4.4b)

-3 g,0o

where the average is over the body's orientation. This is the quantity, of course, which presents

the principal analytical difficulties in evaluation for this model and which prompts us to seek

alternative, but valid, approximate forms, cf. Section 4.2 ff.

The analogue of <(s)>2, (3.13), here is directly

<Onx>2 1 ,2 1

- OBo(t13n)1 I So(t'n)in 12

(4.5)
(1 - cos 2 [O)ot'3n - Oo(t'on)in - k Do(t'13n)]

where now

Bo(t'on)-o (Ro )1 F(t'on)AVD< WRT(2o_3ko)3>, (4.5a)

cf. (3.13a,b). Again, "doppler smear" (-Fl.AvD) will degrade (and possibly destroy) the coherent
structure of the body scatter. Unlike the wave surface scatter, however, there is no "roughness"

degradation here, usually. Finally, note the different path delays (- To13, etc.) and directionalities
(- ), etc.: geometry, as always, plays an important r6le.
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4.1-2: The Incoherent Moments <6(s 6(r) x>;~ds

From (29), [5] we can write the analogue of (3.14) here as

Now (cf. (29d) 151) and the doppler of (4.2a), with (3.12d)-(3.12i), (3.17) suitably modified
gives us

MI()=e-i'k°- DX" - R- <(e7-2i°%G'-DT>AVD <WRT(2a€opko1O)P>r (4.6a)

in which

<WRT(2O&ko1O)P,>air ff<(ORT(r'jp Ifo)aRT(r'1p + Ar' Ifo)*( fkj"2O)(fk2"2cop)>)i

"e ik %Op d~j(r'jp3) dl(Ar') (4.6b)

is the wave number (intensity) spectrum of the scattering body, analogous to (4.4b). Here hi =

fil(r'lp), f12 
= h2(r'lz + Ar'), and Ar' always connects two points on the fixed surface 1: Ar' is

not random, although r', r are, in direction. Again, a central problem is to evaluate WRT-p,

(4.6b). Thus, Equation (4.6) can be expressed in the sameform as (3.19) and (3.20), viz.,

Ret f(kr)kO@)in e'- (4.7)

where the "modulation effects" of the doppler shift and spread, and in particular the scaling by the
scatter body (- WRT-3), are described by

o)- G()k -2ikcOa°p VDC Ro <e2ik1°',TDt>AD <WRT(2 OtI)3 >tr (4.7a)

Specifically, we have for the doppler spread here
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<e 2 ikoaoGFD'>AVD = e-1,2/2;

02 = [(2cop3 * ac)2 + (2(Xo3 * Cyo) 2 + ioTM . aT)2 + foR * OR)2]k 2. (4.8)

from (3.17), where we have replaced gd by gpp, the vector spread for the target's motion.

For < (S)(n) >, and <0(n)e(n)>, we proceed in a similar way, combining (3.4) and

(4.1) and averaging appropriately, according to (4.3a). The result is, finally,

<O(S)O n)> :&::a ozgk 2 4G(IG(0)RoS o3 *

Re{jKo(@ + AoJ3)in WRT(2k<a(Wo)s WRT(2kop)o)> <e7'0D (s1)+ik°D0)>AV}

AoO M To - Top, (4.9)

with D(s), D(P) given respectively by (3.2), (4.2a), and with Aop -- -Ao and D(S - -D(, D(P

-D( in (4.9) for <()6(ns)>. Here we have as a typical average for the doppler factor* in

(4.9):

<e-iko%*Fc+Avctl + ikoaop3vc+Avc(tl-)>Avc

= e-ikvc(tla%"t+rt)%3 l Fl(-kotlOt + ko(tl+,t)%o)Avc (4.9a)

where generally cOo * ao, etc. Thus, when tl -+ tl + to, and to -- co for cw signals, not only is

(4.9a) representative of a nonstationary process (since dependent explicitly on tl), but F1 -- 0, in

the usual cases where Avc # 0. Again, as expected, doppler spread destroys coherence,

completely for very long signals, as in the case of <O(s)>, <e(?)>, (3.11), (4.3) above, also. Even

for comparatively short signals doppler spread due to platform and scatter motion can essentially

destroy coherence in these far-field situations, because of the long travel times involved, i.e., large

RoT/co, RoR/co, To, Top, etc., cf. (3.12f-i).

For most practical purposes [unless possibly ao1 - ao and Top -To, which occurs when

the target is sufficiently close to the surface scatter domain, cf. Figs. 1. 1 a,b], the cross-moments

< rs) 0,1, >, ,< 4n 0(s)n > effectively vanish. However, even when the target (3) and surface

scatter region (SO) are close, so that aop - xo, To -To are good approximations, the doppler shift

•The epoch (E) is omitted in there slowly varying terms, since e is very small, O("RF" cycle): the doppler shift in

the envelope go-in is thus negligible.
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and spread terms in (4.9) become explicitly

<e-i koDsl+ikoD(0 2) >AvD * eiko(vc - ,o + loi-voT+ IoR'VoR)T

S<e 2ikoao"- [F + Avp)(tl+r+ToR) - ( d + AVd)(tl-ToR)]>AvdAv0 (4.9b)

so that unless v-- -vd and Av3 -- Avd, the doppler spread again destroys coherence between the

surface scatter signal and that scattered from the target (f3). Our conclusion here, accordingly, is

thatfor most practical purposes the cross signal moments between surface scatter and the target

vanish,* e.g.,

< 0. (4.10)

This very considerably simplifies the performance parameter (a)i2 in (2.26).

42 Model Ia: An Approximate Model I.

The principal approximation here is the replacement of the three-dimensional closed surface

E3 of the scattering body of Model I above (Sec. 4. 1) by an "equivalent" flat, 2-dimensional

scattering surface, in the manner of Fig. 4.2. Then, it is convenient to use the coOrdinates of the

flat target surface to evaluate WRT-p, with S -+ - 1. These cobrdinates, in turn, need to be

related to the primary (parallel) system of Or and OR (cf. Fig. 4.1 and Fig. 4.1a). This is done

with the help of the familiar rotational transformations ([24], Sec. 8):

ix' 11 12 13 fx' xl + y12 + z13

y ml m2 m3 Ix = ix'l I + Jy'rnl+ iz'nl

Irz1 nlI n2 n3 etc., (4.11)

*This result will not hold, however, in the near field, with signals of short duration, as then the random doppler

spread will not have sufficient time to destroy the coherence between the scattering surface and the target.
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where 1I, 12, ... are the direction cosines of ix', the unit vector ix', etc., in the primed system of
the "flat" target. Specifically (cf. Fig. 4. la) we have again (4.2b)

r' = r + =irr + i ; ir- i13= O;

.. r'p = ifx'X' + iy-y' = r' on A

and i'z = - r'X = n ("inward" drawn normal);

(4.12b)

and in terms of the primary (x,y,z) systems, we get directly

( = ix' = cos 05 sin 05 + iy sin OD sin 005 + z COS = ixll + iy12 + z13, etc.

(4.13) r= y' = ix cos Or sin Or + iy sin Or sin O3 + iz cos Or ,

ir X ir iz = ix {sin Op sin 03 cos Or - sin Or sin Or cos 00}
+ 1y (cos Orsin OrCOS 00- cos Op sin Opcos Or
+ iz (cos Op sin Op sin Or - sin Op sin 00 cos Or sin 0r,

where (Or,or), (0p,op3) are the respective polar and azimuthal angles of r and p in the primary
system, cf. Fig. 4.1a. Comparing the coefficients of fx, ty, Gz with the relations of (4.11) shows
at once that they are respectively the direction cosine I, etc.

From the above it is clear that wRT0 (4.4b) can be evaluated, once 0 RT (r'plfo) is specified,
since ft = iz, so that (2(xop)z' is readily found to be

(2(x0 3)z' -(oT -io3R) = iz'" L(ix, iy, iz) (4.14a)

where is ioPT -iopR given by (A.1-3), [5]. Thus, we have with the help of (4.1 1), in the bistatic

cases,
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A: .1

aI I
s

Figure 4. 1 a: Geometry of the "flat, tiltea

0

(2o)z- (( I (+ RoTWRoPR) cosfrg SinOT - (I.SRoPR) CO5ooL nlI

+ ((1 + RoTf3/Raf3R) sin"rt, sin~rip - (Lo/RoOR) sifl4Oj3L)fl2 + (COS0OT3 + coOopf)fl3]

(4. 14b)

with ROOR given by (A. 1-2c), [5], (with appropriate indexing), where n 1, n2, nl3 are the
c6efficients of ix, ly, 11z in fzj, (4.13) above. The wave number scatter spectrum wRT.f3, (4.4b)
now becomes

where ')p-.. = Ij(O),C +i Iy(ack)y', in which the components of otop are readily found from
(4.11), (4.13), and the general forms (A. 1-3), [5], as done above for (2%z,~, (4.14b).

Next, we use (3.12k) for the specific gaussian beam patterns of our current models, with r
.r' (= r'p here) lx~x' + ty-y', cf. (4.12a), and (B~p., brR) -(B'Tp, b'R) for the particular

geometry of T - - R now. All the results for <0(5)> in Section 3 above carry over directly in
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form, with (2a0o)z' replacing (2co)z', etc., and with appropriate modifications of the doppler

relations, geometry, etc. See (3.121), (3.13a,b,c), etc. Thus, for this simplified model Ia we have

approximate, explicit relations for the various target moments, also with appropriate modifications:

<0(n)> = Eq. (3.11), with (3.12), [Eqs. (3.12ab,c) omitted], (3.12j-m); (4.16a)

<0(n)>2 = Eq. (3.13), with (3.13a,b,c); (4.16b)

<0(n9,0(Z)> = Eq. (4.7), with <WRT-p>, (4.6b), (4.7a), replaced by <WRT-3>, (4.16c)

(4.17) below, which now for gaussian beam patterns is found

to be (without the average over ir)

WRT(2kop)03 = (2ao3)z' fORT(r'llfo) CRT(r'l + Ar'lfo)* e2iko(ca'o1)I * Ar'dr'Id(Ar'), (4.17)

Ap3

specifically, cf. Fig. (4.1 a),

= (2ciop)z' Ii[(too)± -bRT/2, (a0).l-bTR/2], Eq. (A.2-25), [5] (4.17a)

= (2Oto1) z' 4(gTgR) 2 (A'REF)2 eko2('o0)±l • ATR - (a'o3)L, (A.2-16), [5] (4.17b)

with A'REF = 7/-rK = A'1/2, and (a0'el31) = ( o[p)± -b'RT/ 2 . (4.17c)

Similarly, we have for (4.4b) here

WRT[2kouop]o = (2a 0 0)zA f GRT(r'Ifo) e2ikorhl (czoP).L dr-

A A

= Eq. (3.121,m) BTR -. B'TR, b'TR, etc., in the gaussian cases. (4.18)

With these modifications, then, we get for the cross-averages <0(,0(s)>, etc., Eq. (4.9) with

appropriate doppler adjustments in (4.9a,b) and WRT-P given by (4.18):

<0(nx),(nS)> = Eq. (4.9), with (4.18), etc., remarks above. (4.19)

Once again, via the arguments of Section 4.1-2 for Eqs. (4.9a), (4.9b), we may expect these

cross-averages to vanish, e.g., (4.10) holds here, also, for this simplified model, with
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considerable simplification of the performance parameter anjh (2.26).
Finally, for Model la here we also assume, in addition to the far-field conditions, that A3,

Fig. (4. la), is very large compared to the wavelength of the incident radiation, so that "edge

effects" may be ignored. (But see our remarks in Sec. 4.3 ff.)

4.3 Model II: "Point-Scatter Model"
Here we replace the continuous plane surface Ap of the scattering body by a series of

scattering facets (also in the plane Ap), whose locations are variable, in the manner of Fig. 4.1b

below. This is the "point-scatter" version of Model Ia, whose practical valuation depends on the

empirical values we may assign to the various reflection c6efficients Rom associated with each
"facet" about point r'ml3.

Again, we can write

m = x'n; rm = iyrm; t = 1z'; (rm m = 0); .*. ft * 2 0 3 = (2o)z'. (4.20)

Here F(), Eqs. (4.1a), (4.4a), apply formally, with WRT-p, (4.4b), therein now replaced by
M

wR(2aoko)discrete S (2 aop)z' DiRomRT(r'mo3 Ifo) eikr'm43 20"13, (4.21)
m

where

r'm3 = Ix'Cm + IyTm (4.2 1a)\ i

t,, r m 2 qol3 = (2Xooj)x' m + (20oz)y' rm, (4.21b)

S,- . .with (4.13) specifying the components ix', iy.,

, ,, / - etc. vis-A-vis the basic co6rdinate system (x,y,z)
here, as before. Thus, w4.disc is again an

ff_____ , t ' effective wave number scatter spectrum of the
/ " -target body 3 in this model, which allows us to

-assign various weights Rom (and Rom), as well
.as various locations along the line y', to each

" asvariouslocationpoint"-facet, at r'm ty.

In a similar way we see that for the

second-order moments <0 )0I)>,
Fig. 4.1b: Point Scatter Target Model <()O(ns)>, etc., cf. (4.6), we have now

(- 1):
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Wf(2k a.0)discrete = (rz, • 2ao) 2 X Rom R Om'aRT(r'mOIfoaRTr'm. If0)*e2i oJ ° 3(r 'm - r 'm)
mm, (4.22)

for (4.6a), (4.6b), which may be subject to the further average < >ity, as noted above, when

target orientation is unknown at the receiver.
The "point-scatter model" as presented here is in part necessarily phenomenological, i.e., we

must assign reasonable values to such quantities as Rom, Rom R om', rm, m, based on empirical
studies. Nevertheless, it has the attractive features of (comparative) acoustic simplicity and
identification with empirical data. Also, "corner reflector" or "high-light" components may be
included, as additional (random) scattering points in A03. We add at once that all this is not a new
concept. Our treatment here, however, incorporates a number of features not always included,
namely, doppler effects and bi-static configurations with the body 03 plane, along with source and
receiver beam patterns.

4.4. A Resonance Component

In addition to the scattered radiation there may often be a "resonance" component, whereby

the scattering body redmits radiation in a number of "normal" or resonant modes, when the incident
radiation is sufficiently intense and consists of short pulses. Here we model the response simply

as a response function, Yo(s)o, cf. Sec. 2.2-5, 920, [7], associated with an indigenous beam

pattern o(v13 Ifo). Then, this added component, appearing in fl), (4.1 a) in Models I, Ia, II, is

simply

Yofs) 13al3(Voo) {Ro 4 am(r' )esOTosc'/c0'ro13T - 1ogR)r'3-(s°/co)DT) (r'1-0) },

(4.23)

with (vo13) = fx'fo/co, cf. (4.2a) for the doppler, where Yoo is the narrow-band resonance response,

at fo, of the target, if any, and where Op is determined by the target structure. This latter quantity
must generally be determined empirically and is, of course, a function of orientation (tx,, (4.13)),

which is usually random vis-&-vis the observer.

Accordingly, we must add to WRT-0, and WRT-0, (4.4b), (4.6b) et seq., the quantity (4.23).

We have, then, for Model I:

Eq. (4.4b), < 0' >: <WRT-0>11 - { <wRT-1> + Yo(s)pOap(vo13)ORT(0 Ifo) }

(4.24a)
Eq. (4.6b), < 6rn),0(,r) >: <WRT.3>t --4
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<WRT- >+2 Re(<WRT-. > qo-B0- +YoIa.B7RT (0)2 1} (4.2b)

Eq. (4.9), < (,5), O()>: <WRT-P>ir -*E q. (4.24a) (4.24c)

Similarly, WRT.o3 for Models la, U, are modified, cf. (4.15), (4.18); (4.17); (4.21), (4.22), by

adding the appropriate "resonance" component, cf. (4.24a-c).

5. The "Telecommunication Model": T -4 'V; T -+ S -+ ,c:

In what we call here the "telecommunication" model, because of its analogy to the

communication situations in which signals are transmitted directly to the receiver - here on the

scattering body (,r) - transmission proceeds as indicated: (i) directly T - r, or (ii) off the ocean

surface (S), to the receiver, e.g., T -+ S -+ r, in the manner of Fig. .lIb above.

The detection formulation of Secs. 2.3, 2.4 apply here, provided:

Case I, T -4 r." O(T) -0 e; 0(s) - 0, in (2.19)-(2.26);

(5.1) Case //, T -4 S -- : 0() -0 0; 0(s) * 0, with receiver R replaced by the

body (13), e.g. OR --+ Op, RoR -+ ROR, etc.; in the

scatter results of Section 3, cf. Fig. 3.1, with

corresponding modifications of the doppler, (3.2) et seq.

HI: 0 + 0(s) + Namb vs. H0 : Namb;

0() + 0(s) in (2.13a); add <0(s),0()> in (2.13b);

add <0(s)>2 in (2.19);
add <0()(s)>2 in (2.11)

Case I is the more common situation in practice, although Case 11 can be important if the receiver is

comparatively close to the surface, so that the direct and scatter paths are approximately the same.

Then the receiver can use the scatter, or multipath component to enhance detection:

6. Results, Remarks, and Next Steps

Here we briefly summarize the principal results, with comments, and indicate some

possible next steps in the analysis:

6.1 Principal Results
In the preceding we have determined

I. The parameters of the optimum threshold signal detectors [Secs. 2.1, 2.2], and

II. The associated parameters for optimum threshold performance [Secs. 2.3, 2.4], where

general nongaussian (plus gaussian) noise is present and when signal-dependent noise is present,

produced here primarily by scattering off the ocean surface (Sec. 31. The results are canonical,

i.e., independent of the specific statistics of the ambient (i.e., background) noise, and
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are similarly canonical in signal structure.

These results are also quite general: "bistatic" as well as "monostatic" geometries are

included. Particular attention is given to the r6le of doppler in the platforms and scatterers.

III. Target modeling is explicitly treated (Sec. 4): rather general models are outlined, and

approximated by effective two-dimensional (flat) scattering surfaces and point-scatte.r

elements in a plane. these models are quasi-phenomenological, requiring in practice

calibration with empirical data.
Throughout we have emphasized realistic structures and have based much of the detailed

results on the recent analysis presented in [5], which should be used in conjunction with the

present work for the fullest utility. It should be noted, moreover, that in all the cases treated here

the input signal (envelope) So(t)in, is explicitly a factor in the parameters describing the threshold

algorithms and performance, either directly, or squared, or in the input signal covariance, cf. (3.4),

(3.8a), (3.11), (3.13), (3.14a), (3.19), (3.20), for the signal-dependent scatter, and for the target
returns, cf. (4.1), (4.3), (4.5), (4.6), (4.7), (4.9). This explicit and not too surprising separation

of the input signal from the physical and geometric factors which embody the scattering
mechanisms and their geometries, doppler, etc., is strictly the consequence of the narrow band

assumption, in conjunction with the far-field condition, assumed throughout this initial effort.
When either or both of these conditions are removed, i.e., broad-band signals and/or Fresnel

geometries are invoked, then the present analysis must be appropriately extended: the input signal
no longer is factorable from the physico-geometric factors, but appears as a linear functional, either

directly as such or as a functional of the signal covariance.

6.2 Next Steps
Various next steps need to be considered. Among them are (not necessarily in the order

indicated):
A. Applications to LPlproblems, with particular attention to the r6le of physico-geometric

factors involved in the wave surface and target scattering situations;
B. Extension of the analysis to the Fresnel region, in order to account for targets in the

beam orientation, where the Fraunhofer condition breaks down;

C. Calculation of representative results, for typical geometries;
D. Quantitative study of the doppler effects;

E. Formal extension of the analysis to broad band signals, as a framework for numerical

analysis;
F. Application of the current results to the estimation of waveform and target level.

Other important extensions and applications will present themselves in the course of the

development of A-F above.

39



Appendix A.1 Definitions and Descriptions
The principal purpose of this Appendix is to provide definitions of the various terms and

elements of Eqs. (3.1a,b), and others, which appear in the text. (Many of these may also be found
in Appendix I of [5], as well as in Parts I-El of [6].)

We begin with Eqs. (3.1a,b):
(A.1-1) F' ) = TSSF = The 'Total Surface Spreading Function," Eq. (3.1 b), which

describes the effects of the random moving wave surface (r,t) on the
incident and scattered acoustic signals

(A.1-2) e = the signal "epoch," as measured at the receiver
(A.1-3) G(l) e'a oTo/(4X)4RoTRo2R, the "geometric" or spreading factor,

including the effects of absorption for wave surface scatter

(A.1-4) To = (ROT + RoR)/co = path delay Or -4 S(O') -+ OR, cf. Fig. 1, [5]
(A.1-5) co = (av.) speed of propagation in the water medium
(A. 1-6) cwo = 2nfo = carrier signal angular frequency

(A. 1-7) Ro = plane wave reflection c6efficient for the air-water interface
(A.1-8) S = shadowing function, cf. Appendix IV, [51
(A. 1-9) So = A = portion of the mean ocean surface jointly "illuminated" by the

transmitting and receiving beams, aT, aR
(A.1-10) fk - G = unit normal to the gravity-capillary wave surface, e.g., Ak = (Ix~x +

tyy - lz)nz, G ffi; cf. Eq. (23), [5], with nz = (1 + 2 + 2y/2

(A.1-11) IoT, foR = unit vectors along RoT, ROR, cf. Fig. (la,b) here and Fig. 1, [5]
(A.l-12) 2Lao = foT- oR, cf. Appendix I, [5]
(A.1-13) VD = a doppler velocity, which can include platform motion, surface drift,

etc.; cf. Sec. VIII, Appendixes VII, VIII of [5]i-o+d(>0) d
(A.1-14) f( )sn = a Bromwich contour (of integration) = j ( which2ni i+d 2nBri allows transient or finite duration signal inputs, as well as those of

infinite duration (d -+ 0)
(A.1-15) VT, VR = volumes occupied by the transmitting and receiving arrays, cf. Fig.

3.1.
(A.1-16) (-)G+S = quantity [in (3. l b), (3.6b)], associated with the composite surface G

(= gravity + capillary waves) and S (= postulated surface soliton
ensemble [5], [6]

(A.1-17) (r,t) = wave surface elevations

(A. 1-18) FoPT, looR = unit vectors along ROOT, ROOR, cf. Figs. 4.1, 4.1 a
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(A.1-19) PO), q )  -- TSSF's for target body (E3), and two-dimensional (flat) target (12),

cf. (A.I-1).
(A.1-20) G( )  = e-2ac °T°P/(47)4Ro TRoR "geometric factor" for target, cf. (A.1-3)

(A.1-21) D), D(P)  = doppler terms, cf. (3.2), (4.2a), for wave surface and target

(A.1-22) Rc,g = Rayleigh numbers
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