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Abstract: Analysis of surface boundaries has been extended to situations in which a camera is able to actively track environmental surface points. Two problems were examined - the determination of relative depth at a boundary and the determination of the direction of motion. In both cases, the ability to actively track significantly decreases the complexity of the computations required. An analysis of the computational basis for the visual detection of moving objects has been completed. We have shown that moving object detection can exploit one or more of three general approaches. Each approach has particular strengths and weaknesses. Two significant results have been obtained in the area of motion-based segmentation. The first combines motion and contrast information in a boundary detection method that is both more reliable and more accurate than possible using only motion or only contrast. The integration is done in a manner involving little additional computation. Secondly, we have shown how motion information can be used to reduce ambiguity in the recognition of partially occluded objects.
a. Objectives.

Our principal objective continues to be the development of robust computational approaches for estimating the spatial organization of a scene using time varying properties of image sequences. Three closely related problems are being pursued:

- **Active tracking of surface boundaries.**
  Much attention is currently being paid to problems involving active vision. An active vision system is able to at least partially control the manner in which perceptual information is acquired. Within the context of motion, several authors have argued that active tracking of moving objects or surface points provides additional constraints of use in solving structure-from-motion problems. We have shown that this is not in fact true. Active tracking can, however, significantly simplify some of the computations involved in analyzing visual motion.

- **Moving object detection.**
  The detection of moving objects is an important task for many robotics applications. With previous AFOSR support, we developed a series of algorithms for moving object detection in a variety of special situations. Under this contract, we have placed these methods under a coherent theoretical framework. As a result, it is now much easier to determine the difficulty of detection for a given situation and to apply the most appropriate detection method.

- **Motion-based segmentation.**
  We have done extensive research on methods for incorporating motion into the segmentation process. Motion-based segmentation is important because it provides more information than methods using only static cues. Two significant accomplishments have been achieved under this contract:
    - **Integrating motion and contrast for segmentation.**
      Motion-based edge detection is sensitive only to actual surface boundaries. As a result, ambiguity is reduced over methods based only on image contrast. Traditional brightness-based edge detection is far more precise at localizing edges, however. We have shown how edge detectors can be built that naturally incorporate the best aspects of brightness-based and motion-based edge detection.
    - **Occlusion-sensitive matching.**
      Our most important result under the current contract deals with improvements in object recognition that are possible using the results of our motion-based segmentation
technique. Recognition in the presence of occlusion is difficult because it is hard to tell what features are part of the object being analyzed and what features are actually part of other objects partially occluding the object of interest. Our approach uses motion to differentiate between occluding and occluded surfaces, and then uses this information to remove irrelevant features from the classification process.

b. Status of research effort.

Active tracking of surface boundaries.

Others have argued that optical tracking of an environmental surface point significantly decreases the intrinsic complexity of various structure-from-motion problems. This is not in fact true. Tracking provides neither additional constraints nor other sorts of new information. This is easily seen by recognizing that all of the information in the tracking image is available in an image of the same scene without tracking. Tracking is accomplished by generating a rotation of the eye/camera system based on estimates of image drift such as optical flow at the image center. Once this rotational velocity is determined, a non-tracking image sequence can trivially be converted into the equivalent tracking sequence using standard techniques.

Active tracking can lead to important efficiencies in the implementation of certain structure-from-motion algorithms. We have developed two such methods:

- **Identification of occluding surface.**
  
  When a boundary element is visually tracked, the region to the side of the boundary corresponding to the occluding surface will have near-zero image flow. The region to the side of the boundary corresponding to the occluded surface will in general be associated with significant visual motion.

- **Determination of direction of observer motion.**
  
  When a boundary element is visually tracked, optical flow due to the more distant surface indicates the direction of observer motion. The flow vectors point in the direction of the image location corresponding to the line of sight coincident with the direction of translational motion. Multiple fixations over the field of view can be used to solve for the actual direction of translation.

The first of these techniques requires only the detection of regions with significant image motion, a far easier tasks than the comparisons required by previously known methods. The second technique eliminates difficulties due to camera rotation that plague most other solutions to this problem. Additional discussion is presented in [5].
Moving object detection.

The reliable detection of moving objects is essential for many robotics applications. If the camera is stationary and illumination constant, this can be done by simple techniques which compare successive image frames, looking for significant differences. If the camera is moving, however, the problem is considerably more difficult. For a moving camera, both moving objects and stationary portions of the scene may be changing position with respect to the camera and thus generating visual motion in the imagery. A moving camera leads to difficulties because of the need to determine objects moving with respect to the environment, rather than the much easier problem of finding objects moving with respect to the camera. General solutions based only on vision are computationally complex and likely to be numerically unstable. If partial information is available about camera motion and/or scene structure, however, robust motion detection methods are possible.

We have shown that possible approaches to this problem fall into three categories:

- **Violations of motion epipolar constraint.**
  
  Translational motion produces a flow field radially expanding from a “focus of expansion” (FOE). Any flow vectors violating this constraint are due to moving objects.

- **Comparison of optical flow and other depth information.**
  
  While patterns of optical do not uniquely specify depth, they do constrain the possible values. Motion-based constraints on possible depth can be combined with static constraints obtained from cues such as stereo. Violations of the combined constraints indicate that moving objects are present.

- **Violations of rigid object constraint.**
  
  Only certain patterns of optical flow can correspond to the imagery produced by a moving, rigid, three-dimensional object. While we have not yet researched this approach extensively, there is reason to believe that it may be possible to determine whether or not this rigidity constraint is actually satisfied. If so, dispreferred non-rigid motion corresponds to moving objects.

Understanding the theoretical underpinnings of moving object detection has several advantages. Perhaps most importantly, it is now possible to determine under what situations a particular approach will work without having to examine the details of a specific algorithm. Likewise, the strengths and weaknesses of whole classes of algorithms can be investigated at one time. Finally, we expect that better performing algorithms will arise from a more complete understanding of the basic constraints involved in the problem. More information can be found in [1].

**Motion-based segmentation.**

Edge detection algorithms based on visual motion perform significantly differently than those based on brightness. Previous attempts to combine motion and contrast information in edge detection have not recognized these differences. Static cues such as contrast edges give good spatial localization, but are subject to highly ambiguous interpretations. Visual motion is a robust indicator of
surface boundaries, but does not yield precise information on the location of the boundary. The approach described in [4] accurately locates edges due to surface boundaries, without generating many "false" edges. Furthermore, the combined method adds minimal computational complexity to the edge detection process.

Our most important result under the current contract deal with the problem of recognizing partially occluded objects. Most existing matching algorithms that are tolerant of occlusion look for a partial correspondence between model and image features. If a partial match is found, unmatched model components are assumed to be hidden by an occlusion. This approach leads to difficulties because of the chances for partial matches occurring coincidentally. In our method, motion-based information about occlusion boundaries is used to explicitly identify model features that will not be visible in the image. Most of the remaining model features should be findable if the match is in fact correct. Occluded model features are determined based directly on image properties at boundaries, rather than just on the absence of an image feature at some expected location. The result is a significant decrease in ambiguity. Details are found in [4].
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Abstract

The detection of moving objects is important in many tasks. This paper examines moving object detection based primarily on optical flow. We conclude that in realistic situations, detection using visual information alone is quite difficult, particularly when the camera may also be moving. The availability of additional information about camera motion and/or scene structure greatly simplifies the problem. Two general classes of techniques are examined. The first is based around the motion epipolar constraint — translational motion produces a flow field radially expanding from a "focus of expansion" (FOE). The second class of methods is based on comparing observed optical flow with other information about depth. Examples of several of these techniques are presented.

1 Introduction.

One important function of a vision system is to recognize the presence of moving objects in a scene. If the camera is stationary and illumination constant, this can be done by simple techniques which compare successive image frames, looking for significant differences. If the camera is moving, the problem is considerably more complex. For the purposes of this discussion, moving objects are taken to be any objects moving with respect to the stationary portions of the scene, which we refer to as the environment. For a moving camera, both moving objects and stationary portions of the scene may be changing position with respect to the camera and thus generating visual motion in the imagery. A moving camera leads to difficulties because of the need to determine objects moving with respect to the environment, rather than the much easier problem of finding objects moving
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with respect to the camera. In this paper, we deal with the problem of detecting moving objects from a moving camera based on optical flow.

![Diagram of optical flow pattern](image)

**Figure 1: Is The Central Region a Moving Object?**

The visual detection of moving objects is a surprisingly difficult task. A simple example illustrates just how serious the problem can be. Consider the optical flow field shown in figure 1 which appears to show a small, square region in the center of the image moving to the right and surrounded by an apparently stationary background. Such a flow field can arise from several equally plausible situations: 1) The camera is stationary with respect to the environment, and the central region corresponds to an object moving to the right. 2) The camera is moving to the left with respect to the environment, most of the environment is sufficiently distant so that the generated optical flow is effectively zero, while the central region corresponds to a surface near to the camera but stationary with respect to the environment. 3) The camera and object are moving with respect to both the environment and each other, though the environment is sufficiently distant so that there is no perceived optical flow. It is not possible to tell whether or not this seemingly simple pattern corresponds to a moving object!

Figure 1 provides one example of why a general and reliable solution to the problem of moving object detection based only on optical flow is not feasible. Robust solutions require that additional information about camera motion and/or scene structure be available. In this paper, we examine a variety of types of information that might be available. Each information source places constraints on the optical flow fields that can be generated by a camera moving through an otherwise static environment. Violations of these constraints are thus necessarily due to moving objects.

---

1. The flow pattern in figure 1 provides little information about actual camera motion. Apparently stationary image regions can be due to the viewing of distant surfaces and/or rotational motion that tracks a surface point, keeping it at a fixed point in the field of view. Even with significant non-zero flow existing over the whole of the image, ambiguities exist between flow patterns due to translational motion and due to rotational motion [1].
2 Background.

An extensive literature has developed on computational approaches to the analysis of visual motion (e.g., see [2]). The majority of this work deals with what Ullman [3] has called the structure-from-motion and motion-from-structure problems. Visual motion is used to determine the three-dimensional position of surface points under view and/or the parameters of motion relating camera and object. Almost without exception, papers describing structure-from-motion and motion-from-structure algorithms deal only with a single, rigid object in the field of view. If the problem of separately moving objects is mentioned at all, it is in a comment that the image must be segmented into separately moving objects before the method being described is applied.

Some work has been done on the segmentation of images based on visual motion. The easiest form of this problem occurs with a camera known to be stationary. In such circumstances, object motion leads to significant temporal differences in an image sequence. Such differences correspond to moving objects, and furthermore can be used to estimate the boundaries of the objects (e.g., [4, 5]). More classical edge-detection techniques can also be applied to time-varying imagery [6, 7, 8, 9, 10, 11]. Such approaches work for both moving and stationary cameras. When the camera is moving, however, sharp spatial changes in visual motion can correspond to either the boundaries of moving objects or to depth discontinuities between two rigidly attached surfaces. As a result, motion-based edge detection is not sufficient to detect moving objects.

Jain is one of the few researchers to deal directly with the problem of detecting moving objects using a moving camera [8]. His approach exploits the motion epipolar constraint which says that for translational camera motion with respect to a static environment, optical flow will expand radially from a focus of expansion corresponding to the direction of translation. For translational motion, any flow values violating the epipolar constraint must be due to moving objects in the scene. Unfortunately, this approach requires knowledge of the direction of translation and does not work if the motion has a rotational component.

3 Possible approaches.

At least three general approaches to moving object detection are possible. Each exploits a particular constraint that must hold if a camera is moving through an otherwise static environment. Detecting moving objects becomes equivalent to a search for violated constraints.

- **Motion epipolar constraint.**

  Translational camera motion produces a distinctive optical flow pattern. Flow vectors appear to radiate out from a "focus of expansion" (FOE) corresponding to the line of sight coincident with the direction of motion. This has the effect of constraining the orientation of flow vectors. Visual motion which violates this orientational constraint must be due to moving objects. Under some circumstances, the motion epipolar constraint may still be used when camera
rotation is added to the translational movement.

- **Depth/flow constraint.**

  The optical flow generated by a surface point is a function of the relative motion between camera and surface and of the range to the surface. If range values are available, then inconsistencies between optical flow, range, and observer motion signal moving objects.

- **Rigidity constraint.**

  A scene containing moving objects can be thought of as undergoing non-rigid motion with respect to the camera. Structure-from-motion techniques which are sensitive to the presence of non-rigid motion can thus be used to detect moving objects.

This paper will concentrate on epipolar and depth/flow methods. Though potentially effective, methods based directly on the rigidity constraint require longer frame sequences, temporal derivatives of optical flow, and/or a wide field of view to enhance perspective effects.

4 Presumptions.

Many theoretically plausible techniques for analyzing visual motion are ineffective in practice. Typically, the assumptions on which these techniques are either explicitly or implicitly founded do not accurately represent real problems. For this work, we start with the presumption that motion detection algorithms should be designed with the following properties in mind:

- **The field of view may be relatively narrow.**

  Motion detection should not depend on the use of wide angle imaging systems. Such systems may not be available in a particular situation, and if used may increase the difficulty or recognizing small moving objects. As a result, detection algorithms should not depend on subtle properties of perspective.

- **The image of moving objects may be small with respect to the field of view.**

  This is clearly desirable for reliability. Moving objects may be far away and subtended by relatively small visual angles. We need methods capable of identifying single image points, or at least small collections of points, as corresponding to moving objects. Detection algorithms thus cannot depend on variations in flow over a potentially moving object.

- **Estimated optical flow fields will be noisy.**

  No method is capable of estimating optical flow with arbitrary accuracy. Motion detection based on optical flow must be tolerant of noisy input.
5 The Optical Flow Equation.

The basic mathematics governing the optical flow generated by a moving camera is well known. Our notation is similar to [12], using a coordinate system fixed to the camera (e.g., the world can be thought of as moving by a stationary camera). Optical flow values are a function of image location, the relative motion between the camera and the surface point corresponding to the image location, and the distance from the camera to the corresponding surface point:

\[ F(p) = \frac{F_r(p)}{r(p)} + F_t(p) \]  \hspace{1cm} (1)

\[ F_r = (-U + xW, -V + yW) \]  \hspace{1cm} (2)

\[ F_t = (Axz - B(x^2 + 1) + Cy, Ay(y^2 + 1) - Bzy - Cz) \]  \hspace{1cm} (3)

where \( F \) is the optical flow at image location \( p = (x, y) \), \( x \) and \( y \) are normalized by the focal length, \( r(p) \) is the range from the camera to the surface point imaged at \( p \), \( T = (U, V, W)^T \) specifies the translational velocity of the camera, and \( \omega = (A, B, C)^T \) specifies camera rotation.

Most work on the analysis of optical flow has dealt with a camera moving through an otherwise static environment or, equivalently, a single rigid object moving in front of a fixed camera. In such cases, single values of \( T \) and \( \omega \) govern the flow over the whole image. If moving objects are present, then the relative motion between camera and environment will be different than the relative motion between camera and moving object. Notationally, we will specify the camera motion with respect to the environment by \( T^{(env)} \) and \( \omega^{(env)} \). The parameters specifying the relative motion between the camera and an arbitrary scene point \( p \) will be indicated by \( T(p) \) and \( \omega(p) \). \( p \) lies on a moving object if \( T(p) \neq T^{(env)} \) and/or \( \omega(p) \neq \omega^{(env)} \).

6 Detection based on Epipolar Constraint.

If complete information about instantaneous camera motion is available, then \( T^{(env)} \) and \( \omega^{(env)} \) are known. If the camera is translating but not rotating with respect to the background, \( \omega^{(env)} = 0 \), \( F_r = 0 \), and all flow vectors due to the moving image of the background will radiate away from a focus of expansion (FOE). From equations 1 and 2, it is easy to see that the image plane location of the FOE is at:

\[ (x, y)_{foe} = \left( \frac{U}{W}, \frac{V}{W} \right) \]  \hspace{1cm} (4)

While the location of the FOE depends only on the direction of translation and not on the speed, it is important for detectability that the speed be sufficient to generate measurable optical flow. The FOE is not restricted to lie within the visible portion of the image (and in fact may be a focus of contraction). An FOE at \( \infty \) corresponds to pure lateral motion, which generates a parallel optical flow pattern.
6.1 Direct use of motion epipolar constraint.

For pure translational motion, the direction of motion specifies the direction of optical flow associated with any surface point stationary with respect to the environment:

\[ \theta_{\text{FOE}} = \tan^{-1} \left( \frac{V - W_y}{U - W_x} \right) \]  

where \( \theta_{\text{FOE}} \) is the expected flow orientation at the point \((x, y)\), predicted using the motion epipolar constraint. Note that this equation is still well defined when \( W = 0 \), corresponding to a focus of expansion at \( \infty \) in image coordinates. Any flow values with a significantly different direction correspond to moving objects [3]. (The converse is not necessarily true. It is possible that moving objects coincidentally generate flow values compatible with this constraint.) This approach requires the estimation of only the direction of flow, not either the magnitude or spatial variation of flow.

Camera rotation introduces considerable complexity. Knowledge of camera motion no longer constrains the direction of background flow. Nevertheless, at a given point \( p \), flow is constrained to a one-dimensional family of possible vector values. The family is given by \((1-3)\) where \( r \) ranges over all positive values. The analysis can be simplified because of the linear nature of \((1)\). \( F_r \) depends only on the parameters of rotation and not on any shape property of the environment. Because the value of \( F_r \) at a particular point \( p \) does not depend on \( r(p) \), it can be predicted knowing only \( \omega \). At every point within the field of view, this value can be subtracted from the observed optical flow field, leaving a translational flow field:

\[ F_{\text{trans}} = F - F_r \]  

This field behaves just as if no rotation was occurring, and thus moving objects can be located using the FOE technique described above. For the remainder of this paper, when rotation is present, we will take the term FOE to refer to the focus of expansion of this translational field.

In principle, even if camera motion is not known \( T^{(env)} \) and \( \omega^{(env)} \) may be estimated from the imagery (e.g., [12]), subject to a positive, multiplicative scale factor for \( T^{(env)} \). Two serious problems exist, however. Narrow angles of view make estimation of camera motion difficult, as significantly different parameters of motion and surface shape can yield nearly identical optical flow patterns [1]. In addition, techniques such as [12] use a global minimization approach which will not perform well if moving objects make up a substantial portion of the field of view. A clustering approach (e.g., [13]) can be made tolerant of the moving objects, though great difficulty can be expected dealing with a five dimensional cluster space.

6.2 Indirect use of motion epipolar constraint.

The motion epipolar constraint has an important implication for motion analysis methods that operate only over small image neighborhoods. Away from the FOE, \( F_t(p) \) and \( F_r(p) \) vary slowly with \( p \) (equations 2 and 3). Over a small neighborhood, both \( F_t(p) \) and \( F_r(p) \) are essentially
constant. As a result, over a small neighborhood, the component of flow due to rotational motion is essentially constant, while the translational flow, $F_{\text{trans}}$, varies only by a scalar multiple dependent on depth. That is, over the neighborhood $F_{\text{trans}}$ is essentially constant in direction. We can use this result to simplify problems arising from rotational camera motion. In one technique, we explicitly compensate for rotation. In a second technique, active tracking of potentially moving objects leads to a particularly simple computational scheme.

6.2.1 Known rotation.

Often, information about camera rotation is available, even when the direction of translation is not known. Non-visual information about camera motion often comes from inertial sources. Such sources are much more accurate in determining rotation than translation. Rotation involves a continuous acceleration which is easily measured. The determination of translation requires the integration of accelerations, along with a starting boundary value. Errors in estimated translation values rapidly accumulate. A simple technique allows the detection of moving objects when only camera rotation is known.

If all motion parameters are known, knowledge of camera rotation makes it possible to compute the translational flow field, $F_{\text{trans}}$. Knowledge of translation can then be used to locate the FOE and thus constraint the direction of flow vectors associated with the environment. If only rotation is known, it is still possible to determine the translational flow field, but not the FOE. Visual methods can be applied to the translational flow field to estimate the location of the FOE, but these methods suffer from a number of practical limitations when applied to noisy data.

An alternate approach can be used which does not require the prior determination of the FOE. The translational flow field extends radially from the focus of expansion. From the arguments given above, we know that over any local area away from the FOE, variations in the direction (but not necessarily magnitude) of the translational flow field will be small. Flow arising due to moving objects is of course not subject to this restriction. The gradient of flow field direction can thus be used to detect the boundaries of moving objects. At these boundaries, flow direction will vary discontinuously.$^2$

A complementary technique is available to deal with situations in which translation but not rotation is known. We can expect these situations to be rare, however. If the direction of translation were known over some interval of time, it would be an easy matter to determine the rotation by examining the rate of change of direction.

$^2$Marr [14] claims "if direction of [visual] motion is ever discontinuous at more than one point - along a line, for example, - then an object boundary is present." Note that this is only necessarily true if no camera rotation is occurring (or equivalently, if camera rotation has been normalized by using the translational flow field).
6.2.2 Active tracking.

A vision system which can actively control camera direction is capable of tracking regions of interest over time, keeping some particular object centered within the field of view. Tracking regions of interest is desirable for many reasons other than the detection of moving objects (e.g., [15]), though the analysis of imagery arising from a tracking camera has not received much study by the computer vision community. If there are significant variations in depth over the visible portion of the background and if moving objects are relatively small with respect to the field of view, then moving object detection based on tracking can be accomplished without any actual knowledge of camera motion. (For motion detection, the tracking can easily be simulated if the camera is not actively controllable.)

If an object is being tracked, then its optical flow is zero. Flow based methods for determining whether or not a tracked object is moving must depend wholly on the patterns of flow in the background. Object tracking helps in moving object detection because it minimizes many of the difficulties due to camera rotation. When dealing with instantaneous flow fields, we can decompose the problem by considering all translational motion to be due to movement of the camera platform and all rotational motion due to pan and tilt of the camera to accomplish the tracking. (We will disregard any effects due to spin around the line of sight.) Consider the effect of tracking a point that is in fact part of the environment. Tracking is effected by generating a rotational motion that exactly compensates for the translational flow at the center of the image. This is accomplished by choosing \( F_\tau \) such that:

\[
F_\tau(0,0) = -\frac{F_t(0,0)}{r(0,0)}
\]

For a small enough neighborhood, \( F_t \) and \( F_\tau \) can be treated as constant, leading to the following flow equation:

\[
F_{\text{track}}(p) = \left( \frac{1}{r(p)} - \frac{1}{r(0,0)} \right) F_t
\]

The effect on the optical flow field is that in the neighborhood of the tracked point, the direction of flow will be approximately constant (modulo 180°), with a magnitude dependent on the difference between the range to the corresponding surface point and the range to the tracked point.

Now, consider tracking a point that is moving with respect to the environment. If environmental surface points are visible in the neighborhood of the tracked point, \( F_t \) and \( F_\tau \) are no longer constant within the neighborhood. For environmental points:

\[
F_{\text{track}}(p) = \frac{F_t^{(env)}}{r(p)} + F_\tau^{(env)} - \frac{F_t^{(object)}}{r(0,0)}
\]

\( F_t^{(env)} \), \( F_\tau^{(env)} \), and \( F_t^{(object)} \) will in general differ in orientation. If there is a variation in range to visible environmental points, then there will be a variation in direction of observed flow over the neighborhood. (Note that detection is not possible if there is no variation in \( r(p) \) over the visible environment. This situation is similar to that depicted in figure 1.)

\(^3\)To simplify discussion, we ignore the case of an object rotating in depth. The method developed does in fact deal effectively with this situation.
Figures 2 and 3 illustrate the effect. Figure 2 shows the optical flow over a neighborhood in which no motion is occurring with respect to the environment. Figure 2a shows the flow before any tracking motions are initiated. The dashed line indicates the translational component of flow. The rotational component of flow is indicated by the dotted line. The solid line is the observed optical flow, the sum of the translational and rotational components. The translational components are parallel. The variations in magnitude correspond to underlying variations in range. The rotational components are constant over the neighborhood. Note that the observed flow varies in orientation - as previously indicated, orientational variability alone is not enough to detect moving objects. Figure 2b shows the flow that results when the point in the center of the region is being tracked. The center flow is of course zero. The dashed lines now indicate the flow that would be observed without tracking. The dotted lines indicate the rotational flow that is introduced to stabilize the center point within the field of view. The solid line shows the resulting optical flow. Note that the flow vectors are parallel, but in this case differ by 180°.

Figure 2: Tracking a Stationary Surface Point.

Figure 3 shows the same flow vectors in the case where the center point corresponds to a moving object and the two other points correspond to portions of the environment. Note that in figure 3a, the translational flow varies significantly in orientation. If we actually knew the translational flow, this fact would be enough to determine that a moving object was present. Without information about camera rotation, however, we must resort to more indirect methods.

7 Detection Based on Flow/Depth Constraint.

Recently, efforts have been made at developing integrated approaches to analyzing stereo and motion (e.g., [6, 16]). These approaches simultaneously deal with motion and stereo disparity, either by comparing flow fields taken from different viewing positions or by establishing point correspondences over both time and viewing directions. Similar multi-cue analysis can greatly aid in the detection of moving objects. We claim, however, that it is not necessary to adopt a
strategy requiring the unified low-level integration of motion and stereo. Rather, depth estimates from whatever sources are available can be used. In addition to stereo, these sources can include the full range of non-motion depth cues: familiar size, focus, gradients of various properties, aerial perspective, and many more [17]. Furthermore, while precise estimates of depth are obviously useful, relative depth or coarse approximations to depth can also aid in the analysis.

7.1 Objects moving on surfaces.

Knowledge of the shape of environmental surfaces can be used to simplify the motion detection problem. Scene structure may be known precisely (e.g., the range to visible surface points) or in terms of general properties (e.g., significant depth discontinuities can be expected). If moving objects must remain in contact with environmental surfaces (e.g., vehicular motion), a less complex technique depending only on knowing the image plane locations corresponding to discontinuities in range is possible. If no objects are moving within the field of view, equations (1-3) show that flow varies inversely with distance for fixed $p$. Both $F_r$ and $F_t$ vary slowly (and continuously) with $p$. Discontinuities in $F$ thus correspond to discontinuities in $r$. This relationship holds only for relative motion between the camera and a single, rigid structure. When multiple moving objects are present, equation 1 must be modified so that there is a separate $F_r^{(i)}$ and $F_t^{(i)}$ specifying the relative motion between the sensor and each rigid object. Discontinuities in flow can now arise either due to a discontinuity in range or due to the boundaries of a moving object. If independent information is available on the location of range discontinuities, and other discontinuities in flow must be due to moving objects.

The motion detection problem becomes particularly simple if the environment is planar. In this case, depth discontinuities are not possible and any discontinuity in flow (either direction or magnitude) corresponds to the boundary of a moving object. Note that it is not sufficient to know...
simply that the environment is a "smooth" surface. From some viewing positions, even smooth surfaces may exhibit range discontinuities.

7.2 Direct comparison of depth and flow.

A simple way of combining depth and visual motion to detect moving objects is possible if accurate 3-D position information is available for a sufficient number of surface points in the environment and on any moving objects. If both the optical flow and the depth are known for a collection of surface points in the environment, then equations (1)-(3) can be used to create a system of equations which can be solved for the parameters of motion $T^{(env)}$ and $\omega^{(env)}$. (Knowing depth values makes this an easier task than the standard structure-from-motion problem.) If the collection of points includes some values associated with the environment and others associated with one or more objects moving with respect to the environment, the system of equations used to solve for $T$ and $\omega$ will be inconsistent. Checking the system for consistency can therefore be used as a test for the presence of a moving object (e.g., a test for non-rigid motion in the field of view). Only the consistency of the system is important. The actual values of $T$ and $\omega$ are not relevant to the detection problem.

7.3 Indirect comparison of depth and flow.

The availability of accurate 3-D position estimates depends in large part on having accurately calibrated camera systems. Not only is this calibration difficult, but it is continuously subject to variability due to mechanical compliance. Relative measures of visible motion and/or stereo can be used to avoid this calibration problem (e.g., [18]). For example, Reiger and Lawton have shown how to use local spatial differences to minimize difficulties due to rotation [19]. If no moving objects are visible, then large local differences in flow can only be due to a change in depth. If $p^{(i)}$ and $p^{(j)}$ are image points on either side of such a boundary, then from equation (1) we have:

$$\Delta F = \left\| F_r(p^{(i)}) - F_r(p^{(j)}) + \frac{F_t(p^{(i)})}{r(p^{(i)})} - \frac{F_t(p^{(j)})}{r(p^{(j)})} \right\|$$

If $p^{(i)}$ and $p^{(j)}$ are sufficiently close, $F_r(p^{(i)}) \approx F_r(p^{(j)})$ and $F_t(p^{(i)}) \approx F_t(p^{(j)})$. As a result the rotational component of flow cancels out in the spatial difference and:

$$\Delta F \approx \left\| F_t(p) \Delta \left( \frac{1}{r} \right) \right\|$$

That is, the difference in flow across the edge is proportional to the difference of the reciprocal of depth across the edge. The relationship between stereo disparity and depth is very similar to the relationship between optical flow and depth:

$$d(p) = d_u(p) + \frac{d_t(p)}{r(p)}$$

(12)
where \(d(p)\) is the stereo disparity at \(p\), \(d_v\) is a term dependent on the camera vergence, and \(d_b\) is a term dependent on the baseline separating the cameras. Using the same argument as above, we have:

\[
\Delta d \approx \left\| d_b(p) \Delta \left( \frac{1}{r} \right) \right\|
\]

(13)

Over a local neighborhood, \(F_t\) and \(d_b\) will remain essentially constant, while \(\Delta d\) will generally vary. Dividing equation (11) by equation (13) shows that the ratio of \(\Delta F\) to \(\Delta d\) remains constant, as long as the points over which the differences are taken are the same for flow and disparity.

Flow boundaries associated with moving objects are not subject to this constraint. As a result we can detect moving objects by looking for local neighborhoods over which the ratio \(\Delta F/\Delta d\) varies significantly. We never have to solve for the actual depth, nor do we need to know the functions \(F_t, F_v, d_v,\) or \(d_b\). The solution does not depend on information about camera motion or relative camera geometry. For this approach to work, however, there has to be significant changes in depth over the background, not just between the background and any moving objects. There is reason to believe that such variation is important to a large class of moving object detection algorithms.

8 Examples.

All of the methods described in sections 6 and 7 have been tested experimentally. Four examples are presented below, all involving a moving camera and potentially moving objects. Two cases exploit the epipolar constraint. The first of these involves a situation in which camera rotation is known, but not camera translation. In the second case, a potentially moving object is being actively tracked. Results are also presented for two methods utilizing constraints resulting from the comparison of depth and flow. The simplest of these involves objects moving over a smooth environment. The final example compares flow and disparity across boundaries of possibly moving objects, using the technique of section 7.3.

Figure 4 shows the first frame in a sequence of images of an outdoor scene. In this example, the camera rotates and translates with respect to the environment while the toy vehicle moves to the right between image frames. The rotational velocity of the camera with respect to the environment was measured. The optical flow field shown in figure 5 was obtained by the token matching technique described in [20]. The translational flow field shown in figure 6 was obtained by subtracting the rotational flow component computed from the known rotational velocity from the observed optical flow field (figure 5). The gradient of flow direction in the translational flow field was used to detect the boundaries of moving objects. Figure 7 shows the detected boundary of a moving object overlaid onto the first frame of figure 4.
Figure 4: First frame of outdoor sequence.

Figure 5: Optical flow field obtained from the image sequence of figure 4.
Figure 6: Translational flow field determined from the optical flow field of figure 5.

Figure 7: Boundary of a moving object overlaid onto the first image of figure 4.
In Figure 8 the mechanical top structure in the center of the image is being tracked by the camera while the camera is translating to the left with respect to the environment. Figure 9 shows the estimated optical flow. Figure 10 shows a histogram of the directions of the optical flow. Note that there are two distinct peaks in the histogram. The variation in flow direction over the image was computed to be approximately 34 degrees, indicating that the tracked object was in fact moving.

Figure 8: First frame of tracking sequence.

Figure 9: Optical flow field obtained from the image sequence of figure 8.
Figure 10: Histogram of the flow direction of the optical flow vectors in figure 9.

As a comparison, a similar experiment in which the tracked object, a rock, is stationary with respect to the environment while the camera is moving was also preformed. A pair of images similar to that of figure 8 were obtained. The resulting estimated optical flow field is shown in figure 11. Its corresponding histogram is shown in figure 12. Note that only one distinct peak is observed in this histogram. The global variation in flow direction in this case was computed to be approximately $11^\circ$ which is significantly smaller than that of the previous example.

An image sequence starting with the frame shown in figure 13 is used to illustrate the technique for detecting objects moving in a smooth environment. In this example, the camera moves with respect to an environment consisting of various small pieces of hardware lying on a planar surface. The optical flow field shown in figure 14 was obtained in the same manner as in figure 5. Figure 15 shows the locations of large variations in optical flow values, corresponding to the boundary of a moving object.

A stereo image sequence starting with the stereo pair shown in figure 16 is used to illustrate the technique of indirect comparison of flow and disparity as a basis for moving object detection. Both the flow field shown in figure 17, and the disparity field shown in figure 18 were obtained using the method of figure 5. Comparing the ratio of the change in disparity values to the change in flow values across neighboring points, and selecting as the boundaries of moving objects those areas in which there is a distinct discontinuity in that ratio, results in the identification of the boundaries indicated in figure 19.
Figure 11: Optical flow field obtained from tracking an object which is stationary with respect to the environment.

Figure 12: Histogram of the flow directions of the optical flow vectors in figure 11.
Figure 13: First frame, miscellaneous hardware sequence.

Figure 14: Optical flow field obtained from the image sequence of figure 13.
Figure 15: Boundary of a moving object overlaid onto the first image of figure 13.

Figure 16: First pair of stereo images in a sequence.
Figure 17: Optical flow field obtained for right image sequence of figure 16.

Figure 18: Disparity field obtained across the stereo pair in figure 16.
9 Discussion.

9.1 Which method to use?

This paper presents a collection of loosely related techniques for visually detecting moving objects. Detection based purely on visual motion from a single camera seems quite difficult. Each of the methods presented here uses some sort of additional information, either about current camera motion or scene structure. The methods are characterized by the additional information used, the underlying constraints exploited, and the particular computational structure used to implement the technique. It is likely that reliable moving object detection will require several complimentary techniques, along with a method for selecting which detector to trust in any particular situation.

9.2 Computational structure.

The methods described above can be grouped into three classes. Point-based techniques (completely known motion) compare individual optical flow vectors against some standard to determine incompatibilities with the motion of the camera relative to the environment. In all cases described here, the compatibility measure is based on a directional constraint associated with the focus of expansion of the translational flow field. Point-based methods have the advantages of computational simplicity and the ability to detect very small moving objects. They will be most effective when parameters of motion are known precisely and the magnitude of the translational flow field at the point in question is sufficiently large to allow an accurate estimate of direction. Edge-based techniques (known rotation, smooth surface) roughly correspond to traditional edge detection.
Edge-based motion detection is characterized by the differential flow properties examined and by the filtering technique used to separate edges due to range discontinuities from those due to moving objects. The approach is effective when surfaces are smooth and techniques exist for accurately locating those range discontinuities that do exist. Edge-based methods have the advantage of specifying the outline of moving objects that are detected. They are likely to be of limited use when moving objects are quite small. Region-based techniques (tracked object, depth/flow comparisons) examine optical flow values over a region, searching for distributions incompatible with rigid motion. As with edge-based approaches, the viewed region must include portions of both object and environment. As long as the region includes portions of both object and environment, this is an effective test for moving objects that does not require any information about camera motion. The region-based method based on tracking potentially moving objects does not require any information about camera motion, but does require that there be significant variations in range over the visible portions of the environment.

9.3 Limitations.

All detection algorithms founded on the motion epipolar constraint share two important shortcomings. First, environmental flow vectors will be small near the FOE regardless of the ranges involved. As a result, detection based on flow orientation will be unreliable within a region around the FOE. This means that epipolar-based methods will have difficulties for viewing directions close to the direction of motion. This is of course the direction in which moving object detection is likely to be most important. One heuristic for partially overcoming limitations near the FOE is to look for large magnitude values of translational flow near the FOE. Such values correspond either to moving objects or to environmental points that are very close to the camera. Secondly, while the motion epipolar methods were developed to allow for the possibility of a moving camera, translational camera motion is actually a requirement. Without translational motion, there is no motion epipolar constraint to violate. More specifically, not only must the camera be moving, but significant portions of the visible environment must be sufficiently close to generate detectable non-zero translational flow values. Most methods based on the depth/flow or rigidity constraints should work for both moving and stationary cameras.

No method for detecting moving objects will be effective if it depends on knowing precise values of optical flow. Techniques for estimating optical flow are intrinsically noisy (e.g., see [22]). Additional difficulties arise due to the idealized nature of equations (1–3). Real cameras are not point projection systems. Substantial effort is required to accurately determine the values of $z$ and $y$ in (1–3). Geometric distortions in the optical and sensing systems affect measured locations on the image plane. Variabilities in effective focal length can be substantial. Reliable techniques will be based on searching for large magnitude effects in the flow field [23]. All of the methods described above compare flow vectors to some predetermined standard, or look for significant differences across flow boundaries. As a result, all deal with relatively large magnitude effects. Reliability is

\[ \text{Lawton talks about a "dead zone" around the FOE within which no information based exclusively on camera motion is available [21]. This effect is a problem not only for moving object detection, but also for techniques such as motion stereo.} \]
still dependent on scene structure, the nature of camera motion, and position in the visual field relative to the direction of translation.
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ABSTRACT

The detection of moving objects is important in many tasks. This paper examines moving object detection based primarily on visual motion. We conclude that in realistic situations, detection using visual information alone is quite difficult, particularly when the camera is also moving. The availability of additional information about camera motion and/or scene structure greatly simplifies the problem. We develop detection algorithms for the cases in which 1) camera motion is known, 2) only camera rotation is known, 3) only camera translation is known, 4) objects move in contact with a smooth surface, and 5) an object is being actively tracked, but the camera motion associated with the tracking is not known precisely. Examples of several of these techniques are presented.

1. Introduction.

One important function of a vision system is to recognize the presence of moving objects in a scene. If the camera is stationary and illumination constant, this can be done by simple techniques which compare successive image frames, looking for significant differences. If the camera is moving, the problem is considerably more complex. For the purposes of this discussion, moving objects are taken to be any objects moving with respect to the stationary portions of the scene, which we refer to as the environment. For a moving camera, both moving objects and stationary portions of the scene may be changing position with respect to the camera and thus generating visual motion in the imagery. A moving camera leads to difficulties because of the need to determine objects moving with respect to the environment, rather than the much easier problem of finding objects moving with respect to the camera. In this paper, we deal with the problem of detecting moving objects from a moving camera based on optical flow.

The visual detection of moving objects is a surprisingly difficult task. A simple example illustrates just how serious the problem can be. Consider the optical flow field shown in Figure 1, which appears to show a small, square region in the center of the image moving to the right and surrounded by an apparently stationary background. Such a flow field can arise from several equally plausible situations: 1) The camera is stationary with respect to the environment, and the central region corresponds to an object moving to the right. 2) The camera is moving to the left with respect to the environment, most of the environment is sufficiently distant so that the generated optical flow is effectively zero, while the central region corresponds to a surface near to the camera but stationary with respect to the environment. 3) The camera and object are moving with respect to both the environment and each other, though the environment is sufficiently distant so that there is no perceived optical flow. It is not possible to tell whether or not this seemingly simple pattern corresponds to a moving object.

Figure 1 provides one example of why a general and reliable solution to the problem of moving object detection based only on visual motion is not feasible. Robust solutions require that additional information about camera motion and/or scene structure be available. In this paper, we examine a variety of types of information that might be available. Each information source places constraints on the optical flow fields that can be generated by a camera moving through an otherwise static environment. Violations of these constraints are thus necessary due to moving objects.

Figure 2 summarizes potential sources of information and the associated constraints on optical flow. The next section lists general properties needed by reliable detection algorithms. Following this is a derivation of each of the flow constraints. We conclude with experimental demonstration of several of the techniques and general observations about the nature of these methods.

2. Assumptions.

We start with the presumption that motion detection algorithms should be designed with the following properties in mind:

The field of view may be relatively narrow.

Motion detection should not depend on the use of wide angle imaging systems. Such systems may not be available in a particular situation, and if used may increase the difficulty of recognizing small moving objects. As a result, detection algorithms should not depend on subtle properties of perspective.

Figure 1: Is The Central Region a Moving Object?
The image of moving objects may be small with respect to the field of view. This is clearly desirable for reliability. Moving objects may be far away and subtended by relatively small visual angles. We need methods capable of identifying single image points, or at least small collections of points, as corresponding to moving objects. Detection algorithms thus cannot depend on variations in flow over a potentially moving object.

Only monocular imagery is available.

This is equivalent to the situation where objects of interest can be far away relative to the camera base-line in a stereo viewing situation.

Estimated optical flow fields will be noisy.

No method is capable of estimating optical flow with arbitrary accuracy. Motion detection based on optical flow must be tolerant of noisy input.

Only "instantaneous" optical flow is used.

A restriction to instantaneous flow eliminates the use of temporal derivatives of flow and/or multiple views at distinct time intervals. Temporal differentiation will increase noise in the estimated flow values. Use of multiple views increase computational complexity. (In fact, experience with There are reasons to believe that multi-frame analysis techniques may in fact improve reliability [1], though they are not examined in this work.)

3. Constraints on Optical Flow.

The basic mathematics governing the optical flow generated by a moving camera is well known. We take our notation from [2], using a coordinates system fixed to the camera (e.g. the world can be thought of as moving by a stationary camera). Optical flow values are a function of image location, the relative motion between the camera and the surface point corresponding to the image location, and the distance from the camera to the corresponding surface point.

Let \( p = (x, y) \) refer to an image location, where \( x \) and \( y \) have been normalized by the focal length of the camera. Let \( P = (X, Y, Z) \) be the coordinates of the surface point projecting onto \((x,y)\), specified in a coordinate system with origin at the camera and \( Z \) axis along the optical axis of the camera. Specify the motion of the point at \((X, Y, Z)\) with respect to the camera in terms of translational velocity \( T = (U, V, W) \) and a rotational velocity \( \omega = (A, B, C) \). The optical flow, \( \mathbf{B} = (u, v) \), at \( p \) is purely a function of \( x, y, T, \omega \), and \( Z \):

\[
\begin{align*}
  u &= u_x + \omega_z, \quad v = v_y + \omega_z, \\
  u_x &= -\frac{U + xW}{Z}, \quad v_y = -\frac{V + yW}{Z} \\
  u_x &= A x y - B (x^2 + 1) + C y \\
  v_x &= A (y^2 + 1) - B x y - C z
\end{align*}
\]

Let the parameters specifying camera motion with respect to the environment be \( T_p \) and \( \omega_p \), and the corresponding parameters specifying relative motion between the camera and a scene point \( P \) be \( T_p' \) and \( \omega_p' \).

3.1. Known translation and rotation.

The parameters of camera motion constrain possible optical flow values that can occur due to camera motion with respect to the environment.

If complete information about instantaneous camera motion is available, then \( T_p \) and \( \omega_p \) are known. If the camera is translating but not rotating with respect to the background, \( \omega_p = 0 \) and all flow vectors due to the moving image of the background will radiate away from a focus of expansion (FOE). From equation (1), it is easy to see that the image plane location of the FOE is:

\[
X_{FOE} = \frac{U}{W}, \quad Y_{FOE} = \frac{V}{W}
\]

The location of the FOE depends only on the direction of translation, not on the speed, so methods for motion detection which depend on the location of the FOE do not actually require the complete parameters of translational motion. The FOE may not lie within the visible portion of the image (and in fact may be a focus of contraction). A FOE at \( \omega \) corresponds to pure lateral motion, which generates a parallel optical flow pattern. At every image point, knowing the FOE fully specifies the direction of optical flow associated with any surface point stationary with respect to the environment. At \( p \):

\[
\theta_p = \tan^{-1} \frac{V - W y}{U - W x}, \quad \theta_{p'} = \tan^{-1} \frac{V}{U}
\]

where \( \theta_p \) is the direction from \( p \) towards the FOE and \( \theta_{p'} \) is the direction of optical flow at \( p \). (Note that the first equation is still well defined even if \( W = 0 \), corresponding to a focus of expansion at \( \omega = 0 \) in image coordinates.) Any flow values with a different direction correspond to moving objects [3]. E.g., moving objects exist whenever \( |\theta_p - \theta_{p'}| > \epsilon \), for some appropriate \( \epsilon \). (It is possible that moving objects coincidentally generate flow values compatible with this constraint.) This approach requires the estimation of only the direction of flow, not either the magnitude or spatial variation of flow.

Camera rotation introduces considerable complexity. Knowledge of camera motion no longer constrains the direction of background flow. Nevertheless, at a given point \( p \), flow is con-
sustained to a one-dimensional family of possible vector values. The family is given by (1) – (3) where \( Z \) ranges over all positive values. The analysis can be simplified because of the linear nature of (1), (2), and (3). \( u \) and \( v \) depend only on the parameters of rotation and not on any shape property of the environment. Because the values of \( u \) and \( v \) at a particular point \( p \) do not depend on \( Z \), they can be predicted known to only \( u \). These values can be subtracted from the observed optical flow field, leaving a translational flow field:

\[
F_t = (u, v) = F - F_o, \quad F_o = (u_o, v_o)
\]

(6)

where \( u \) and \( v \) are defined in equation (3). This field behaves just as it no rotation was occurring, and thus moving objects can be located using the FOE technique described above. For the remainder of this paper, when rotation is present, we will take the term FOE to refer to the focus of expansion of this translational field.

In principle, even if camera motion is not known \( T_x \) and \( T_y \), may be estimated from the imagery [2], subject to a positive, multiplicative scale factor for \( T_z \). Two serious problems exist, however. Narrow angles of view make estimation of camera motion difficult, as significantly different parameters of motion and shape can yield nearly identical optical flow patterns [4]. In addition, techniques such as [2] uses a global minimization approach which will not perform well if moving objects make up a substantial portion of the field of view. A clustering approach (e.g. [5]) can be made tolerant of the moving objects, though great difficulty can be expected dealing with a five-dimensional cluster space.

3.2. Known rotation.

The parameters of camera rotation constrain the local variability of optical flow direction that can occur due to camera motion with respect to the environment.

Often, information about camera rotation is available, even when the direction of translation is not known. Non-visual information about camera motion often comes from inertial sources. Such sources are much more accurate in determining rotation than translation. Rotation involves a continuous acceleration which is easily measured. The determination of translation requires the integration of accelerations, along with a starting boundary value. Errors in estimated translation values rapidly accumulate. A simple technique allows the detection of moving objects when only camera rotation is known.

In the previous sections, knowledge of camera rotation made it possible to compute the translational flow field, \( F_t \). Knowledge of translation was then used to locate the FOE and thus constrain the direction of flow vectors associated with the environment. If only rotation is known, then it is still possible to determine the translational flow field, but not the FOE. Visual methods could be applied to the translational flow field to estimate the location of the FOE, but these methods suffer from a number of practical limitations when applied to noisy data. An alternate approach can be used which does not require the prior determination of the FOE. The translational flow field extends radially from the focus of expansion. At any point significantly away from the FOE, the direction of flow (but not necessarily the magnitude of flow) will vary slowly. Directional variability can be evaluated based on equation (5):

\[
\begin{align*}
\delta \theta_{foe} \frac{\partial}{\partial x} &= \frac{W(V - yW)}{(V - yW)^2 + (U - xW)^2} \quad &\text{(7)} \\
\delta \theta_{foe} \frac{\partial}{\partial y} &= \frac{W(U - xW)}{(V - yW)^2 + (U - xW)^2} \\
\end{align*}
\]

The gradient of the direction of the translational flow field can thus be obtained as

\[
\begin{align*}
\frac{\delta \theta_{foe}}{\delta x} &= \frac{1}{(V - yW)^2 + (U - xW)^2} \\
\frac{\delta \theta_{foe}}{\delta y} &= \frac{1}{(V - yW)^2 + (U - xW)^2} \\
\end{align*}
\]

where \((\theta_{foe}, y_{foe})\) is the image plane location of the FOE. We can see from the above equation that over any local area away from the FOE, variations in the direction of the translational flow field will be small. Flow arising due to moving objects is of course not subject to this restriction. The gradient of flow field direction can thus be used to detect the boundaries of moving objects. At these boundaries, flow direction will vary discontinuously.

A complementary technique is available to deal with situations in which translation but not rotation is known. We can expect these situations to be rare, however. If the direction of translation were known over some interval of time, it would be an easy matter to determine the rotation by examining the rate of change of direction.

3.3. Motion over smooth surfaces.

Object motion over smooth surfaces constrains the local variability of flow.

Knowledge of the shape of environmental surfaces can be used to simplify the motion detection problem. Scene structure may be known precisely (e.g. the range to visible surface points) or in terms of general properties (e.g. significant depth discontinuities can be expected). Information about scene structure can come from visual sources (e.g. stereo [9, 10]), or from pre-existing models of the environment. If both the optical flow, \((u, v)\), and the depth, \( Z \), are known for a collection of surface points in the environment, then (1) – (3) can be used to create a system of equations which can be solved for the parameters of motion \( T_x \) and \( T_y \). If the collection of points includes some values associated with the environment and others associated with one or more objects moving with respect to the environment, the system of equations used to solve for \( T_x \) and \( T_y \) will be inconsistent. Checking the system for consistency can therefore be used as a test for the presence of a moving object (e.g. a test for non-rigid motion in the field of view.)

If moving objects must remain in contact with environmental surfaces (e.g. vehicular motion), a less complex technique depending only on knowing the image plane locations corresponding to discontinuities in range is possible. If no objects are moving within the field of view, equations (1) – (3) can be simplified into the following form:

\[
\text{flow}(p) = f_x(p) + f_y(p) \frac{1}{r(p)}
\]

(9)

where \( r \) is the distance between the sensor and the surface visible at \( p \) (i.e. the value of \( Z \) in equation 2 corresponding to the image location \( p \)). For fixed \( r \), flow varies inversely with distance. Both \( f_x \) and \( f_y \) vary slowly (and continuously) with \( p \). Discontinuities in flow thus correspond to discontinuities in \( r \). This relationship holds only for relative motion between the camera and a single, rigid structure. When multiple moving objects are present, equation (9) must be modified so that

Mark [6] claims "if direction of [visual] motion is over discontinuous at some time, the object is moving off screen boundary at present. Note that this is only necessarily true if no camera rotation is occurring (or equivalently, if camera rotation has been normalized by using the translational flow field)."
there is a separate \( f_{(i)} \) and \( f_{(j)} \) specifying the relative motion between the sensor and each rigid object. Discontinuities in flow can now arise either due to a discontinuity in range or due to the boundaries of a moving object. If independent information is available on the location of range discontinuities, and other discontinuities in flow must be due to moving objects.

The motion detection problem becomes particularly simple if the environment is planar. In this case, depth discontinuities are not possible and any discontinuity in flow (either direction or magnitude) corresponds to the boundary of a moving object. Note that it is not sufficient to know simply that the environment is a "smooth" surface. From some viewing positions, even smooth surfaces may exhibit range discontinuities.

3.4. Tracking regions of interest.

Tracking an object constrains the global variability of the direction of flow in the surrounding area.

A vision system which can actively control camera direction is capable of tracking regions of interest over time, keeping some particular object centered within the field of view. Tracking regions of interest is desirable for many reasons other than the detection of moving objects (e.g., [11]), though the analysis of imagery arising from a tracking camera has not received much study by the computer vision community. If there are significant variations in depth over the visible portion of the background and if moving objects are relatively small with respect to the field of view, then moving object detection based on tracking can be accomplished without any actual knowledge of camera motion. (For motion detection, the tracking can easily be simulated if the camera is not actively controllable.)

If an object is being tracked, then its optical flow is zero. Flow based methods for determining whether or not a tracked object is moving must depend wholly on the patterns of flow in the background. Object tracking helps in moving object detection because it minimizes many of the difficulties due to rotation. When dealing with instantaneous flow fields, we can decompose the problem by considering all translational motion to be due to movement of the camera platform and all rotational motion due to pan and tilt of the camera to accomplish the tracking. (We will disregard any effects due to spin around the line of sight.) Consider the effect of tracking a point that is in fact part of the environment. The translational component of motion induces an optical flow pattern field extends radially from the focus of expansion, with magnitudes dependent on the range to the corresponding surface points. Over a local area away from the focus of expansion, the direction of translational flow will be approximately constant. The rotational component of motion induces a flow pattern which over a local area is approximately constant in both direction and magnitude. The magnitude and direction are exactly opposite the translational flow of the tracked point. From equations (2) and (3), it is easy to see that at the tracked point \((x, y) = (0, 0)\)

\[
\begin{align*}
  u &= -\frac{U}{Z}, \quad v = \frac{V}{Z} \\
  u &= -B, \quad v = A
\end{align*}
\]

(10)  

Since the optical flow is zero at the tracked point, we have

\[
\begin{align*}
  -\frac{U}{Z} - B &= 0, \text{ or } u = -u, \\
  -\frac{V}{Z} + A &= 0, \text{ or } v = -v
\end{align*}
\]

(12)  

The effect on the combined fields is that in the neighborhood of the tracked point, the direction of flow will be approximately constant (modulo 180°), with a magnitude dependent on the difference between the range to the corresponding surface point and the range to the tracked point. Now, consider tracking a point that is moving with respect to the environment. If environmental surface points are visible in the neighborhood of the tracked point, and if there is a variation in range to these environmental points, then there will be a variation in direction of flow over the neighborhood.

4. Examples.

A set of experiments on moving object detection based on the techniques discussed in the previous sections have been performed on real images. Experimental results are presented in this section for the cases in which 1) the camera rotation is known, 2) objects move in a smooth environment, and 3) a potentially moving object is being actively tracked.

Figure 3 shows the first frame in a sequence of of images of an indoor scene. In this example, the camera rotates and translates with respect to the environment while the toy vehicle on the table moves to the right between image frames. The rotational velocity of the camera with respect to the environment was measured. The optical flow field shown in figure 4 was obtained by the token matching technique described in [10]. The translational flow field shown in figure 5 was obtained by subtracting the rotational flow component computed from the known rotational velocity from the observed optical flow field (figure 4). The gradient of flow direction in the translational flow field was used to detect the boundaries of moving objects. Figure 6 shows the detected boundary of a moving object overlaid onto the first frame of figure 3.

Figure 3: First frame of indoor scene.
An image sequence starting with the frame shown in figure 7 is used to illustrate the technique for detecting objects moving in a smooth environment. In this example, the camera moves with respect to an environment consisting of nuts and bolts lying on a planar surface. The optical flow field shown in figure 8 was obtained in the same manner as in figure 4. Figure 9 shows the locations of large variations in optical flow values, corresponding to the boundary of a moving object.

Figure 4: Optical flow field obtained from the image sequence of figure 5.

Figure 5: Translational flow field determined from the optical flow field of figure 4.

Figure 6: Boundary of a moving object overlaid onto the first image of figure 3.

Figure 7: First frame, nuts and bolts sequence.

Figure 8: Optical flow field obtained from the image sequence of figure 7.

Figure 9: Optical flow field obtained from the optical flow field of figure 4.
In figure 10, the circular object in the center of the image is being tracked by the camera while the camera is translating to the right with respect to the environment. Figure 11 shows the estimated optical flow. Figure 12 shows a histogram of the directions of the optical flow. Note that there are two distinct peaks in the histogram. The highest peak corresponds to the optical flow vectors associated with the background and the second peak corresponds to the optical flow vectors associated with the box and the table in the foreground. The variation in flow direction over the image was computed to be approximately 26°, indicating that the tracked object was in fact moving.

As a comparison, a similar experiment in which the tracked object is stationary with respect to the environment while the camera is moving was also performed. A pair of images similar to that of figure 10 were obtained. The resulting estimated optical flow field is shown in figure 13. Its corresponding histogram is shown in figure 14. Note that only one distinct peak is observed in this histogram. The global variation in flow direction in this case was computed to be approximately 14° which is significantly smaller than that of the previous example.
5. Discussion.

The methods described above can be grouped into three classes. Point-based techniques (known motion, known translation) compare individual optical flow vectors against some standard to determine incompatibilities with the motion of the camera relative to the environment. In all cases described here, the compatibility measure is based on a directional constraint associated with the focus of expansion of the translational flow field. Point-based methods have the advantages of computational simplicity and the ability to detect very small moving objects. They will be most effective when parameters of motion are known precisely and the magnitude of the translational flow field at the point in question is sufficiently large to allow an accurate estimate of direction. Edge-based techniques (known rotation, smooth surface) roughly correspond to traditional edge detection. Edge-based motion detection is characterized by the differential flow properties examined by the filtering technique used to separate edges due to range discontinuities from those due to moving objects. The approach is effective when surfaces are smooth and techniques exist for accurately locating those range discontinuities that do exist. Edge-based methods have the advantage of specifying the outline of moving objects that are detected. They are likely to be of limited use when moving objects are quite small. Region-based techniques (tracked object) examine optical flow values over a region, searching for distributions incompatible with rigid motion. As with edge-based approaches, the viewed region must include portions of both object and environment. As long as the region includes portions of both object and environment, this is an effective test for moving objects that does not require any information about camera motion. The region-based method based on tracking potentially moving objects does not require any information about camera motion, but does require that there be significant variations in range over the visible portions of the environment.

One region-based technique not discussed above is based on an explicit check for rigidity. Several structure-from-motion algorithms provide an estimate of rigidity [11,12,13]. Such checks can presumably be used to recognize non-rigid motion due to the presence of a moving object. Numerical structure-from-motion algorithms have proven to be unsatisfactory in practice due to severe problems with ill-conditioning. It is not yet clear whether or not the test for rigidity can be performed in a sufficiently noise tolerant manner to provide for reliable moving object detection.

No method for detecting moving objects will be effective if it depends on knowing precise values of optical flow. Techniques for estimating optical flow are intrinsically noisy (e.g. see [14]). Additional difficulties arise due to the idealized nature of equations (1)-(3). Real cameras are not point projection systems. Substantial effort is required to accurately determine the values of \( x \) and \( y \) in (2) and (3). Geometric distortions in the optical and sensing systems affect measured locations on the image plane. Variabilities in effective focal length to focus can be substantial. Reliable techniques will be based on searching for large magnitude effects in the flow field [15]. All of the methods described above compare flow vectors to some predetermined standard, or look for significant differences across flow boundaries. As a result, all deal with relatively large magnitude effects, though reliability is dependent on scene structure, the nature of camera motion, and position in the visual field relative to the direction of translation.

Many of the techniques described above are based on comparing flow values at different points within the field of view. All of these methods require that measurable optical flow exist for points both in the environment and on moving objects. (Some require only that the translational flow be measurable.) Such methods share three important limitations: 1) they are ineffective near the FOE, 2) the camera must be moving, and 3) portions of the visible environment must be sufficiently close to generate recognizable non-zero translational flow values. Near the FOE, flow due to the environment will be close to zero, regardless of range. If the camera is not moving, all environmental flow values will be zero. The same is true if all points in the environment are very distant relative to the speed of translation. These limitations do not apply just to the methods listed above, as illustrated by figure 1. They are general problems associated with any vision-based motion detection scheme that does not have accurate information about camera translation and/or range to visible surface points.
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1 Introduction.

It has been known for many years that motion information provides a cue for depth. Two rather distinct types of information are provided. Relative motion of surface points is an indication of the relative depth of the points. (In this article, we will use the term depth to indicate the range from the observer to visible surface points.) If the surface points in question are part of the same rigid object, the analysis of relative visual motion leads to the structure-from-motion and motion-from-structure algorithms currently receiving much attention. Motion parallax also generates relative visual motion that provides information about the overall spatial layout of a scene. The second motion cue to depth occurs at dynamic occlusion boundaries. Surfaces on either side of such boundaries are moving visual with respect to one another. Until recently, it was though that the depth cue at dynamic occlusion boundaries was due to the appearance (accretion) or disappearance (deletion) of surface texture due to the occluded surface being progressively uncovered or covered by the occluding surface.

We have shown that there is an alternate source of information for relative depth at dynamic occlusion boundaries. This information comes from the relative motion of the boundary itself with respect to the surfaces on either side. The investigation of this new cue to depth at surface boundaries is an excellent example of the productive interaction between research in computational models of vision and research in perceptual psychophysics. We start by outlining the computational theory of determining depth at boundaries due to motion. Next, we describe experiments designed to determine whether this cue is used in human perception. We finish with a number of open questions raised by this research. In particular, we argue that Marr's 2½-D sketch is inadequate for representing surface boundaries.

2 The Boundary Flow Constraint.

Visual motion can be used to locate surface boundaries [1]. Edges in an image due to motion can arise from far fewer causes than static image cues such as brightness, color, and texture. In particular, a discontinuity in optical flow can occur only because there is a corresponding discontinuity in depth and/or two separate objects are moving with respect to one another. Perhaps even more important, motion provides information

This work was supported by AFOSR contract AFOSR-87-0168, NSF Grant DCR-8600899, and NICHD Grant HD-16924.
and Barrow and Tennenbaum [6]. Marr and Barrow and Tennenbaum suggest a computational architecture with a bottom-up, linear data flow. Use of the boundary flow constraint requires that the boundary be found, the motion of the boundary determined, and the motion of the surrounding surfaces be determined prior to the determination of relative depth. To complicate the computation further, the boundary itself may be signaled only by visual motion. The linear data flow model imposes a predefined ordering on computational operations. It is not clear what ordering could work for boundary flow analysis and still perform adequately for the many other types of low-level computations that are required.

There is an even more important implication. Marr's 2½-D sketch was proposed, in part, as an alternative to the purely 2-D segmentation-based representations that were then popular. The 2½-D sketch was considered as an advantage as it provided 3-D information about surfaces, while not requiring the global organization of the image into "objects". The 2½-D sketch shares one critical deficiency with segmentation-based representations, however. Both are two-dimensional representational structures. Edges in these representations are separations between two regions differing in some visual property. What is missing is any indication of the asymmetric nature of boundaries: edges corresponding to surface boundaries provide information about the occluding surface, but not the occluded surface. Thus, we need something like a 2½-D sketch in which overlapping surfaces can be described.

One explanation of why the subjective contour displays are more effective than the objective contour displays is that the particular subjective contour that was used is a less ambiguous indicator of a depth discontinuity than is the simple straight line which could have arisen from many different causes. The suggestion is that some image cues suggest the existence of an "unsigned" depth boundary [7]. This cues indicate that one surface is in front of another, without indicating which of the surfaces is actually nearer. Cues such as boundary flow can then be used to determine that sign of the depth change. Computational analysis of this sort requires a representation of boundaries more sophisticated than that provided by current models.
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Abstract

Object-based recognition of partially occluded objects is a difficult task because of the need to accent matches in which only a subset of model features correspond to image features. Most approaches to implementing these partial matches are subject to serious problems due to ambiguity. Improvements in performance are possible by directly exploiting evidence for occlusion in the image. Once a potential match has been hypothesized, occlusion cues can be used to predict portions of an object model that are not likely to be visible in the image. We describe both an algorithm for matching using occlusion cues, and a method for determining the presence of occlusion based only on image properties. "Outlining" surfaces are recognized with an approach that combines motion and contrast information. The method accurately localizes edges, detects only those edges likely to correspond to surface boundaries, and provides an indication of which side of an edge corresponds to the occluding surface.

1 Introduction.

Many computational models for object recognition depend in one way or another on matching two-dimensional object models to images. 2-D matching is not limited to templete matching algorithms. Recently, many recognition approaches have been developed which use three-dimensional part/object models and sophisticated 2-D matching strategies. Because of the noisy ambiguous nature of the problem, the final stage in such methods is typically a verification step in which hypothesized information about identification, position, and orientation is used to project the model back into the image to be matched against the actual image features.

A significant problems plague matching operations. First of all, image features lines, corners, edges, etc. cannot be determined in a highly reliable manner. Model features are often missing in the image. Many patterns detected as image features often do not correspond to actual object properties or are not contained within the models. Second, in complex scenes objects may be partially occluded. Dealing with occlusion by accepting false matches increases computational complexity while reducing the reliability of the matching process.

This paper outlines two methods for improving the reliability of matching in the presence of partial occlusion. First, we describe a technique in which visual motion can be combined with static edge cues to improve the effectiveness of the edge detection process. Our technique recognizes that static and dynamic edge cues provide different sorts of information about a boundary. Static cues such as contrast edges give good spatial localization, but are subject to indistinct ambiguous interpretations. Visual motion is a most indicator of surface boundaries, but does not yield precise information on the location of the boundary. The approach given here accurately locates edges due to surface boundaries, without generating many "false" edges. Even more importantly, the method gives a direct indication of which side of an edge corresponds to the occluding surface generating the edge.

The second technique uses information about occlusion to aid in the matching process. Most existing matching algorithms that are tolerant of occlusion look for a partial correspondence between model and image features. If a partial match is found, unmatched model components are assumed to be hidden by an occlusion. This approach leads to difficulties because of the chances for partial matches occurring coincidentally. In our method, information about occlusion boundaries is used to explicitly identify model features that will not be visible in the image. Most of the remaining model features should be identifiable if explicitly identified model features that will not be visible in the image. Most of the remaining model features should be identifiable if explicitly identified model features that will not be visible in the image.

2 Background.

2.1 Combining motion and contrast information for edge detection.

Segmentation schemes which combine motion and contrast information date back to at least to the work of Jain, Martin, and Nagarwala [11]. This approach uses a difference operator between two frames to find areas in the image that had changed due to motion. A static segmenter was then run within these areas to find the boundaries of the moving regions. Thompson used a region merging approach that grouped pixels into regions based on similarities in contrast and motion information [12]. Hayes and Jain developed an edge detector based on a product of the spatial gradient and a temporal operator [3]. The purpose was to
limit sensitivity to areas signaled by both static and dynamic effects. More recently, Gamble and Poggio have developed a Markov Random Field model for recovering optical flow in a manner that integrates contrast boundaries with visual motion. Their approach constrained discontinuities in flow to occur only at intensity edges.

Relatively little work has been done on differentiating between occluding and occluded surfaces without resort to fitting object or model patterns. Waltz used constraints associated with line drawing surfaces to identify extremal contours and to determine which side of such a contour corresponded to an occluding surface [5]. Smith and Bajcsy identified occluding surfaces in stereo imagery by comparing correlations between frames for images patches on either side of a boundary [6]. If the correlations differed substantially, the boundary was assumed to be due to occlusion and the region with the highest correlation between views was assumed to correspond to the occluding surface. Thompson, Mutch, and Berzins showed how edges in optical flow could be used to recognize occluding surfaces [7]. Their approach is discussed in more detail in section 3.

### 2.2 Matching

Template matching was one of the first methods proposed for the visual recognition of objects. Template matching utilizes a correlation measure between one or more model patterns and images to be analyzed. Invariance to translation and/or rotation can be obtained by appropriate scanning of the template pattern over an image. While useful in some applications, template matching suffers from problems due to computational complexity and is unable to deal effectively with the matching of three-dimensional models to two-dimensional imagery.

Recognition of three-dimensional objects is often done by using configurations of image features to estimate how a three-dimensional object is being projected into the two-dimensional image. The object model is subjected to the appropriate projection, resulting in a prediction of the objects appearance in the image. A verification process is used to determine if the predicted configuration of object features actually appears in the image (e.g., [8,9,10]). Such methods avoid many of the problems associated with straightforward template matching.

Recognition of partially occluded objects has been a major challenge for many years. Most approaches attempt to find good partial matches between subsets of object models and image features (e.g., [11,12,13]). Allowing for partial matches increases the likelihood of false positive classification errors. In addition, the extraneous configurations of boundaries generated by overlapping objects causes additional confusion.

Some preliminary attempts have been made to directly incorporate occlusion information into the matching process. Fisher developed evidence for extraneous or missing image features based on boundary topology and other information about the depth ordering of surfaces [14]. Specialized heuristics were used to discount the irrelevant mismatches during a verification stage. Casian used the results of a partial matching process to determine estimates of model features likely to be hidden by occlusions [15]. Evidence for visibility and occlusion came from a presumption that visible features were spatially adjacent, rather than from any three-dimensional analysis of the imagery.

### 3 Motion-based Segmentation

Thompson, Mutch, and Berzins develop an edge detector for optical flow fields [7]. One important aspect of this work is that motion-based edge detection directly yields information about which side of the edge corresponds to the occluding surface. This identification is based on a comparison between the optical flow on either side of the boundary and the visual motion of the boundary itself. (Aperture effects usually require that all image flows be projected onto an axis parallel to the normal to the edge.) The principle underlying the identification of occluded surfaces is summarized in the boundary flow constraint:

At a surface boundary, the visual motion of the boundary itself is the same as the visual motion of the surface generating the boundary.

At a boundary, we need only look at the image-plane motion of the boundary (the boundary flow) and the optical flow immediately to either side. Optical flow inconsistent with the boundary flow corresponds to an occluded surface.

One problem with exploiting the boundary flow constraint is the apparent need to determine the actual motion of the boundary. In many circumstances, this can result in a difficult correspondence problem. [7] demonstrated how the motion of optical flow edges can be related to the boundary flow constraint in a manner that does not explicitly compute boundary motion. In that work, the boundary that was moving was itself indicated by a motion cue. Here, we extend the result to show how any zero-crossing style edge operator can be easily used to distinguish between occluding and occluded surfaces. As shown in [7], with an appropriate change of coordinate systems it is sufficient to consider only two cases. In one, two surfaces are moving towards one another with equal but opposite optical flows. In the second case, the surfaces are moving away from one another with equal but opposite flows. Over time, the Laplacian pattern at the boundary will move with the surface to which it is attached. If a zero-crossing edge detector is applied to an optical flow pattern, all that is necessary to classify the edge is to observe the sign of the Laplacian pattern as it translates.

The situation is somewhat more complicated if edges are signaled by some feature other than optical flow. In such cases, it is necessary to consider both the contrast orientation of the edge and the pattern of motion to either side. The sign of the Laplacian function can be used to determine the direction of boundary movement relative to the direction of the gradient at the boundary. If we observe the value of the Laplacian at the zero crossing and that value goes negative, then we know that the edge has moved in the direction of the gradient. If the value of the Laplacian is positive, then the edge motion is in the direction opposite to the gradient. It is still necessary to compare edge
nations and surface motions. Again using the coordinate system transform, we need only determine whether the two surfaces are moving towards or away from each other. It is not necessary to quantitatively estimate actual surface and boundary flows.

The following algorithm implements this process:

1. Find an edge point, \( \mathbf{Z}_n \), in frame \( n \). Compute the gradient \( \mathbf{E}_n \), where \( \mathbf{E}(\mathbf{x}) \) is any perceivable feature function that responds to surface properties.
2. Project all optical flow values onto an axis parallel to \( \nabla \mathbf{E}_n \).
3. Normalize coordinates by locating an evaluation point \( \mathbf{Z}_n = \mathbf{E}_n - \mathbf{f}_n \) in frame \( f_n \), where \( \mathbf{f}_n \) is an average inter-frame flow in the neighborhood of \( \mathbf{E}_n \).
4. The direction of \( \nabla \mathbf{E}_n \) points towards the side of the boundary corresponding to the occluding surface if \( \nabla \mathbf{E}_n \cdot \mathbf{Z}_n \) is negative and the two surfaces are approaching one another or if \( \nabla \mathbf{E}_n \cdot \mathbf{Z}_n \) is positive and the two surfaces are separating.
5. The direction of \( \nabla \mathbf{E}_n \) points towards the side of the boundary opposite the occluding surface if \( \nabla \mathbf{E}_n \cdot \mathbf{Z}_n \) is positive and the two surfaces are approaching one another or if \( \nabla \mathbf{E}_n \cdot \mathbf{Z}_n \) is negative and the two surfaces are separating.

Note that if surface motion is parallel to the boundary, no determination of occluding and occluded surfaces is made. In fact, in this situation no definitive determination is possible based only on visual motion.

One advantage of this particular algorithm is that it directly provides a mechanism for combining motion-based boundary detection with static edge cues. Discontinuities in optical flow can only occur due to discontinuities in depth and/or due to two surfaces moving relative to one another. Thus, flow edges can arise from far fewer causes than edges due to changes in intensity, texture, color, etc. Unfortunately, flow edges are difficult to visualize precisely. The above algorithm may be used to filter out static edges that are not associated with a change in optical flow over the neighborhood of the edge. The effect is to use motion to reduce ambiguity, while using the static cues to preserve localization. In our current algorithm, we are only interested in boundary points at which we can differentiate between occluding and occluded surfaces. As a result, we delete all edge elements that do not have some differential optical flow along an axis perpendicular to the edge. This is easily done by modifying the above procedure as follows:

b. If the magnitude of \( \nabla \mathbf{E}_n \cdot \mathbf{Z}_n \) is close to zero, delete the edge element at \( \mathbf{Z}_n \) from further consideration.

d. A bit more complexity is required in order to recognize edges with differential motion only tangential to the edge orientation. Such edges signal surface boundaries, but it is not possible to distinguish between the occluding and occluded sides.

4 Occlusion-Sensitive Matching.

We have developed a simple model of how occlusion information might be used to aid in recognition. The model uses occlusion cues arising from the boundary flow constraint to reduce ambiguity in template matching applied to partially occluded objects. In presenting this model, our aim is to demonstrate the utility of incorporating occlusion information directly into the recognition process. The specifics of the algorithm are for purposes of illustration only. The approach will work for verification as well as template matching. Any occlusion cue can be used; the method is not limited to using just motion information. More efficient and reliable implementations are possible. The basic scheme of our approach can be summarized as follows:

- determine a matching "score" based on searching for model features in the image.
- introduce penalties for model features not in the image, but only if there is no evidence for the features in the hidden or an occlusion.
- try not introduce penalties for image features not accounted for in the model.

In the examples presented below, we define the matching score to be the percentage of model features found in the image. This is done by computing the ratio of matched model features to potentially matchable model features. The features used in our simple example are silhouettes edge elements. Only image edges with differential motion across the edge are used. A small distance operation is allowed for to accommodate noise and other distortions. Information about occluding edges in the image is used in two ways. First of all, the model/non-model sides of the template edge must be compatible with the occluding/occluded sides of the image edges. (Note that this is a stronger requirement than in other orientation compatibility.) Secondly, a model edge element is considered potentially matchable if it is not masked. When a model is being matched at a particular image location, masking occurs if there are significant occlusion edges in the image within the neighborhood of the model. Masking regions are "grown" outward from the occluding side of any interior image edges. To assure that it will not extend beyond any occluding surface, the masking region ends at the first image edge reached. In our current implementation, masking is first done without using the masking procedure. Areas of partial match are then reevaluated using the masking procedure.

A set of simple examples was created to test our approach of occlusion sensitive matching. We used artificially created objects to better control for ambiguity in matching. However, the examples all involve real imagery and automatically determined optical flow. Figure 1 shows a set of fourteen object models. Two actual objects were used, one T shaped, the other L shaped. Figure 2 shows one frame from a sequence in which the T is moving behind a wall to the right. The wall is partially occluding the T. As a result, simple template matching may not be effective for recognition. Figure 3 shows contrast edges in the T sequence. The edges were determined using a large kernel zero-crossing operator. Figure 4 shows motion/contrast edges determined by deleting edge
Table 1 shows the matching scores for all model types evaluated against the T and L sequences. The highest scores in each column have been italicized. The models are matched against the raw contrast edges, the motion/contrast edges, the motion/contrast edges using the model/non-model orientational compatibility constraint, and finally using all of the matching constraints described above (differential motion, model/non-model edge orientation, and masking). The data, while currently limited to a few test cases, suggests that using occlusion information can reduce ambiguity in matching. Using all of the available matching constraints, both examples are correctly classified. Using either traditional template matching or using only a subset of the matching constraints causes one or both of the images to be misclassified.
5 Summary.

Edge detection is possible based on both contrast and motion information. Contrast edges can arise from a large number of causes and thus are difficult to accurately interpret. Motion edges are always associated with depth and/or surface boundaries, but are difficult to localize precisely. The motion-based segmentation technique described above combines motion and contrast cues in an integrated edge detection process. Localization is based on contrast edges, while motion information is used to filter out edges not likely to correspond to surface boundaries. The method further gives a direct indication of the side of the boundary corresponding to the occluded surface.

Identification of occluded and occluding surface can significantly aid in recognition tasks. We have presented a simple matching algorithm in which the presence of occlusion boundaries is used to avoid penalizing matches for situations in which model features are hidden from view by other objects. While our algorithm has been described within the context of template matching, it is equally appropriate when verifying hypothesized matches suggested by more complex three-dimensional reasoning processes.
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<table>
<thead>
<tr>
<th>Model</th>
<th>T image sequence</th>
<th>L image sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>contrast edges</td>
<td>motion contrast</td>
</tr>
<tr>
<td></td>
<td>non-model</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Matching scores - all models applied to T and L sequences.
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Abstract

Active visual tracking of points on occlusion boundaries can simplify certain computations involved in determining scene structure and dynamics based on visual motion. Two such techniques are described here. The first provides a measure of ordinal depth by distinguishing between occluding and occluded surfaces at a surface boundary. The second can be used to determine the direction of observer motion through a scene.

1 Introduction.

The study of computational models of active vision has received a flurry of recent activity (e.g., [1,2,3]). These and similar papers have investigated ways in which the visual process can be simplified and/or extended if active control is available over camera motion. Much of this work has dealt specifically with the issue of eye/camera rotation [2,3]. The ability to visually track environmental points can lead to significant simplifications in computing visual properties. This note describes two such simplifications, both involving the tracking of edge points corresponding to occlusion boundaries. The first technique determines local depth orderings by recognizing which side of a boundary corresponds to an occluding surface. The second technique is able to estimate the direction of observer motion in a simpler manner than most other, previously proposed approaches.

The methods described below are most effective when the following three assumptions hold: An observer is moving through an environment in which at most a relatively small portion of the visual
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field corresponds to moving objects. Occlusion boundaries involving significant changes in depth commonly occur. The observer is able to keep a selected edge element centered in the field of view. This last assumption is at least plausible in most natural situations where boundaries are not straight and/or surfaces are visually textured. Analysis will be based on optical flow in the image near the tracked edge element. Note that in biological terms, this corresponds to retinal flow, not the Gibsonian idea of flow in the "optic array".

2 Analysis.

Visual motion depends on the instantaneous translational velocity of the eye/camera, the range to surface points in the scene, and the rotational velocity needed to track a particular scene point. Figure 1 illustrates the situation in the neighborhood of a boundary when no rotation is occurring. \( S_n \) corresponds to a near surface, which has associated optical flow \( f_n \). \( S_n \) is occluding a more distant surface \( S_d \), with associated flow \( f_d \). The boundary itself moves in the image with flow \( f_b \). From [4], we know that close to an occlusion boundary the visual motion of the occluding surface and the visual motion of the boundary are the same. Thus, \( f_b = f_n \). Figure 2 describes

![Figure 1: Optical flow near a surface boundary.](image1.png)

![Figure 2: Optical flow with edge tracking.](image2.png)
the situation when the edge is being accurately tracked. Tracking is effected by introducing an eye/camera rotation of velocity $\omega = (A, B, 0)^T$ which exactly compensates for $f_b$. This also has the effect of nulling out $f_n$. The only visible flow left, $f_d' = f_d - f_b$, is associated with the more distant surface.

A simple set of equations defines the relationship between optical flow, motion, and scene structure [5]. Using a planar imaging system, perspective projection, and a coordinate system centered at the camera with $z$ axis along the line of sight:

$$u = u_t + u_r, \quad v = v_t + v_r$$  

(1)

where $u$ and $v$ are the $x$ and $y$ components of flow, $z$ is the distance to the surface point imaged at $(x, y)$, translational velocity is $T = (U, V, W)^T$, and

$$u_t = -\frac{U + xW}{z}, \quad v_t = -\frac{V + yW}{z}$$  

(2)

$$u_r = Axy - B(x^2 + 1), \quad v_r = A(y^2 + 1) - Bxy$$  

(3)

The optical flow equations simplify considerably at the center of the field of view:

$$\lim_{x,y \to 0} u_t = -\frac{U}{z}, \quad \lim_{x,y \to 0} v_t = -\frac{V}{z}$$  

(4)

$$\lim_{x,y \to 0} u_r = -B, \quad \lim_{x,y \to 0} v_r = A$$  

(5)

If the tracked boundary element is centered within the field of view and if surface flow is measured near this center, then $f_b$, $f_n$, and $f_d$ are all determined by equations 4-5.

Utilizing the fact that $z_n < z_d$, we can now compute $f_d'$:

$$f_d' = f_d - f_b = f_d - f_n$$  

(6)

$$= \left( -\frac{U}{z_d} - B - \frac{U}{z_n} + B, \quad -\frac{V}{z_d} + A - \frac{V}{z_n} - A \right)$$  

(7)

$$= \left( \left( \frac{1}{z_n} - \frac{1}{z_d} \right) U, \quad \left( \frac{1}{z_n} - \frac{1}{z_d} \right) V \right)$$  

(8)

$$= (aU, aV), \quad a > 0$$  

(9)

$f_d'$ is thus a scaled version of the projection of the translation vector onto the image plane.

We can now summarize the two algorithms for analyzing visual motion using edge tracking:

- **Identification of occluding surface.**

  When a boundary element is visually tracked, the region to the side of the boundary corresponding to the occluding surface will have near-zero image flow. The region to the side of the boundary corresponding to the occluded surface will in general be associated with significant visual motion.
3 Discussion.

Both algorithms offer significant computational simplifications over alternate approaches. The few previously reported optical flow based techniques for differentiating between occluding and occluded surfaces require reasonably accurate flow estimates on either side of the boundary [4,6]. The method reported here only requires that regions of significant image motion be recognized. It is far easier to determine that image motion is occurring than it is to estimate the specific characteristics of that motion. When eye/camera rotations are possible, the determination of observer motion is difficult because of the complex manner in which translational and rotational motion interact to generate an optical flow field (see [5]). Edge tracking eliminates the complexity associated with rotation.

It is important to note that eye tracking does not reduce the conceptual difficulties associated with these two tasks. Eye tracking provides neither additional constraints nor other sorts of new information. This is easily seen by recognizing that all of the information in the tracking image is available in an image of the same scene without tracking. Tracking is accomplished by generating a rotation of the eye/camera system based on estimates of image drift such as optical flow at the image center. Once this rotational velocity is determined, a non-tracking image sequence can trivially be converted into the equivalent tracking sequence using equation 3. In fact, both of the algorithms described above are really special cases of methods already presented in the literature. Occlusion analysis is described in [4]. The method for determining direction of motion is essentially equivalent to that described in [7]. What is different are the simplifications in actual algorithms, not the underlying computational theory.

The effectiveness of these two algorithms is limited by the accuracy with which boundaries can be tracked and by the visual texture present adjacent to the boundaries. While biological systems are capable of tracking environmental points with relatively high precision, the computer vision community has only recently begun to study the engineering difficulties involved in tracking features in complex scenes. Aperture effects are a further consideration. It is generally felt that only the component of motion perpendicular to an edge can be determined. This is actually only true if the edge does not curve (e.g., see [8]). Reasonably reliable two-dimensional tracking should be possible for most realistic scenes, though sufficient experimentation has not yet been done. Both algorithms depend on recognizing aspects of image motion in the neighborhood of the tracked edge. This is most easily accomplished if both surfaces are visually textured. This will hold in many but not all scenes. We do know that human vision is capable of "filling in" the motion of homogeneous portions
of surfaces. We do not as yet have good computational models of how this is done, however.

Open questions remain as to whether or not biological vision systems actually use methods of this sort to simplify the determination of scene structure and motion trajectories. To answer these questions, we need to know more about fixation patterns in realistic dynamic environments and about how fixation and eye tracking affect the perception of relative depth.

Acknowledgement.

Dana Ballard first got me thinking about the role of tracking in visual motion analysis.

References


