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ABSTRACT

A thesis submitted in partial fulfilment of the requirements of the degree of
Doctor of Philosophy at the University of Oxford, Trinity Term 1989.

Aaron R. Byerley
Merton College

Heat Transfer Near the Entrance to a Film Cooling Hole
In a Gas Turbine Blade

Film cooling is a method used to prevent jet engine turbine blade failure due to
overheating. It consists of bleeding relatively cool air from the engine's compressor
stage and discharging it through small holes in the turbine blade surface. This air
provides a protective, insulating film which keeps the blade surface temperature well
below the destructively high temperature levels of the combustor gases. This thesis
presents for the first time, detailed pictures of the convective heat transfer distri-
bution on the wall of an internal turbine blade passage near the entrance to a film
cooling hole. The physical situation was modelled at 10OX geometric scale as flow
extraction into a single circular hole from a two-dimensional, fully developed, tur-
bulent channel flow. High resolution heat transfer measurements were made using
a transient technique with liquid crystals as surface temperature indicators. During
the experiments, the two-dimensional channel Reynolds number was held constant
while the flow extraction rate was varied for each of four hole inclination angles
(90*, 1500, 300, and 300 sideways relative to the approach flow direction). The
main region of heat transfer enhancement was found to be downstream of the hole
with local heat transfer levels up to 6.5 times the levels associated with turbulent
channel flow. Additional experimental, analytical, and computational flow field stud-
ies showed that the enhancement was caused mainly by the removal of the upstream
boundary layer and the formation of a new laminar boundary layer at the down-
stream hole edge. This new boundary layer was also influenced by downwash from a
vortex pair. The detailed heat transfer data and the descriptions of the enhancement
mechanisms presented in this thesis will be important to jet engine designers in their
attempts to improve turbine blade cooling.
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NOMENCLATURE

A area, mr2

A, cross-sectional area, mn2

a speed of sound, mr/s
Cd hole discharge coefficient
CP coefficient of pressure
D hole diameter, m
Dh hydraulic diameter, m
EF local heat transfer enhancement factor
ETF area-averaged heat transfer enhancement factor
F jet engine thrust, N

f fuel-to-air ratio
h convective heat transfer coefficient, W/m 2 K
ht heating value of fuel, J/kg
ho base-level heat transfer coefficient, W/m 2 K
k thermal conductivity, W/m K
L characteristic length of duct, m
Lhje length of film cooling hole, m
M. Mach number at engine inlet

, coolant mass flow rate, kg/sec

,hf fuel mass flow rate, kg/sec
rno total mass flow of air through engine, kg/sec

Nu Nusselt number
NUL Nusselt number based on L
n,, n. liquid crystal refractive indices
Pke increase in engine air's kinetic energy, J/s
P liquid crystal molecular pitch; thermocouple stem perimeter, m
Pr Prandtl number

Pei total pressure at upstream reference location, N/mr2

P1  static pressure at upstream reference location, N/mr2

P2  static pressure at film cooling hole exit, N/rnm2

q, heat flux at the wall, W/m 2

R final experimental result
ReL Reynolds number based on L
s entropy, J/kg K
St Stanton number
SR suction ratio (average hole velocity/ud)
ST specific thrust, N s/kg
T temperature, K



TýVtal liquid crystal colour play temperature, K
T'.° gas temperature, K
Tinitial initial temperature, K
Ttrel.• centreline gas temperature, K
Tbwkh bulk temperature, K
T.E.T turbine entry temperature, K
t time, s
TSFC thrust specific fuel consumption, (rh! /F, ------)

U. engine inlet velocity, m/s
u,v,w components of velocity, m/s
Ubuak bulk velocity, m/s
ud centreline velocity, m/s
UM freestream velocity, m/s

z rectangular coordinates, m
ZX,Z2 ,...,ZN measured quantities
W slot width, m
W rate at which work is performed, J/s

Greek Letters
a thermal diffusivity, m2/s
13 non-dimensional heat transfer coefficient
6 hydrodynamic boundary layer thickness, m
f 7eo .,t / rno; emissivity

7 gas property, C.

770 overall efficiency ( i ,thhlp,)

'7th thermodynamic efficiency,( t

77,- propulsive efficiency, ( ) 1

0 non-dimensional temperature
A wavelength, pm
14 viscosity of air, kg/s m
u kinematic viscosity of air, mr2 /s

7r, compressor pressure ratio
p mass density, kg/mr
Vp thermal product of perspex, W-sec1/

2

a Stefan-Boltzmann constant
T shear stress, N/M 2; total temperature ratio



1 INTRODUCTION

This thesis describes an experimental and theoretical study of the heat transfer and

flow field near the entrance to a gas turbine blade film cooling hole. Such film cooling

holes are used extensively in modern jet engines and yet the important detail around

the entrance has not been examined before. The work described here provides an

understanding of the relevant phenomena which, in addition to being a contribution

to basic fluid mechanics, hopes to provide a basis for more exact turbine blade

thermal design.

1.1 Historical Background of Blade Cooling

Since the early 1 94 0's, aircraft jet engine designers have sought to increase the tur-

bine entry temperature (T.E.T.) in order to increase thrust and to reduce fuel con-

sumption. The increase in T.E.T. over time has meant that the 1000 K T.E.T.'s of

both Sir Frank Whittle's WI engine and Dr. Hans von Ohain's Junkers Jumo 004B

engine, were less than the coolant temperatures used today in many gas turbine

engines whose T.E.T.'s approach 1800 K. This huge increase in operating tempera-

ture has been the major factor in the dramatic improvement in engine performance

since those early days of gas turbine engine development. Although the Jumo 004B

powered the twin-engined A'csserschmitt AMe262 aircraft to speeds of 540 miles/hour

in level-flight, the engine's thrust-to-weight ratio was only about 1.25 (Petty and

Henderson, 1986). Today, the Pratt and Whitney F100 engine which powers the

General Dynamics F-16, has a thrust-to-weight ratio of 7.4, almost 6 times that of I
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the Jumo engine. Progress has also been remarkable in terms of maximum thrust;

Whittle's W1 produced about 1000 lb of thrust while today's most powerful Rolls-

Royce engine, the RB211.524, delivers 60,600 lb. Despite this tremendous increase

in thrust, the thrust-specific- fuel consumption (TSFC) of the RB211-524 is only

1/4 that of the WI (Frisch, 1988).

Clearly the motivation for increasing the T.E.T. is strong. However there has

always been a practical limit on T.E.T. due to turbine blade life considerations as

the turbine operates in an extremely hostile environment, not only hostile in terms

of temperature, but also in terms of pressure and centrifugal loading. Furthermore,

today's T.E.T.'s are actually 150 K above the blade material's melting point as

indicated in Figure 1.1. While significant progress has been made in developing

new blade materials which can better withstand the harsh environment, most of the

progress in recent years has come through better blade cooling technology. A brief

survey of cooling techniques is presented next.

1.2 Survey of Cooling Techniques

The simplest and oldest form of blade cooling is internal convective cooling in which

compressor bleed air is brought in at the blade root and sent through internal pas-

sages until it is discharged at the opposite end or at the trailing edge. Improvements

in convective cooling efficiency come from increased internal cooling passage Stan-

ton number and increased passage length-to-diameter ratio (Holland and Thake,

1980). Research into ':-tys of increasing the passage Stanton number has inciuded
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Figure 1.1: Increase in operating temperatures of Rolls-Royce turbines,

showing the benefits of blade cooling from BYWORT14 (1986)

investigations of pedestal and pin fin arrays, and turbulators such as repeated ribs

(Yeh and Stepka, 1984). The presence of these devices enhances the heat transfer

to levels considerably above the levels associated with the plain passage wall. The

main goal, of course, is to increase the heat transfer enhancement without increasing

the pressure drop of the flow through the passage.

Another cooling method used frequently in regions of high heat load, such as the

leading edge of the blade, is jet impingement. In this method, cooling air from the

forward flow channel is directed through an array of small holes to impinge against

the inside surface of the blade wall. Very high levels of heat transfer accompany

the resultant array of stagnation points. After impingement, the cooling air is often

routed back through the internal channel or ejected through holes to be used in film

cooling, the next method to be discussed.



I INTRODUCTION 4

Internal cooling ducts
Entrance to film cooling hole

o0 0

flat gas flow -0

I am combustor a

Cooling air
from compressor stage

Figure 1.2: Film cooling

In film cooling, as illustrated in Figure 1.2, the air is released from the internal

blade channel through tiny holes and made to flow along the outside surface of the

blade, thus providing an insulating blanket of cooler air between the blade surface

and the high temperature gas flow. This reduces the heat flux into the blade and

helps to keep the blade metal temperature at an acceptable level. While past re-

search into film cooling has focused almost totally on the insulating effect on the

exterior blade surface, the present work shows that significant cooling occurs near

the entrance to the film cooling hole on the wall of the internal channel. Since this

has never been studied before in great detail, the resultant cooling contribution is

probably not being taken fully into account by designers of blade passages.

Unfortunately, all of these methods depend on bleeding a percentage of the en-
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gine core air from the compressor stage. This imposes certain aero-thermodynamic

penalties which are discussed in greater detail in Chapter 2. Judging from the lit-

erature, the ultimate goal is to develop some sort of advanced material such as a

fibre-reinforced ceramic which can withstand the operating conditions without the

need for cooling air (Jeal, 1988). Until that time however, there is still much po-

tential for improvement in blade cooling technology. The objective is to increase the

internal cooling effectiveness so that either the T.E.T.'s can be increased for a given

coolant flow, or the coolant flow can be decreased for a given T.E.T.

1.3 The Need for Detailed Heat Transfer Information

Most of the existing heat transfer information that forms the basis of blade cooling

design has come from steady-state experiments which are capable of providing only

local area- averaged data. The transient experimental method used in the present

work, however, provides very detailed maps of heat transfer distribution. This data

can be used to provide more precise convective boundary conditions for numerical

solutions to the conduction equation thus yielding more accurate blade metal tem-

perature predictions. This will enable proposed cooling designs to be evaluated more

thoroughly during the earlier stages of design, rather than later when the design is

in hardware form undergoing testing in a demonstrator unit.

Detailed and accurate blade metal temperature predictions are important mainly

because turbine blade failure is a local phenomena. One such failure mode that

arises in steady state engine operation is creep, a severe deformation caused by
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prolonged exposure of the blade to high stresses at high temperatures. High temper-

ature oxidation is also a problem especially with the stronger superalloys. Finally,

thermal fatigue occurs as the result of repeated cycling through the high thermal

stresses associated with the temperature transients that are present during engine

start-up and later when the engine is throttled from one T.E.T. setting to another

(Oates,1978). Therefore, a good cooling design must not only keep the maximum

blade metal temperature within acceptable levels, but must also reduce the local

temperature gradients.

Designers also need to have detailed blade metal temperature predictions to allow

for the normal deformation of the blade geometry to prevent mechanical interference

caused by differential thermal expansion. Obviously, a mistake in this area can lead

to catastrophic failure because of the many precisely dimensioned parts operating

at close clearances in a hostile environment; clearances of 50 microns are sometimes

required between stationary and rotating parts operating at 9000 rpm in the presence

of flows leaving the combustor at 1800 K and 30 atmospheres (Metzger and Mahle,

1983).

Detailed heat transfer data can also be used indirectly to improve blade cooling

designs by providing a basis of comparison for computational results. In the present

work, numerically predicted patterns of heat transfer enhancement are shown which

closely match the patterns observed experimentally. In this way, computational

results can be validated which may one day lead to the development of reliable CFD

prediction techniques for use in blade cooling design.
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Finally, detailed results are flexible in that they can always be averaged over area

at some later time. This was done in the present study to better evaluate the overall

effect of varying important geometrical and flow parameters.

1.4 The Present Work

This thesis describes a detailed experimental, analytical, and computational investi-

gation of the heat transfer near the entrance to a film cooling hole, a region shown

in Figure 1.2. The objective was not only to add to the collection of convective

boundary conditions that exist between the internal blade surface and the coolant

but also to obtain a solid understanding of the physical reasons behind the observed

heat transfer phenomena. rhis physical understanding will increase the confidence

level with which the heat transfer data may be applied in actual cooling passage

design.

1.4.1 Similarity Considerations

The important hole/duct geometry and flow conditions were modelled in a large scale

(10OX), two-dimensional blade cooling passage to allow for detailed observation. The

duct-to-hole hydraulic diameter ratio was 5.45 thus falling within the range of ratio's

in actual blades of 5 to 15. The hole length-to- diameter ratio (Lw,,I/D) was 10

which is one end of the range in actual blades of 5 to 10. Both ends of the hole were

made sharp-edged which is consistent with the results of typical blade production

techniques. The hole inclination angle was also varied, as shown in Figure 1.3, to

represent the possible orientations of the cooling hole to the duct. Although the
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1500 hole is not common in actual blades, it does represent an extreme case which

yields valuable insight into the overall effect of hole inclination angle.

The important flow similarity parameters, namely the duct Reynolds number

and the hole velocity (or suction) ratio, were typical of those in present engines.

The Reynolds number based on duct height and centreline velocity (ReL) was held

constant at a nominal value of 2.5(10'). The ratio of the average hole velocity to the

duct centreline velocity, which from this point on is called the suction ratio (SR),

was varied from 0 to 8. Air at approximately 100'C was used as the test gas, so

the Prandtl number was matched exactly (since the Prandtl number for air at both

100 0C and 1100'C is 0.705).

1.4.2 Simplifications and Approximations

While a number of geometric and flow parameters were reproduced in the exper-

imental situation, certain simplifications and approximations were necessary. The

simplifications were made to provide a model of the general case so that the most

important heat transfer and flow features common to a wide range of film cooling

problems could be studied and identified. The resulting heat transfer data could

then be applied to specific cases, as appropriate, based on an understanding of the

mechanisms involved. The simplifications included: modelling the internal blade

passage as a two-dimensional duct; providing a well defined inlet condition (fully

developed, turbulent flow); examining a single hole, thereby neglecting multiple hole

interaction; and finally using a smooth wall surface (since the actual roughness found

in a blade was not scaled up 1OOX along with the other geometrical features).
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Figure 1.3: Hole inclination angles.
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Also several approximations were made to reduce the experimental situation to a

tractable level. First of all, Mach number effects were not investigated. This is fairly

simple to justify since the flow in multipass channels is normally kept at low speed

for pressure drop considerations. Furthermore, Dunne (1982) showed in his study

of trailing edge passages that the heat transfer was only a weak function of Mach

number. Also, the effect of rotation was not possible to examine within the present

experimental apparatus. Although research performed elsewhere has shown that

rotation does influence heat transfer within rotor blade cooling passages, the results

presented in this thesis should still provide useful, first-order guidance. Furthermore,

the results are fully applicable to nozzle guide vanes which remain stationary relative

to the engine casing.

1.5 Contents of the Thesis

1.5.1 Thesis overview

The following is a brief overview of the remaining chapters.

"* Chapter 2 discusses the thermodynamic modelling of film cooling and shows

that the use of film cooling yields increases in both engine specific thrust and

thermodynamic efficiency.

"* Chapter 3 reviews the theory and application of the transient technique using

liquid crystals as surface temperature indicators.

"* Chapter 4 describes the experimental apparatus, instrumentation, and proce-

dure.
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"* Chapter 5 presents and discusses the experimental heat transfer results. De-

tailed maps of the heat transfer distribution are presented for four hole incli-

nation angles at a number of suction ratios. The effects of changing Re[, and

the upstream temperature and velocity profiles are also presented.

" Chapter 6 presents the results of experimental flow field studies which gives in-

sight into the physical reasons behind the observed heat transfer results. These

results were obtained from smoke visualization, surface flow visualization, and

wall static pressure measurements.

"* Chapter 7 consists of two-dimensional analytical predictions of heat transfer

downstream of a slot, using a theoretical velocity distribution, and also down-

stream of a hole, using velocities deduced from measured wall static pressures.

"* Chapter 8 describes the three-dimensional computational investigation into

the present study. The pattern of heat transfer enhancement was successfully

reproduced. Also, the suspected presence of a vortex pair downstream of the

hole was confirmed.

"* Chapter 9 presents the results of three-dimensional blade metal temperature

predictions which show the effect of accounting for the measured cooling con-

tribution near the entrance to a single film cooling hole.

"* Chapter 10 presents the experimental results for the hole discharge coefficients

showing the important influence of the hole inclination angle.
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* Chapter 11 presents the final conclusions regarding the nature of the heat trans-

fer enhancement drawn from the experimental, analytical, and computational

results. Possible extensions of the present work are also discussed.

1.5.2 Principal accomplishments

The principal accomplishments of the present work include: the design, construction,

and commissioning of a test section which successfully modelled the important flow

and geometric parameters near the entrance to a film cooling hole; the discovery and

detailed measurement of a well defined region of enhanced heat transfer downstream

of the film cooling hole; the comprehensive investigation of the three-dimensional

flow field which revealed that the enhancement was due primarily to the removal of

the upstream velocity and thermal boundary layers and the effects of "downwash"

from a vortex pair; the discovery that the boundary layer downstream of the hole

was laminar in nature; and finally, the presentation of the heat transfer data in

area-averaged form which can be of immediate use to blade passage designers.

As a result of the present work, the following two papers have been published

to date: Byerley, Ireland, Jones, and Ashton (1988) and Byerley, Ireland,

Jones, and Graham (1988).

-- m m m u l nt im nm n m m •j 1
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2 THERMODYNAMIC MODELLING OF FILM

COOLING

To obtain insight into the fundamental reasons for increasing the turbine entry tem-

perature in gas turbine engines, the thermodynamics of the ideal Brayton (or Joule)

cycle are reviewed. This is followed by an analysis of two, more realistic, non-ideal

thermodynamic models of the film cooling process within a turbojet cycle. Thus an

understanding of how film cooling helps to boost two important engine performance

parameters, namely specific thrust and thermodynamic efficiency, may be obtained.

Specific thrust is
F

ST= Fmo

where F is engine thrust and ri,, is the total mass flow rate of air through the

engine. Therefore, for a given thrust rating, increasing the ST allows the designer to

reduce the size of the engine inlet thereby reducing engine weight and nacelle drag.

This effectively results in an increase in the engine's thrust- to-weight ratio. The

second engine performance parameter which increases with T.E.T. is thermodynamic

efficiency (7h ) where

increase in the engine flow's kinetic energy

energy input into the burner

This is important since an increase in thermodynamic efficiency, for a given propul-

sive efficiency, results in a reduction of the engine's thrust specific fuel consumption

(TSFC). Even a fractional improvement in TSFC yields significant fuel savings

over the lifetime of an engine.
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Figure 2.1: The ideal Brayton (or Joule) cycle.

T,h

2 3/

Figure 2.2: The process representation for the ideal Brayton cycle.

2.1 Ideal Cycle

The Brayton (or Joule) cycle forms the core of all gas turbine engine propulsion

systems. As shown in Figure 2.1, it consists of a compressor, heater, and turbine.

The physical basis that allows the Brayton cycle to operate is that lines of con-

stant pressure diverge as temperature increases, as illustrated in Figure 2.2, the

temperature-entropy process representation for the ideal case. This figure shows

that the higher the temperature leaving the heater and entering the turbine, the

larger the enthalpy drop. This drop is proportional to the net power out of the

turbine. In the case of a propulsion system, this is equivalent to an increase in ST.

While the ideal Brayton cycle gives us a clear idea of why the specific thrust

increases with T.E.T., the reason for an increase in thermodynamic efficiency is
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inlet compressor burner turbine nozzle

12 t3 4 5 6

Figure 2.3: The standard turbojet engine cycle

more complex. The thermodynamic efficiency for the ideal Brayton cycle is given by

7th 
7 r!

where 7rc is the compressor pressure ratio. This expression indicates that thermo-

dynamic efficiency is not a function of T.E.T. at all. When the irreversibilities as-

sociated with realistic components are considered, however, 77th does indeed increase

with T.E.T. as shown in the following section.

2.2 Non-Ideal Turbojet Cycles with Film Cooling

Two thermodynamic models were developed which represent two possible ways of

considering the fi!m cooling process operating within a turbojet cycle. Figure 2.3

shows the standard components of a turbojet engine cycle. The thermodynamic

analysis of this simple cycle, one without film cooling, is given in many text books.

The goal was to modify this cycle to include a realistic and accurate treatment of

the thermodynamic effect of film cooling. The two models presented next are similar

in that the coolant flow is bled from the compressor outlet. Both models also use a
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Figure 2.4: Relationship between T.E.T. and percentage coolant flow for

Rolls-Royce service engines and the High-Temperature Demonstrator

Unit (HTDU) from BYWORTH (1986).

"real world" relationship between the T.E.T. and the fraction of engine mass flow

used as coolant (E) defined as

According to Figure 2.4, the equation

T.E.T. ý 5000( + 1372K

represents the best relationship available in actual Rolls- Royce service engines of

today. Figure 2.4 assumes a constant coolant temperature so the results of this

analysis are valid for the case of a fixed engine operating point (flight condition and

compressor pressure ratio). The two models differ, however, in the location where

the coolant flow is added back to the core flow.
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The first model, shown in Figure 2.5 and 2.6 is probably optimistic since all of

the coolant flow is added back to the core flow before it passes over the rotor and

is therefore capable of doing work. This model assumes that the coolant flow is

separated from the core flow at the exit of the compressor and sent through a valve

before it is added back to the core flow at the first row of nozzle guide vanes (NGV'a).

The two streams then reach thermal equilibrium in an imaginary, constant pressure,

adiabatic mixer before entering an imaginary valve where a pressure drop penalty is

imposed. This penalty is a means of accounting for the approximate aerodynamic

losses associated with the introduction of film cooling flow into the turbine cascade.

Aerodynamic losses occur when the emission of film cooling flow from the blade

surface causes slight changes in the effective blade profile and then mixes with the

main cascade flow in a turbulent, non-isentropic fashion.

The second model is a more pessimistic treatment since it assumes the coolant

flow is not added back to the core flow until after the rotor stage as shown in

Figure 2.7 and Figure 2.8. This means that energy as work is not extracted from

the coolant flow in the rotor stage. The other features of this model are similar in

detail to the first model.

To evaluate these models quantitatively, a detailed component- by-component

analysis was performed using the cycle analysis methodology set forth in Oates

(1984) and is given in Appendix A. Briefly, the analysis made use of energy bal-

ances on each component, and a power balance between the compressor and turbine.

The analysis began with the calculation of the recovery properties and then pro-
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Figure 2.5: Model 1- coolant flow is added back to the core flow upstream

of the rotor.
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Figure 2.6: Process representation for model 1. (Pressure line divergence

is exaggerated for clarity.)
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Figure 2.7: Model 2- coolant flow is added back to the core flow downstream

of the rotor.
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Figure 2.8: Process representation for modei 2. (Pressure line divergence

is exaggerated for clarity.)
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ceeded through each of the cycle's components, starting with the inlet and ending

with the nozzle. The total temperature and pressure at the outlet of each compo-

nent were calculated, thereby fixing the flow's thermodynamic state at that point.

Eventually, the velocity at the exit of the nozzle was found. The analysis assumed

one- dimensional flow throughout the cycle. However, non-ideal performance was

considered through the use of realistic component performance parameters. These

performance parameters accounted for the total pressure losses across the diffuser

(inlet), burner, NGV, and nozzle; the polytropic efficiencies of the compressor and

turbine; and the mechanical efficiency for the power balance between the turbine

and compressor. Realistic gas properties were also used; three different pairs of C,

and -t accounted for the effects of fuel addition to the air and the subsequent mixing

of the core and the coolant flows. The analysis was performed for a flight condition

of Mach 0.7 at a temperature corresponding to the standard altitude at 29,000 feet.

The salient results of this analysis are shown in Figures 2.9 and 2.10 where

the incentives for using film cooling to boost T.E.T.'s can be seen. Both models

show a significant increase in specific thrust and thermodynamic efficiency at all

compressor pressure ratios. As expected, the results indicate that the second model,

which assumed the coolant was added back to the core flow after the rotor, rather

than before, gave a slightly lower level of performance than the first model. Yet

the increases in ST and 7t7 are still apparent despite this somewhat pessimistic

treatment.

It is interesting to note that Figures 2.9 and 2.10 also illustrate a feature found in
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actual gas turbine engine designs; engines optimized for maximum 77th need a much

larger compressor pressure ratio than engines optimized for maximum specific thrust.

The results show that for this particular flight condition of Mach 0.7 at 29,000 feet,

the optimum 7r, for maximum 77th is over 30 while the optimum 7r, for maximum

ST ranges between 12 and 25. This same trend is apparent when comparing the

actual 7rns of engines designed for transport aircraft with engines designed for combat

aircraft. At the maximum engine rpm rating, the 7r, of the General Electric CF6-50,

which powers the Boeing 747, is 30.4 while the 7r, of the General Electric J79.15,

which powers the McDonnell Douglas F-4 Phantom, is 12.9. With respect to blade

cooling though, the higher compressor pressure ratio means that the coolant flow is

hotter which in turn requires the coolant flow rate be increased in order to reach the

same T.E.T. This effect was not modelled in the present analysis since the T.E. T.-

coolant flow rate relationship was based on a constant coolant temperature.

The important conclusion to be drawn from the thermodynamic modelling of

film cooling is that increasing the T.E.T., even at the expense of incurring the aero-

dynamic and thermodynamic penalties inherent in the film cooling process, yields

significant improvements in gas turbine engine performance. Of course, the heat

transfer data presented in this thesis can be used to improve the internal cooling

effectiveness and therefore help to reduce those penalties by decreasing the amount

of coolant required to achieve a given T.E.T.
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Figure 2.9: Effect of T.E.T., % coolant, and compressor pressure ratio on

specific thrust. A.) model 1- assuming the coolant flow re-enters the

core flow upstream of the rotor. B.) model 2- assuming the coolant flow

re-enters the core flow downstream of the rotor.
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3 EXPERIMENTAL METHOD

The major subject of this thesis is the measurement of the convective heat transfer

coefficients within a blade cooling passage. This chapter summarizes the method

used in determining the desired values of h. The thermochromic properties of the

liquid crystals employed in this method are also explained. This is followed by a

review of the previous work involving liquid crystal usage in heat transfer research.

Finally, details necessary for data reduction and the subsequent interpretation of

results are presented.

3.1 Summary of the Method

The heat transfer measurements were made using a transient test technique employ-

ing thermochromic cholesteric liquid crystals as high resolution wall surface tem-

perature indicators. Thermochromic liquid crystals change colour over a known,

reproducible range of temperature and can therefore provide highly detailed and ac-

curate pictures of surface temperature distribution. A thin, continuous film of these

liquid crystals was applied to the area of interest on one wall of a large (10OX) scale,

two-dimensional, perspex duct which served as an idealized model of an internal

blade cooling passage. A schematic diagram of this duct along with the rest of the

tunnel apparatus is given in Figure 3.1. A detail of the test s,!ction including the

idealized film cooling hole is given in Figure 3.2. Before each experiment began, the

tunnel was allowed to reach an isothermal condition at room temperature. Heated

air was first directed through a well insulated, upstream plenum chamber, as illus-

1
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Figure 3.1: Schematic diagram of the tunnel apparatus including the ide-

alised internal blade cooling passage (the main duct).



3 EXPERIMENTAL METHOD 26

Pitot-static orifice tubes ( P_ -PGas thermocouple (T gas JO

0mm-- liquid crystals applied

=:L= A60

Inside and outside
wall thermocouples 220 m
Film cooling hole, -- • _ • •

Test plenum L22
' mm

Static 2
orifice 2 2 _

S200 mm
(PT I- P2) 4

Orifice plate AP orifice

Figure 3.2: Detail of the test section including the idealized film cooling

hole.

~0~~~~~I



3 EXPERIMENTAL METHOD 27

trated in Figure 3.1, and then through a similarly insulated bypass limb so eventually

the flow could be switched (almost instantaneously) into the test section, thereby

approximating a pure step-change in convective heating. As the temperature of

the liquid crystals applied to the test wall surface increased, the crystals underwent

"colour play" across a narrow, pre-determined band of temperature (,:z PC). Of

course a qualitative understanding of the heat transfer situation could be obtained

immediately as the regions on the test surface that changed colour first corresponded

to the regions of highest heat transfer. Fortunately, however, quantitative values of

h could also be readily obtained from a videotape of the colour play response and a

suitable analysis of the unsteady heat conduction into the model. The heat diffusion

into the low-conductivity perspex walls of the test surface could be considered one-

dimensional, since lateral conduction had a negligible influence on the local surface

temperature within the times considered. Furthermore, since the test times were

relatively short (on the order of 90 seconds), the thermal pulse did not penetrate

through the 12mm thickness of the wall. Therefore the conduction process could

also be considered semi-infinite. The governing heat diffusion equation is therefore

a2T 1 dT (-- - (3.1)
492 a di

and the initial and boundary conditions are

T T1 i~ii.j at t = 0 for all r (3.2)

T = Ti.i.o at z = oo for all t (3.3)

h(T5 ,. - T.,aI) = -k dT,=0 for t > 0 (3.4)
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Assuming that T9.. and h are constant with time, and the thermal properties of the

wall are constant with temperature, the exact, analytical solution for these equations

is given by

0 = 1 - eip (i3,) (1 - erf(03)) = 1- exp(P 2 )erfc(3) (3.5)

where

0 (T,. 11 - Ti.i ) (3.6)
(Ta., - Tin.,il )

and

_-- it (3.7)

Since the thermal product of perspex (V/pc)is known, the time (t) that it takes for

the temperature at any point on the test surface wall (T,,,,) to rise from Ti,,tjj to

TYto could be used in an iterative solution for h.

3.2 Thermochromic Properties of Cholesteric Liquid Crys-

tals

The characteristic of cholesteric liquid crystals that make them so useful from a

heat transfer standpoint is their response to temperature. Cholesteric liquid crystals

contain cholesterol and possess the mechanical properties of liquid and the optical

properties of solid crystals. When illuminated by white light within a temperature

range as narrow as 1VC, liquid crystals selectively reflect discrete wavelengths of

light corresponding to discrete colours in the visible spectrum. At the lower limit

of the temperature range, the liquid crystals appear red followed by the rest of the

colour spectrum, ending with violet at the upper limit. Above and below the colour
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play temperature range, the crystals are clear. Since the colour play is reversible,

repeatable, and robust, it is quite suitable for experimental measurements. The

colour yellow provided a narrow, bright, easy- to-see band so it was chosen to yield

the temperature reading and was calibrated to accuracies of - 0.2*C.

The mechanism responsible for causing the spectrally selective reflections is re-

lated to changes in the crystal's molecular structure with temperature. Liquid crys-

tals are arranged in layers which have a helical structure as shown in Figure 3.3.

Within each layer, the long axes of the rod-shaped molecules all point in the same

direction. The direction of each succeeding layer is offset 10-20 minutes of arc so

that the molecules trace out a helical path. The axis of the helix, which is parallel

to the z-axis in the figure, makes a 900 angle with the supporting substrate (the

perspex wall). To quantify the temperature dependent twist of the helix, the pitch

length (P) is defined as the longitudinal distance, along the axis of the helix, for

the layers to complete one 3600 revolution. Therefore, a high level of "twist" corre-

sponds to a small value of pitch. For the liquid crystals used in the present work, the

pitch decreased with increasing temperature, eventually corresponding to a length

which resulted in the reflection of light within the visible spectrum. This optical

phenomenon is now explained.

Consider un-polarized white light that has an angle of incidence aligned with

the helical axis of the liquid crystal. This light can be considered the sum of an

infinite number of plane- polarized waves, each having a different angle with respect

to the direction of the first layer. One of these plane waves makes a zero angle with
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Figure 3.3: Model of the cholesteric liquid crystal from Makow (1979)
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the z-direetion of the first layer as shown in Figure 3.3. This wave in turn can be

considered the sum of left and right-handed circularly polarized waves each contain-

ing approximately 50% of the incident energy (the absorptance of liquid crystals is

less than 1%). If the crystal substance has a right-handed helical twist then the

left-handed circularly polarized wave is at some finite angle to each layer's direc-

tion which results in its being transmitted. However, the right- handed circularly

polarized wave makes a zero angle with each layer's direction and , sniiall part of

the energy is reflected from the interface of the two adjoining molecular layers. The

condition for constructive interference of the reflected energy due to the periodicity

of the helical molecular structure is satisfied by

- 0 = nP

where n. is the refractive index. Therefore A. of the right-handed circularly polarized

component of the incident white light is reflected. Also, using the same reasoning,

the plane-polarized wave making a 900 angle with the direction of the first layer in

the helix reflects light with a wavelength of

\1, = 1nP

Since the incident white light consists of an infinite number of plane-polarized waves

making any angle between 0 and 90' with the direction of the first liquid crystal layer,

each wave sees a refractive index between n, and n,. The condition for reflection

is therefore fulfilled for all wavelengths (A) in the band between A. and \,. To

eliminate reflections of the transmitted, left-handed circularly polarized components
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of light from the back surface of the perspex wall, it was painted black ensuring that

the transmitted components were absorbed.

It has so far been established that the wavelength of the reflected light (Ps

therefore the colour) for a given crystal substance is dependent upon the helical pitch

(P). The pitch dependence on temperature is now explained. The helical pitch is

determined by two factors; the twist (or displacement) angle between the layers and

the interlayer spacing. When the crystal temperature is increased, its molar volume

increases. The dominant effect of this is to increase the displacement angle between

adjacent layers of molecules in the helical stack which has a tendency to decrease the

pitch (since "twist" increases). Although an increase in molar volume also results

in an increase in the intermolecular distance along the helical axis (which tends to

increase the pitch), this effect is not as pronounced as the increase in displacement

angle. Therefore, the overall effect of increasing the liquid crystal temperature is to

decrease the helical pitch.

The following is a brief summary of the thermochromic process that takes place

during a heat transfer experiment. Initially, at room temperature the crystals are

clear. When the experiment begins the crystals are convectively heated until the

helical pitch of their molecular structure decreases to a value which results in a

reflection of red light, the longest wavelength within the visible spectrum. As the

crystal temperature continues to increase, the pit:h continues to decrease causing a

reflection of orange, yellow, blue, and then violet light. When the crystal temperature

is increased still further, the crystals once again appear clear. Finally, at the end

I

Jf4
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of the experiment the hot gas flow is turned off allowing the crystals to cool and to

pass back through the colour spectrum in the reverse order.

Unfortunately, the colour play of liquid crystals in their "raw" form is also sen-

sitive to the effects of normal and shearing forces. To reduce this sensitivity to

negligible levels, the liquid crystals are encapsulated with gelatin in a polyvinyl alco-

hol binder which results in the formation of small spheroids with typical diameters

on the order of 5 to 50 microns. In addition to negating the effects of external forces,

encapsulation also provides partial protection from the harmful effects of ultravi-

olet radiation and other environmental contaminants. Furthermore, encapsulation

greatly reduces the variation of colour due to the viewing angle. Finally, two or more

types of encapsulated liquid crystals, each with a different temperature range, can

be mixed together since the colour play of the crystal substances inside the spheroid

coatings still occurs independently. A mixture of several liquid crystals results in a

matching number of isotherms on the test surface during a heat transfer experiment.

Typical results are presented in Chapter 5.

Further details regarding the physics of thermochromic liquid crystals can be

found in Fergason (1964), Makow (1979), McDonnell and Sage (1982),

BDH (1986), and Bonnet (1989).

3.3 Previous Heat Transfer Work with Liquid Crystals

Liquid crystals have been useful as surface temperature indicators in three main

types of heat transfer experimental methods including: qualitative thermal-flow vi-

I
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sualization, steady-state, and transient methods. Some examples of prior work are

discussed next, focusing particularly on those that have contributed to the method

used in the present work. Also, a brief review of new work involving the cold gas

transient method is presented.

3.3.1 Thermal-flow visualization

The simplest way to make use of the temperature indicating properties of liquid

crystal is to use them for thermal-flow visualization. It is often the case that the

standard, steady- state, point-temperature heat transfer methods, which yield only

area-averaged results, are unable to reveal the detail which is necessary to under-

stand the physics behind the operative convective heat transfer mechanisms. Liquid

crystals have been used to complement these methods simply by revealing detailed

pictures of "hot" and "cold" regions without regard to precise temperature levels.

Examples where liquid crystals were used to gain a qualitative understanding of

the film cooling process can be found in Brown and Saluja (1978) and Linsell

(1983). Rhee et al (1984) used liquid crystals as one means of flow visualization

in a study of Taylor-G6rtler vortices.

3.3.2 Steady-state method

The most common method for determining h has been to thermally isolate segments

of the test surface and to apply a known amount of electrical power to each segment

through attached electric resistance heaters. Although the heaters provide a con-

stant heat flux within each segment, the individual power inputs can be controlled
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so that a series of segments together can produce an approximation to an overall

isothermal wall boundary condition. After measuring the power input and the sur-

face temperature for each segment along with the appropriate gas temperature (and

after making corrections for conduction and radiation), the value of h can be cal-

culated. The results, however, are regional, area-averaged values of h rather than

true, continuous local values. Greater resolution can be obtained, up to a point,

by decreasing the segment size and by increasing the number of segments, but this

entails great expense.

A variation of this method which yields much better resolution uses a coating

of liquid crystals across the top of a single heating element which is designed to

reduce lateral conduction to negligible levels while still generating a uniform heat

flux boundary condition. The resulting isothermal contours produced by the liq-

uid crystal colour play then correspond to contours of constant heat transfer coeffi-

cients. Variations of this method have been proposed by Cooper, Field and Meyer

(1975); Hippensteele, Russell, and Stepka (1981); and Simonich and Mof-

fat (1982). Hippensteele, Russell, and Torres (1985) used the method to

determine local values of h along the midchord of a large-scale model of a turbine

blade airfoil in a static cascade. Crane and Sabsvari (1988) also used a variation

of the method to measure h in the presence of laminar G6rtler vortices.

3.3.3 Transient method

The current transient method evolved from a transient method which first used

phase-change paints and then later liquid crystals to produce isothermal contours.

mmmmm-I -m mmm m mm m mm m m m ml m lm md rm m
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The method was developed by Jones, and reported in Clifford, Jones, and Dunne

(1983) and Dunne (1983) regarding a study of internal blade trailing-edge cool-

ing passages. Further method development and refinement was reported in Ireland

and Jones (1985), (1986), and (1987a). Many key concerns regarding the accu-

racy of this method were addressed and resolved including: the conduction of heat

through the perspex wall in a direction parallel to the surface (lateral conduction)

was shown to have a negligible effect on the surface temperature rise; the thermal

boundary condition produced by the transient method was shown to approximate

an isothermal wall boundary condition; the value of h within the test section was

experimentally determined to be constant with time, even considering the time varia-

tion in the thermal boundary condition within the entrance region of the main duct;

the time response of the liquid crystals was found to be on the order of millisec-

onds which is effectively instantaneous when used in experiments with time scales

on the order of 90 seconds; and the thin (l10 micron) coating of liquid crystals

was shown to be "thermally thin" (providing no thermal resistance or capacitance

between the flow and the substrate). Other workers have also subsequently used the

method and support the above findings including Metzger and Larson (1986);

Saabas, Arora, and Abdel Messeh (1988); and Zharkova, Kiselev, and

Khachaturyan (1986). Additionally, Baughn et al (1988) made a direct com-

parison between the present transient method and the steady-state, heated-coating

method for the measurement of h on a pin fin. The agreement was well within the

7% range of experimental uncertainty.
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While the transient method described in this thesis used hot gas passing through

a room temperature test section, new experimental work is now taking place using

cold gas passing through a pre- heated test section (Jones and Hippensteele,

1987) and (Ireland et al, 1988). The cold flow transient method is particularly

advantageous for high speed flow situations when the energy consumption necessary

to heat a large mass flow would be substantial. Ireland and Jones (1987b) have

also reported on a method using readings from the colour play of two liquid crystals

to yield both h and Tj,,tjj, which is useful in cases where the initial temperature in

a pre-heated test section cannot be made perfectly uniform. Of course, colour play

from multiple crystal coatings can also be used to calculate h and Th., as long as

Tm,,ti. is well defined.

3.4 Issues Related to Data Reduction

This section presents several details regarding the data reduction process which must

be specified for a proper understanding of the experimental results. These details

include the characteristic length, the reference temperature and velocity, the material

properties for air and perspex, and the method for translating from the Nusselt and

Reynolds numbers used in the present work to those same parameters based on the

hydraulic diameter and bulk properties.

3.4.1 Characteristic length

The length dimension used in the definition of the Reynolds and Nusselt number

is L, the distance between the parallel planes forming the top and bottom of the
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two-dimensional duct as shown in Figure 3.2. The duct can be considered two-

dimensional, as far as the test section is concerned, since the duct sides are far

enough away that there are no edge effects. The hydraulic diameter of such a duct

is 2L.

3.4.2 Reference velocity and temperature

The reference velocity and temperature are the centreline values measured at the

reference location 180mm (;u 9D) upstream of the hole as indicated in Figure 3.2.

This location was chosen because it was found to be far enough upstream for the ve-

locity and temperature profiles to be unaffected by changes in the SR. As shown in

Figure 3.4, both profiles are in close agreement with the well known 1/7th power law

which is characteristic of fully developed, turbulent channel flow. Ireland (1987)

also measured the turbulence intensity profile for this same duct and found that it

matched the profiles found by other workers. The velocity profile in Figure 3.4 was

measured at two Reynolds numbers (ReL = 2.0(104) and 2.5(104)) and for SR's 0

and 8, which represent the two extremes of that flow parameter. Additionally the

temperature profile was measured at three different tiv" a during the transient test,

again for both high and low SR's. Therefore, both profiles were effectively constant

with respect to the full range of experimental flow parameters, a necessary part of

a well specified inlet condition. It is important to point out that the flow upstream

of actual film cooling holes does not always correspond to fully developed, turbulent

channel flow, but the profiles used in this method provided a well understood starting

point so that the effects due exclusively to the flow entering the hole could be studied
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and understood. Since the profiles were constant, only the centreline values of ve-

locity and temperatures had to be measured during each heat transfer test in order

to fully define the energy state at the inlet to the test section. It was also convenient

to use these same centreline values as the reference values in the definition of the

non-dimensional flow parameters (ReL and Nun). Furthermore, translating these

centreline reference values into bulk averaged values is fairly straightforward. As-

suming that the 1/7th power law adequately describes the velocity and temperature

profiles then

u~~~ ~ 1 •... .( ) /7

U = Ucentreiine

and

T = (Tcent,.ti•e - Twal) (•y) + T + 1

can be substituted into

f&W o u dy

and

f0
6 uT dy

bl-f 0 u dy

to yield

7
Ubuls . -.J entreline

and

8
TWA.= (T•,.ein.e - T.. 11) + T.W1
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The upstream centreline temperature was also used as the reference temperature

in the definition for h

h - q
(Tcen,.eiie - Tw.ll)

The above definition for h is different from the definition for h normally used in

internal flow which is based on the local bulk temperature, rather than the upstream

centreline temperature. The normal definition is desirable when the flow has a

preferential direction, since an energy balance can be made in the flow direction,

but when the flow has strong three- dimensional features, as in the present work,

then the local bulk temperature can no longer be clearly defined. The upstream

centreline temperature was therefore a convenient and logical choice for the reference

temperature. Furthermore, it is possible to relate the two definitions of h. Since the

flow considered in the present work was essentially incompressible (Mach 0.02) with

constant properties, the momentum equation can be de-coupled from the governing

energy equation. The energy equation is therefore linear in gas temperature. If the

thermal boundary condition is an isothermal wall then

q. = hbk,(Tbk - T.. 11) = h•c.,ntei, ( Tmnfh - T..11)

so the two definitions of h can be related according to

hlnwk = 9 hcentrelim

8

3.4.3 Material properties (of air and perspex)

The material properties of both air (as the flow) and perspex (as the substrate)

must be known to use the present method. In the present work, it is assumed that
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the properties of air are constant throughout the flow field. Although the transport

properties do vary with temperature and thus vary through the boundary layer, the

temperature difference is small enough for the property variation to be neglected.

The material properties were based on the reference temperature (T,.,in. ).

The thermal product of perspex (pv/k) which is necessary for the solution of h

was measured by Ireland (1987) and found to be

V =569+ 29W 1c/2
pck = 569 - 29

The implications of this, with respect to experimental uncertainty, are discussed in

Chapter 5 and Appendix B.

3.4.4 Radiation effects

Radiation effects were neglected because the maximum temperature differences be-

tween important elements were small. The rear surface of the perspex wall remained

at room temperature (Tin ti,1) so there were no radiation losses to the environment.

The inside (or test side) surface of the duct wall increased in temperature at close to

the same rate (approximating an isothermal wall) so that the temperature differen-

tial between various points was small. Therefore convection heat transfer dominated

any radiation effects that might have been present. Radiation losses from the gas

thermocouple were also small, as shown in Chapter 4.
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3.4.5 Translating from NutL and ReL to Nusselt and Reynolds numbers

based on bulk properties

Earlier in this chapter, the characteristic length and the reference velocity and tem-

perature values were presented so that taken together the definitions for the non-

dimensional parameters are

ReL =- puL and NuL = h-IL
ILt

Therefore, these definitions can be related to definitions based on hydraulic diameter

and bulk properties by making the appropriate substitutions as shown below

PUu~k Dh 7 h~~ Dh 9
Re - ReL and Nu = --h D- ZNULL

4 k 4

These relationships were used to compare the results obtained from the base-level

heat transfer experiments (the plain duct heat transfer, without flow extraction

effects) with the predictions based on established turbulent channel flow correlations.

This comparison is presented in Chapter 5.

-t
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4 APPARATUS, INSTRUMENTATION, AND PRO

CEDURE

This chapter describes the apparatus, instrumentation, and procedure used to ob-

tain the experimental results. Several key features of the apparatus (including the

duct piping, electrical resistance flow heaters and heater controls, vacuum pump,

inlet plenum, and main duct) were already designed, constructed and commissioned

prior to the start of the present work by other members of the Oxford University

Internal Cooling Research Group; detailed descriptions of these features are given

in Dunne (1982) and Ireland (1987). While this chapter describes all aspects of

the apparatus, special attention is given to the modifications and additions made to

accomplish the present experimental program.

4.1 Experimental Apparatus

The apparatus can actually be thought of as two separate components: the tunnel

which for the most part was already in place at the start of the present program,

and the test section which was designed and constructed especially for the present

work to provide the unique subject of research, namely the entrance to a film cooling

hole. Both the tunnel and the test section are described.

4.1.1 The Tunnel

As stated in Chapter 3 (on the Experimental Method), the primary function of the

tunnel was to provide a close approximation to a pure step change in convective
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heating for the test section so that the time for the wall surface temperature to rise

from the initial temperature to the colour change temperature could be related to

h. This was accomplished by providing an extremely fast flow switching mechanism

between two separate flow routes: the bypass limb and the main duct. This enabled

the hot flow (and the upstream inlet plenum) to reach thermal equilibrium while the

flow was passing through the bypass limb. After the hot flow reached steady state, it

was re-directed instantaneously into the main duct and test section. A photograph

of the tunnel and the corresponding schematic diagram are given in Figures 4.1 and

3.1. Air was drawn through the heater and into the inlet plenum and then through

one of the two flow routes by a high capacity (1000 c.f.m.) vacuum pump. The heater

consisted of four banks of 9 kW electrical resistance heater elements, although only

two banks were required to achieve the required gas temperature for the present

study's flow conditions. The inlet plenum served as a link between the heater and

both of the two flow routes; it was insulated with 2" thick slabs of polystyrene to help

ensure that the temperature profile of the flow entering the main duct was uniform.

As shown in the schematic, there were three gate valves for establishing the correct

mass flow conditions; the "B" gate valve for the main duct was used to set the duct

Reynolds number (RCL), the "C" valve for the hole flow was used to set the hole

SR, and the "A" valve for the bypass limb was used to obtain a mass flow equal

to the sum of the other two flows. Balancing the mass flow between the two routes

in this way made certain that the heater did not sense a change in flow rate during

the switching process from the bypass limb to the main duct. This enabled the gas

A



4 APPARATUS, INSTRUMENTATION, AND PROCEDURE 46

temperature to remain constant throughout the 90 second duration of the test. The

switching mechanism consisted of three fast acting ball valves which were driven by

electrical actuators. Video cameras were used to measure the speed at which the

ball valves turned through a 900 arc to open or close. The process took place in less

than three videotape frames which corresponds to a time of less than 0.12 seconds.

Also incorporated into the present tunnel by earlier workers was a "flow feedback"

slide valve, as shown in Figure 4.1, which allowed flow to be drawn backwards from

the room into the test section and then into the plenum before leaving through the

bypass limb. The slide valve wao opened whenever the flow was passing through the

bypass limb to keep hot flow from "leaking" into the test section prematurely. The

slide was closed immediately prior to switching the flow into the test section.

Also shown in Figure 3.1 are the important dimensions of the main duct. The

hole entrance was 1.9 metres downstream of the main duct entrance from the inlet

plenum which was long enough to obtain fully developed, turbulent two-dimensional

channel flow. Flow in a smooth, straight duct is normally fully developed within

approximately 10 hydraulic diameters. The hydraulic diameter of a high aspect ratio,

rectangular cross-section duct is 2L (120 mm, in this case) so the duct provided a

total entrance length of 15.8 hydraulic diameters. As shown in Chapter 3, both

temperature and velocity profiles were measured to verify that fully developed flow

was indeed obtained. The duct width of 600mm w-is made relatively large compared

to its height of 60mm so that the sidewall effects could be excluded from the area of

interest near the hole entrance. The main duct walls were made from commercially
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available perspex sheets, 12 mm in thickness.

4.1.2 The Test Section

The test section is the portion of the main duct which provided the area of interest

for the present study. The entrance to the single film cooling hole mounted at four

different inclination angles and the associated piping and instrumentation represent

the modifications made to the tunnel for the present work.

Figure 4.2 is a photo of the entrance to the 90 hole from the perspective of a

video camera which was used to record the colour play. The liquid crystals were

applied to the surface surrounding the hole both in the upstream and downstream

directions (and on either side). In order to accurately map the isothermal contours,

grid coordinates were lightly inscribed into the perspex surface around the hole

entrance. The depth of the grid lines were made as small as possible so that they

would be small relative to the laminar sublayer and therefore be hydrodynamically

smooth. The grid lines were also polished to remove any raised edges in the perspex

caused by the inscription process. Observations of the liquid crystal colour change

during heat transfer runs indicated that the flow was not affected by the grid lines

since the colour play contours moved continuously across the surface and not in a

stepwise, grid line to grid line fashion.

Figure 4.3 is a photo of the hole itself from oehind the outside wall surface while

Figure 3.2 is a schematic of the test section showing the important dimensions.

The diameter of the film cooling hole was chosen to be 22 mm so that the ratio of

hydraulic diameters of the duct to the hole was 5.45, thus falling within the range

I'
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of ratios in actual blades of 5 to 15. The hole was made large so that the detailed

pattern of heat transfer effects inside the hole could be more easily observed. The

inside diameter of the hole was machined out of a commercially available cylinder of

perspex. The outside diameter of the perspex cylinder was 53mm which provided a

wall thickness for the hole of 15.5mm; since heat transfer measurements were made

inside the hole as well, the thermal pulse depth was taken into consideration. The

length of the hole was chosen to be 220 mm thus providing an L/D for the hole of

10 which fell at one end of the range of 5 to 10 for actual blades. The maximum

allowable length of the hole provided enough room for good camera placement so

that the colour play within the hole could be viewed. The downstream end of the

hole was attached to a cubic plenum with sides 200 mm in length. The size of the

plenum was chosen to be large relative to the film cooling hole diameter to prevent

interference effects on the exit flow. The edges on both ends of the hole were made

sharp to be consistent with the results of typical blade production techniques. All

seams were sealed with cellotape and commercial silicone caulking and then carefully

leak tested with a soap solution.

4.2 Experimental Instrumentation

This section describes the devices used to measure important experimental param-

eters such as temperature, pressure, velocity and mbss flow. Figure 3.2 reveals the

location of the various measurement devices in the test section.

I
I,
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f low

Figure 4.2: Entrance to the 900 hole.

Figure 4.3: Film cooling hole and test plenum.
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4.2.1 Temperature Measurements

There were two types of temperature measurements made in the present work; liquid

crystals revealed the surface temperature distribution and thermocouples revealed

the gas and initial temperatures. The details of their application and use are now

given.

4.2.1.1 Liquid Crystals

The thermochromic properties of liquid crystals were described in Chapter 3 so

the discussion in this section is limited to the practical aspects of their use. The

type of liquid crystals used in this experimental effort were microencapaulated chiral

nematici supplied by BDH Ltd0. The liquid crystals were spray painted on to the

areas of interest using an air-brush. Before spraying, however, the liquid crystal

mixture from BDH was mixed with water and an aqueous binder called Mowlilith

supplied by h.,rlow Chemical Company Ltd2 . After coating the test surface with

a thin, continuous film, the crystals and the binder were allowed to dry. A black

background was painted on the opposite side of the perspex which increased the

visual brilliance of the colour play.

The liquid crystals were calibrated at the beginning of the test programme and

checked during each run. The calibration procedure involved bringing the perspex

wall temperature slowly up to the colour play temperature range given by the man-

ufacturer of 35 to 36*C. When the colour play occurred the flow temperature was

'BDH Ltd., Poole, Dorset, BH12 4NN

'Barlow Chemical Company Ltd., Temple Fields, Harlow, Essex CM20 2AH
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held steady so that the colour remained. During a period of about 5 minutes a num-

ber of temperature measurements were made using a thin foil, wall thermocouple.

The results indicated that the colour play temperature for yellow was 35.6 - 0.2°C.

During subsequent heat transfer runs the calibration was checked by observing the

temperature measured by the thin foil thermocouple as the yellow isotherm line

passed over it. No change in this calibration was ever required as the colour play

temperature always remained the same.

4.2.1.2 Thermocouples

All thermocouples used in the present study were copper-constantan (type T).

As shown in Figure 3.2, one thermocouple was used to measure the upstream gas

centreline temperature and two fast-response, thin foil thermocouples were used to

measure the perspex duct wall temperatures: one on the inside of the tunnel and

one on the outside. The thermocouples were checked at the boiling point of water at

standard pressure. The thermocouple outputs were also in agreement with the out-

puts from a Comark Microprocessor Thermometer, a separate device used to measure

the temperature at the heater exit. Even though the thermocouples were checked

for accuracy, thermocouples which are used to measure gas temperature should also

be checked for installation errors such as stem conduction and tip radiation losses.

The first order checks described below reveal that these losses were negligible.

4.2.1.2.1 A Check for Stem Conduction Losses

A first order check was made for stem conduction losses by assuming that the

stem which held the gas thermocouple in the centreline of the duct was a fin with a
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uniform cross-sectional area. If the convective heat gain at the fin tip is assumed to

be negligible, then the classical solution for the adiabatic fin tip applies. Therefore

the difference between the gas temperature and the thermocouple bead temperature

is given by

Tpo - Th.,.o.. = (Te.- T..1)
cosh (m)

where m is

= hP

The h in this expression was evaluated by assuming the thermocouple stem was a

cylinder in crossflow. Since the stem was not made of one single material, a one-

dimensional approximation of kA, was used. The thermocouple stem was made from

a stainless steel tube (O.D. 0.05", I.D. 0.04") and contained two teflon coated 0.003"

wires: one copper, the other constantan. The space between the wires and the inside

diameter of the stem was filled with superglue. Since the thermal properties and the

cross sectional areas of each of these elements were known, an assumption of one-

dimensional conduction along the stem was made to obtain an estimated value of

kA, from

kA,. Aelota ...ss ste + kAcIt.,lo, + kAelco.,n. + A + kA,..,.....

The results of this analysis showed that the quantity (T9,. - Ttw.,...*. ) was neg-

ligible (< 0.O01C).

4.2.1.2.2 A Check for Radiation Tip Losses

A similar first order check was made to see if convection heat transfer did indeed

I
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dominate radiation heat transfer as expected. A simple energy balance yielded

Tgas - 7
the",Mocople = Tiocuj T~

where c is the emissivity of the thermocouple bead (solder consisting of 60% lead

and 40% tin) and oa is the Stefan-Boltzman constant. The h in this expression was

evaluated by assuming the thermocouple bead was a short cylinder. A "worst case"

situation was examined in which T.,11 was assumed to be Tiitw ; the resultant

value of (Tg. - Tl.,,.e ) was 0.3*C. The uncertainty analysis presented in

Appendix B shows that the error contribution for a gas temperature difference of

this level is negligible.

4.2.1.2.3 Thermocouple Reference Junction

The reference junction used with the thermocouples was a Zeref Thermocouple

Ice-Point Reference Unit manufactured by Isothermal Technology Ltd. As shown in

Figure 4.4 the thermocouple-copper leads junctions were maintained at 0*C inside

the Zeref unit which was accurate to within 0.01 0C. The temperature was stabilized

within the unit using ice from pure water which was formed inside a copper cylinder

fitted with flexible bellows that controlled the on-off action of a heat pump. The

junctions were submersed in this ice/water mixture.

4.2.2 Flow Parameter Measurements

The following are details of the velocity, mass flow, and pressure measurements.

The centreline velocity in the main duct was measured with a standard pitot-

static orifice arrangement connected to a Furness micromanometer with multiple

- -ai-|I_ • m • r
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scales (the least sensitive scale was 0 to 10mm H2 0). The micromanometer was

accurate to within - 1% of the total scale, and was recently re-calibrated by the

manufacturer. The difference between the duct total pressure (Pt,) and the hole

exit pressure (P2) was measured with an Airflow Developments well-type, 20 inch

water manometer. A Sensym LX1804D2 pressure transducer was used to measure

the pressure drop across the British Standard 1042 orifice place which yielded the

mass flow rate through the film cooling hole. The average velocity through the

hole was then calculated using the continuity equation. The Sensym transducer

was calibrated against a well-type mercury manometer and was accurate to within

1mm of mercury. Atmospheric pressure was measured with a Wallace and Tiernan

bourdon gauge barometer accurate to within 1mm of mercury. This barometer's

output was frequently compared to the reading from a Griffin and George mercury-

in-tube barometer and found to be in excellent agreement.

4.2.3 Data Acquisition

Figure 4.4 is a schematic of the data acquisition system. Central to the system

was an IBM PC-AT microcomputer which was equipped with a 30 megabyte hard

disc. The computer was connected to a CIL DTTR 1580 data logger via an IEEE-

488 interface controller card installed in one of the computer's input/output slots.

The DTR 1580 has 16 input channels for analogue to digital conversion at a 15 bit

resolution with a programmable input range from 1 volt to 10 volts. The conversion

time was 20 microseconds per reading for a maximum scanning frequency of 50 kHz.

The data logger contained a Z80 microprocessor which included a program compiler
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and firmware (software tasks replaced by hardware). The mode of operation was

to store the data locally in the data loggers's own 512k of memory at high speed,

and then recover the data into the IBM during the shut down phase after each

experimental run. The data logger collected the data from two amplifiers: one for

the thermocouples and one for the pressure transducer. The design and operation

of these amplifiers were described in detail in Dunne (1982) and Ireland (1987).

In addition to the IEEE-488 controller card, a Metrabyte 24-bit parallel in-

put/output card was installed in another of the IBM's I/O slots. This card was

used to perform several miscellaneous tasks including: starting the data acquisition

program when the tunnel trigger was fired; sending a signal to the thermocouple

amplifiers to enable the reading of offset voltages; and controlling the pressure port

channel switch box during the static pressure measurement tests described in Chap-

ter 6.

The data acquisition system also included four commercial VHS video systems

which were made up of Panasonic FI0 cameras, video tape recorders, and For-A

video timers. When the tunnel was triggered the video timers were started and the

elapsed time superimposed on the signal from the camera. In this way, a particular

isotherm could be matched with the time since triggering, so the heat transfer coeffi-

cient could then be determined. The timers were checked for accuracy by examining

the video one frame at a time and making certain that the difference in time between

them was 0.04 seconds, as the camera took 25 frames per second.
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4.3 Experimental Procedure

The following is a step-by-step description of the experimental procedure.

1. A thermocouple check was performed each morning before testing began. This

was accomplished by taking simultaneous readings of all of the thermocouples

to ensure that the measured temperatures were the same (to within + 0.1 0C).

2. After turning on the vacuum pump to start the flow, the gate valves were

adjusted to obtain the desired duct Reynolds number and hole SR.

3. The flow was switched over to the bypass limb and the "flow feedback" slide

was opened. The bypass limb gate valve was adjusted so that the mass flow

through the heater was the same as before, i.e. when the flow was passing

through the main duct and test section at the desired flow parameter settings.

4. The heaters were turned on and the controls set to bring the gas temperature

up to the desired level (usually about 90- 1000C).

5. During the 20 to 30 minutes necessary for the flow and the inlet plenum to reach

steady-state, the camera position, the test section lighting, and the video tape

setting were re-checked. The video timer was also reset to include the day's

date and run number on the videotape. Finally, the barometric pressure was

read.

6. Immediately before tunnel triggering, all of the thermocouples were read once

again to provide the value of Tilio. used in data reduction. The video tape
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recorders were set to the "record" mode. At the last instant before triggering,

the "flow feedback" slide was closed.

7. The tunnel was "triggered" which set a number of things in motion includ-

ing: simultaneously opening the main duct and hole flow ball valves ("B" and

"C" in Figure 3.1) and closing the bypass limb ball valve ("A"); starting the

"stop watch" feature of the video timer which began superimposing the elapsed

time onto the videotape; and starting the data acquisition system which took

continuous readings from the gas and surface-mounted thermocouples.

8. During the 90 second test duration, the pressure measurements were obtained

from the micromanometer, water manometer, and orifice plate. There was also

usually time to watch the liquid crystal colour play.

9. When the test was over, the flow heater was turned off to allow cold air to pass

through the test section to bring the tunnel temperature back down to room

temperature more quickly. The next test could normally take place within two

hours.

10. After the tunnel was turned off, data reduction began by analyzing the re-

sults from the data acquisition program. Mass balancing between the two flow

routes was checked by examining the time history of the gas thermocouple;

proper balancing resulted in a constant gas temperature. Readings from the

surface thermocouple mounted on the inside test surface were used to check the

calibration of the liquid crystal colour play temperature while readings from
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the thermocouple mounted on the opposite surface verified that the thermal

pulse from inside the wall had not yet reached the outer surface. The video-

tape of the colour play was then replayed. The isothermal contours were then

traced onto a sheet of acetate which was attached to the monitor screen. The

corresponding time since flow initiation was annotated beside each contour.

If two liquid crystals had been applied then obviously two times were associ-

ated with each contour. The value, of h were then calculated according to the

method described in Chapter 3.
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5 EXPERIMENTAL HEAT TRANSFER RESULTS

This chapter focuses on the central issue of the present work which is the heat transfer

enhancement that takes place near the entrance to a film cooling hole on the wall

of an internal blade cooling passage. First, a review of the previous work related to

this subject is presented, followed by the results for the base-level duct heat transfer

(without flow extraction). The heat transfer results are then presented in the form

of detailed enhancement factor contours where enhancement factor (EF) is defined

as

EF -_ hlocaL
hLse level

This is followed by area-averaged results which reveal the effects of varying the

suction ratio (SR), the hole inclination angle, the duct Reynolds number (ReL),

and the upstream temperature and velocity profiles. Finally, a summary of the

uncertainty analysis and its implications in experiment design, is presented. The

details and much of the discussion concerning the uncertainty analysis are given in

Appendix B.

5.1 Previous Work

The previous work related to the present study is very limited, as far as the author has

been able to determine, even after an extensive literature search. Most of the previous

work regarding film cooling has focused on exterior blade surface effects rather than

the effects on the internal cooling passage wall. Although some area-averaged results

for different, but related geometries indicate that heat transfer enhancement does
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occur, the results are not in sufficient detail to provide insight into the flow field

phenomena which could explain the reason for the enhancement.

Evidently, there has been some industrial interest in the problem from both

American and British gas turbine engine companies. According to Mahle (1988),

Pratt Vd Whitney workers, approximately 10 years ago, used a steady-state method to

examine the heat transfer at the entrance to an array of holes with the approach flow

parallel to the plane of the hole entrances. Significant enhancement was observed, but

the exact results are still restricted. Likewise, Rolls-Royce, in a restricted brochure,

reported on an aerodynamic and heat transfer investigation into the problem using

a 40X scale perspex circular duct model (Beacock, 1977). In general terms, the

results indicated that heat transfer enhancement occurred downstream of the holes

because of a reduction in boundary layer thickness caused by bleeding off the up-

stream boundary layer. The level of enhancement was also shown to increase with

increased bleed rate. Streanline flow visualization was also performed in a water

tunnel, which revealed some of the same features that are presented in Chapter 6,

namely, a stagnation point downstream of the hole and the presence of a vortex

structure.

The work published in the open literature is reviewed next. Ainsworth and

Jones (1979) used a transient technique based on point measurements from thin

film gauges to examine the effect of mass removal through discrete holes from a circu-

lar duct with the main flow at Mach 0.6. Enhancement factors on the order of 2 were

observed immediately downstream of the hole, the effects being confined to a small
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portion of the circular periphery. Also, the enhancement increased proportionately

with the bleed rate.

Sparrow and Kemink (1979) used a steady-state method to study how fluid

withdrawal at a branch point in a tube affected the turbulent heat transfer charac-

teristics of the main line flow downstream of the branch. Although both the main

line and the withdrawal tubes had the same diameter (which is a quite different

geometry from the one in the present study), the circumferentially averaged results

showed that the heat transfer was up to 5 times greater with fluid withdrawal than

without. Again, as in Ainsworth and Jones, there was a positive correlation

between the rate of fluid withdrawal and the enhancement level. Sparrow and

Kemink also varied the main line Reynolds number and found that it had little

effect on the level of enhancement for a given withdrawal ratio; the most important

factor in determining the heat transfer enhancement was the withdrawal ratio itself.

This finding validates the experimental plan taken in the present work where the

main duct Reynolds number (ReL) was held constant while the SR was varied. It

is also important to note that Sparrow's experiment took place in the thermal en-

trance region of the main line rather than in the fully developed region as in the

present study. Therefore Sparrow's enhancement was not caused by bleeding off the

upstream thermal boundary layer which was one reason for the enhancement ob-

served in the present study. This implies that the enhancement due to flow removal

is rather robust in that it is not completely dependent on special upstream thermal

boundary conditions.
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Sparrow and Ortiz (1982) used the naphthalene sublimation technique to

determine the average heat transfer around an array of tightly spaced holes in a

plate positioned normal to the oncoming flow. Significant sublimation, which im-

plies significant heat transfer, was observed near the entrance to these holes. The

sublimation was caused by the flow stagnating, then turning and accelerating into

the holes. This work might be applicable to internal blade cooling when jet im-

pingement forces the coolant flow straight towards the plane of the hole entrances.

Unfortunately, Sparrow's flow arrangement shed little light on the current problem

which had the approach flow parallel to the plane of the hole entrance.

While it is obvious from other workers' results that significant enhancement does

occur on a duct wall near the flow extraction point and that it increases with bleed

rate (or SR), a high- resolution picture of the heat transfer distribution was still

needed along with an understanding of the mechanisms involved. This thesis provides

both; the heat transfer results are presented next in this chapter and the results

from experimental, analytical, and computational flow field studies are presented in

Chapters 6,7, and 8, respectively.

5.2 Base-Level Heat Transfer Results

The heat transfer results for the two-dimensional duct in the absence of flow extrac-

tion effects are presented in this section. The puryose of measuring the base-level

heat transfer was twofold. First of all, a comparison of the results with established

correlations served to validate the experimental method and apparatus. Secondly,

I
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Figure 5.1: Experimental base-level heat transfer results and predictions

from KAYS AND CRAWFORD (1980).

the results provided a basis with which to compare the level of heat transfer en-

hancement due to flow extraction into the film cooling hole. The base-level results

were obtained from areas within the duct that were outside the influence of the hole

which could be easily discerned from the pattern of colour play. Later in the chap-

ter, time- elapsed photographs are prescnted which show that the colour play due to

hole effects occurred first followed by the colour play for the unenhanced (base-level)

region. The unenhanced region underwent colour play essentially at the same time

which was consistent with a constant value of h for fully developed turbulent flow.

Figure 5.1 shows the experimental base-level heat transfer results along with

two predictions for fully-developed, turbulent channel flow with an isothermal wall

boundary condition. The theoretical prediction is based on values of the Nusselt

4
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number for fully developed, turbulent flow between parallel planes. Kays and

Crawford (1980) give tabular results for parallel planes with a constant heat flux

boundary condition as a function of Reynolds number. These values were converted

to values corresponding to the constant surface temperature boundary condition by

applying an appropriate factor, also given in Kays and Crawford , which resulted

in a decrease of the values by a few percent. Also, the theoretical prediction took into

account the differing definitions of the Reynolds number and the Nusselt number in

accordance with the relationships given earlier in Chapter 3.

The empirical correlation depicted in Figure 5.1 is based on

NUD = 0.021Pr°'sRe-a

which is valid for fully developed, turbulent flow with a constant surface temperature

inside a circular tube. Experimentally it has been found that circular tube corre-

lations are also applicable to non-circular tubes providing the hydraulic diameter

is used in place of the circular tube diameter. This is because the greater portion

of the heat transfer resistance is in the sublayer region near the wall surface (for

Prandtl numbers greater than about 0.5), so the hydraulic diameter becomes the

important parameter rather than the particular shape of the channel cross section.

This approximation breaks down when the tubes have very sharp corners because

of sublayer interaction, but according to Kays and Crawford, it is quite good

for rectangular cross-sections and therefore presumably for parallel planes as well.

When the hydraulic diameter is used in the above equation along with the centreline
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velocity and temperature, the correlation becomes

NUL = 0.0146Pr°0 SRe°L°

which is also plotted in Figure 5.1.

The experimental results are clustered right between these two predictions with

the values a little closer to the theoretical prediction for the parallel planes. The

agreement is within the estimated uncertainty of 7% which is certainly good enough

to consider the experimental method and apparatus to be validated.

5.3 Enhancement Factor Contours

The key experimental results for all four inclination angles are presented in this

section. For each inclination angle the following results are given: time-elapsed

photographs which show typical colour play for that configuration, EF contours for

a range of SR's, and a plot of centreline EF vs z/D showing clearly the effect of

SR on enhancement in the axial direction.

Figures 5.2-5.5 are the results for the 900 hole. The peak level of enhancement is

located at the downstream hole edge with the effects of flow extraction evident up to

6 or 7 hole diameters (D) in the downstream direction. There is also an interesting

change in contour shape that occurs between SR = 1.2 and 2.5, with a single "lobe"

shape being replaced by a double "lobe" shape. Figure 5.5 shows that the centreline

EF increases with SR up to SR = 3.47, especially near the hole. For SR's greater

than 3.47, the centreline EF actually decreases slightly although the extent of the

enhanced region continues to increase especially in the lateral direction, as shown in

. - i . .. .
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Figures 5.3 and 5.4.

Figures 5.6-5.9 are the results for the 1500 hole where two isotherms are shown

instead of the single one shown in the 900 hole results. For all of the inclination

angles, except the 90* angle, a mixture of two liquid crystals were applied to the

test surface which produced 2 isotherms approximately 5VC apart. In each test, the

colour play from the two types of liquid crystals yielded precisely the same shaped

contours while the values of the enhancement factors agreed to within 3% (well

within the total experimental uncertainty estimate of 7%). Unlike the 900 hole,

the location of the peak level of enhancement for SR's less than 4 is located in oval

shaped areas on either side of the axial hole centreline and away from the downstream

hole edge as indicated in Figure 5.7. At SR's greater than 4, the location of peak

enhancement moves to the downstream hole edge which corresponds to the location

of peak enhancement for the other three hole inclinations. Another unique feature

exhibited by the 1500 hole is the four-lobe shaped contour at SR's less than four with

a double-lobe shaped contour at SR's greater than four. The other three inclination

angles produced a single- lobe shaped contour at low SR's and a double-lobe shaped

contour at higher SR's.

Figures 5.10-5.13 are the results for the sideways hole which may be the most

common configuration found in actual gas turbine blades. The distinguishing feature

about this configuration is the skewing of the area of enhancement in the direction

of flow extraction (towards the top of the page in Figures 5.10-5.12). Furthermore,

the extent of the enhancement in the lateral direction appears to be greater than
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in the other configurations. Finally, the peak level of enhancement is always at the

downstream hole edge.

Figures 5.14-5.17 are the results for the 300 hole. The heat transfer features of

this hole configuration are in many ways similar to the 90' configuration with the

same shift in the single to double-lobe shape and the location of peak enhancement

at the downstream hole edge.

iA
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Figure 5.4: Enhancement factor contours for the 900 hole



5 EXPERIMENTAL HEAT TRANSFER RESULTS 73

7.00

.00

5.00

40R- 2.554.0 .SR= I 20

W OR- 65LI- , : 0

3.00

200

1.00

0c00 2,0 4 C.'0 6E O0: 6
CF --j.E r1CA1 FTE--`-

7.00

6.00

5.00

4.00
LL

3.00
cR- 3 47

R5= 5.44
2.00 SR- 7.48

2.00 48.. . . . . . . •. . . . .•. . . .i.00

0.00
0.00 2.00 '4 60 60o0 00

x/'D, DISTANCE DOWNSTREAM OF THE HOLE EDGE
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Figure 5.13: Centreline enhancement factor versus x/D for the sideways hole
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5.4 Effects of Varying Experimental Parameters

As shown in the previous section, the liquid crystal method provides very detailed

maps of the heat transfer distribution. However, a form of presentation which is

also useful to the internal cooling passage designer is an area-averaged value. Area-

averaged results also provide a basis of comparison between tests run with different

hole inclination angles and flow conditions. The region selected for averaging was

an area two hole diameters wide and up to six hole diameters long, and adjacent to

the downstream hole edge. This particular region was selected because it seemed

to be representative of the enhanced area for most of the test cases. Simple dia-

grams showing the division into these areas are included along with the results in

Figures 5.18-5.24. To obtain the area-averaged results, a digitizer was used to de-

termine the area enclosed by each EF contour. The area-averaged EF's (EF) were

then evaluated according to

=f EF dA
f dA

5.4.1 Effect of Varying the Hole Inclination Angle

Figure 5.18 shows the effect of varying the hole inclination angle in a plot of area-

averaged EF versus the suction ratio (SR). At SR's less than two, the FT values

for all the hole inclination angles are very close to each other. At higher SR's, the

effect of hole inclination appears to be reasonably imall unless the hole is angled

backwards, forcing the flow to pass through an obtuse angle in order to enter the

hole. The E-'-as for the 300, 90", and the sideways hole level off at approximately 2.1
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Figure 5.18: Effect of hole inclination angle on EF. Averaged areas are

2D x 6D regions adjacent to the downstream hole edge.

for SR'., greater than four, while the corresponding value for the 1500 hole is lower

at approximately 1.6. Finally when using these results in actual internal cooling

design, it should be remembered that even though the Ers for the given area may

level off at SR's around 4, the extent of the enhanced region continues to increase

with SR all the way up to 8, the maximum SR tested. Of course, the heat transfer

contour maps are the key to taking this into consideration.

Obviously, cooling designers may be interested in EF'a for areas other than the

region selected for Figure 5.18. Figures 5.19 and 5.20 show the effect of selecting

regions that have different axial lengths. The results are plotted for lengths of one

diameter to six diameters for both the 90° and 150° holes. Presenting the averages

in this way effectively includes the streamwise variation of the enhancement factor.

3o rj
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Figure 5.21: EF's for the sideways hole. Effect of lateral enhancement area

selection (2D versus 3D).

Since the streamwise variation for the sideways and 30* hole is very similar to the

variation for the 900 hole, Figure 5.19 can also be used for those hole angles as well,

at least to first order accuracy.

Earlier the heat transfer contours for the aideways hole were presented which

showed that the enhanced area on the main duct wall was skewed in the direction of

flow extraction. This effectively created an enhanced area that was typically closer

to three diameters in width rather than the two diameter width of enhanced area

considered thus far. Figure 5.21 is a comparison of the T1s calculated for both of

these regions. The key result is that increasing the area of the averaged region by

50% only involves a drop in EF of 10%. This fact may be important to internal

cooling designers since the sideways hole is probably the most common of the four

i
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Figure 5.22: EF versus hole pressure drop.

hole inclination angles in actual film cooled turbine blades.

All of the results presented so far have been relative to changes in the suction

ratio, a mass flow parameter, because the coolant mass flow rate is an important

limiting factor which must be considered in cooling design. There is, however, at

least one other important limiting factor; the pressure drop through the cooling

channel must not be too severe or the coola.nt flow may be restricted to undesirably

low levels, perhaps even leading to "hot spots". Figure 5.22 shows E--f plotted

versus the pressure drop across the hole. This figure looks much like Figure 5.18

where the heat transfer values were plotted against SR except that the 90° hole

values appear to be slightly higher relative to the sideways hole and the 300 hoLe

values. This is because the hole discharge coefficients (C•a) for the 90° hole are

higher than the discharge coefi~cients for the other three inclination angles at all



5 EXPERIMENTAL HEAT TRANSFER RESULTS 91

pressure drop ratios (or velocity head ratios) greater than 12 (to be substantiated

in Chapter 10). Therefore, for a given pressure drop, more mass flow is extracted

through the 900 hole than through the others which in turn leads to higher levels of

heat transfer.

5.4.2 Effect of varying the main duct ReL

For all of the tests mentioned so far, the duct ReL was held constant at a nominal

value of 25,000. At the beginning of the test program, it was assumed the EF's would

be insensitive to the value of the duct ReL. A series of tests at both high and low ReL

values were performed to validate this assumption on the 30* hole configuration. To

obtain the high ReL value of 31,000, the duct velocity was increased to its maximum

level by fully opening the appropriate gate valve. Conversely, to obtain a low ReL

value of 13,000, the gate valve was closed so as to reduce the flow velocity to a

value just measurable on the micro-manometer. Figure 5.23 indicates that for SR's

less than three, the duct ReL makes little difference. At higher SR's, however, the

EF appears to be suppressed slightly as the duct ReL increases. It is shown in

Chapter 6 and 7 that the boundary layer which begins to form at the downstream

hole edge is laminar while the region away from the hole in the main duct is fully

turbulent. If the three-dimensional flow field effects (which are undoubtedly present)

are neglected then hjt,,,,, is proportional to R°' and S is proportional to

Re". Therefore to first order the EF should vary according to

henha,•,ga hiamipn Re2'
EF Ix cXWc cc Re 05.3eo!
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Figure 5.23: Effect of varying the duct Reynolds number (ReL) on KF for

the 300 hole. Datum ReL = 25,000; high ReL = 31,000; low ReL = 13,000.

Figure 5.23 shows that the experimental results follow this general trend; the EF

decreases as the ReL increases.

5.4.3 Effect of Varying the Upstream Velocity and Temperature Profile

Figure 5.24 presents the results of a sensitivity study performed to determine the

effect of altering the velocity and temperature profiles upstream of the film cooling

hole. This was done simply by rotating a section of the tunnel wall through 1800 so

that the hole was nearer to the tunnel entrance. Of course, the measured temperature

and velocity profiles at this new position were not rs fully developed as they were

in the original position approximately one metre (:- 20L) further downstream as

shown in the profile comparisons given in Figure 5.25. Even though the reference
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Figure 5.24: Effect of changing the upstream temperature and velocity

profiles on EF.

temperature and velocity were still measured in the same position relative to the

hole, the baseline values of the heat transfer coefficient (h.) were higher, which was

to be expected since the hole was within the duct entry region. Figure 5.24 shows

that for SR's less than three, altering the upstream profiles had almost no effect.

For SR's greater than three, however, the FF's were 10% lower for the hole in the

entrance region.

In summary, it seems that the area-averaged EF values were remarkably robust,

especially at SR's less than three when variations in the hole inclination angles,

main duct ReL, and upstream velocity and temperature profiles made essentially no

difference. It is shown in subsequent chapters that the dominant enhancement mech-

anism at low SR's is the removal of the upstream boundary layer and the formation

Nmmm mm m mm mmlm mmmmmll --- I |
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of a new laminar boundary layer at the downstream hole edge. This takes place re-

gardless of the inclination angle. At higher SR's, however, strong three-dimensional

aerodynamic effects which are likely to be influenced by the hole inclination angle

become important. These effects are discussed in subsequent chapters.

5.5 Uncertainty Analysis Issues

This section describes the steps taken to reach an estimate of the uncertainty in the

measured heat transfer coefficient. The section also includes a discussion of how T.G.

and Tc, a can be chosen to reduce the experimental uncertainty.

5.5.1 Estimate of the uncertainty in h

Uncertainty analysis is the prediction of the uncertainty interval which should be

associated with the final experimental result. Unfortunately, "there is a lot of un-

certainty on uncertainty analysis ... ", according to Professor R.B. Dowdell in his

review of the paper, "Contributions to the Theory of Single-Sample Un-

certainty Analysib" by R.J. Moffat(1982). One major source of disagreement

within the experimental community centres around the treatment of fixed or bias

errors, and how to combine them with random errors, as it is not always possible

or practical to separate the two. This issue becomes even more complicated when a

transient experimental method is used, as opposed to a steady-state method which

seems to be the focus of Moffat's paper. Saabas et al(1987) present an alternative

method which they claim is more appropriate for the transient technique. Their

main argument is that the uncertainty in measured quantities during a transient

II
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test does not always vary about some mean, true value, but instead exhibits a bias

either above or below the true value. While the potentially biased portion of the

uncertainty in our measured quantities is small relative to the random components,

a "worst case" examination of the possible effects of bias was made. In view of the

differing thoughts on uncertainty, and for completeness, the uncertainty in h was

calculated using the different approaches put forward in the two papers mentioned

above. Details of the calculations, tables of intermediate results, and the accompany-

ing discussion are given in Appendix B. Additionally, the results of an independent

check for errors using the time associated with the colour play of a second liquid crys-

tal are presented and discussed in Appendix B. Briefly, these investigations support

the conclusion that the relative uncertainty in h is within the - 7% value reported

by Baughn, Ireland, and Jones (1988) in which a direct comparison was made

between heat transfer results obtained from the present method and those obtained

from the steady-state, heated coating method.

5.5.2 Using uncertainty analysis to choose T9,. and T,,t,,

During the initial stages in the design of a liquid crystal method experiment, the

researcher should choose the gas temperature and the liquid crystal colour change

temperature with the aim of reducing the overall uncertainty in the final result. Some

guidance for determining the appropriate values can be gained from examining the

following analytical expression for the relative uncertainty based on the method of

'S
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Saabas et al and derived in Appendix B.

Ah AT_ • + (0 - I)ATnit - OATg,.

h -[2#2(a - 1) + !ý] (Tg.. - T.,

It is obvious from this equation that to reduce the uncertainty contributions from

the three temperatures, the term (T9,. - Tiitio1) should be as large as possible.

This conclusion can also be drawn from the results of Moffat's Jitter Program

(discussed in Appendix B) which are shown in Figure 5.26 for colour play times of

3 and 90 seconds. Since the Tiiti~ t in the room in which the experiments took

place could not be lowered at will (there was no laboratory air conditioning system),

Ta, had to be increased. The upper limit on T.,. was approximately 100'C, the

temperature at which perpex begins to melt.

The second conclusion that can be drawn from the uncertainty analysis is that

Tc,y.g•L should be high enough to increase t, the time for the test surface to change

colour. The maximum value of t used in the present work was approximately 90

seconds; all colour play had to be over by this time to make certain that the semi-

infinite and one-dimensional assumptions remained valid. Of course, the last colour

play takes place in the region away from the hole, representing the unenhanced,

base- level of heat transfer. This value of h can often be predicted in advance using

established correlations (such as that given in the base-level heat transfer results

section). The predicted value of h along with the time of 90 seconds can be used to

determine/3 which can in turn be used to calculate the required value of 0. Finally,



5 EXPERIMENTAL HEAT TRANSFER RESULTS 98

EFFECT OF T-GAS AND T-CRYSTAL ON

OVERALL UNCERTAINTY, L = 3 seconds

t 12 (Tgas-Tinit)l 30 40 50 60 -. -.. 70 _

h--z ~10 ...

Li

Uz

4..
Li

0 2

10 20 30 40 50 60 70
A. TcrystaI-Tinitial, deg C

EFFECT OF T-GAS AND T-CRYSTAL ON

OVERALL UNCERTAINTY, t = 90 seconds

12 ' Tinit)C 30 40 50 / 60 70

A 1-
z8

LiiOf
:D

4

Li
o 2

0 I I

10 20 30 40 50 60 70
B. Tcrystal-T~nitial, deg C

Figure 5.26: Effect of Tg. and T,,,,o, on the overall relative uncertainty in

h. A.) t= 3 seconds B.) t=90 seconds
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T...9. can be determined from

T~otol = O( Tgs. - Tinitial) + Ti.itioi

There may be instances when the enhancement factors for a particular geom-

etry are so large that the colour play occurs too quickly, increasing the effect of

uncertainty in time, even though the base-level may still be changing colour at the

latest acceptable time (2 90 seconds). The solution to this problem is to apply

a mixture of two liquid crystals with the second liquid crystal substance changing

colour at a higher temperature. The base-level colour play for this second liquid

crystal substance will take place after the 90 second limit, but it does not matter

since the necessary information for the calculation of h. will be captured by the first

crystal. In other words, the second crystal colour play (with the higher colour play

temperature) can be used for calculating the high levels of h, while the first liquid

crystal colour play can be used to calculate the base-level value of h.

I

I!.
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6 EXPERIMENTAL FLOW FIELD STUDIES

A series of experiments were performed to gain more insight into the physical reasons

for the observed heat transfer distribution. The results from smoke visualization, sur-

face flow visualization, wall static pressure measurements, velocity and temperature

profile measurements, and boundary layer tripping experiments are presented and

discussed. Several interesting features were discovered including: the general loca-

tion of the dividing streamlines, the presence of a stagnation point downstream of

the hole, the presence of a vortex pair, the removal of the near wall velocity and

thermal boundary layers, and laminar flow downstream of the hole.

6.1 Smoke Visualization

Smoke visualization was performed on the 900 hole to determine the location of

the dividing streamlines (the streamlines separating the flow going down the hole

from the flow remaining in the duct), and to discover the reason why the double-

lobed heat transfer enhancement contours appeared at the higher SR's. The tests

were conducted using a paraffin- burning, wand-type smoke generator. The general

technique involved moving the wand in and out of the catchment area, as shown in

Figure 6.1, and videotaping the resultant location of the smoke. In order to make

the smoke contrast with the background, the test room was darkened and the beam

from a tungsten, automobile headlamp bulb was focused onto the area of interest.

Figure 6.2 contains photographs of the SR = 1.69 case which illustrate the technique.

Figure 6.2A shows the smoke bypassing the hole entrance as the wand was just
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wand inserted from side wall catchment area

FLOW

Figure 6.1: Smoke wand and catchment area upstream of the hole.

beneath the lower edge of the dividing streamline. In Figure 6.2B, an incremental

movement of the wand upwards (in the lateral direction with respect to the hole)

brought the wand into the catchment area and the smoke is shown going down the

hole. Figure 6.2C reveals the location of the upper edge of the catchment area as

the wand was lifted away from the near wall surface (in the vertical direction). The

hole then fills with smoke. While this method had serious drawbacks (the wand's

positioning was imprecise and it's presence altered the flow field), it was useful for

obtaining a qualitative understanding of the flow field.

This method was also used at SR's of 3.02 and 7.80. The general locations of

the dividing streamlines are shown in Figure 6.3. As the SR was increased, the

dividing streamlines moved outwards in the lateral direction and upwards in the

vertical direction (away from the hole side of the wall) reflecting an increase in the

extent of the catchment area. The smoke visualization also revealed the movement

of the stagnation point downstream of the hole at SR'j greater than 3.

Although evidence is presented later in the thesis that points to the existence of a
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F L 0 W dividing streamline

smoke

dividing streamline h

smoke"

dividing streamline-

hole
smoke

Figure 6.2: Smoke vual-iation results for SR = 1.69. Smoke wand posi-

tioned upstream of hole and A.) sliglily below catchment area. B.) within

the catchment area and close to the wall surface. C.) within the catch-

ment area but sligtly above the wall surface.
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Figure 6.3: Location of dividing streamlines as a function of SR. A.) plan

view. B.) side view.
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vortex pair downstream of the hole, smoke visualization failed to do so. There are two

possible reasons why smoke visualization did not make the vortex pair observable.

First of all, the computational results presented in Chapter 8 indicate that the vortex

pitch was very long because the rotational component of velocity was small relative

to the axial velocity. Secondly, the fairly high duct turbulence level probably caused

the smoke to diffuse rapidly into the flow thereby masking all but the bulk movement

of the flow.

6.2 Surface Flow Visualization

The movement of the stagnation point downstream of the hole edge observed using

smoke visualization was unexpected since the peak in heat transfer for the 90* hole

was always located precisely at the downstream hole edge for all SR's. Therefore,

surface flow visualization was performed to verify this movement and also hopefully

to provide evidence of the vortex pair. The results from three methods of surface flow

visualization are presented including water injection, the oil-of-wintergreen method,

and the shear-sensitive liquid crystal method.

6.2.1 Water injection

Water was injected through a small hole 0.25D downstream of the hole edge with a

hypodermic needle to determine the direction of the flow. The test wall had been

fitted with a number of static pressure ports for wall static pressure measurements

(which are discussed later in this chapter). Figure 6.4 contains photographs for the

SR= 1 and SR = 8 cases. The water is shown dripping down the vertical wall in a

$RI
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FLOW

SR= 1, water dripping down the duct wall

SR=8, water being drawn into the hole by the reverse flow

Figure 6.4: Water injection into the main duct at a point 0.25D downstream

of the hole edge. A.) At SR = I the water dripped down the duct wall.

B.) At SR =8 the water was drawn back into the hole by the reverse flow.
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downstream-diagonal direction when SR = I and the stagnation point was located

at the downstream hole edge. When the SR was increased to 8, the water was

drawn back into the hole by the reverse flow which existed downstream of the hole

and upstream of the stagnation point. This somewhat crude experimental method

successfully confirmed that the stagnation point did indeed move downstream of the

hole edge to a distance greater than z/D = 0.25D.

6.2.2 Oil-of-wintergreen method

Since Ireland (1987) successfully employed the oil-of- wintergreen surface flow

visualization method described by Langston and Boyle (1982) to obtain results

for the horseshoe vortex, it was also attempted in the present work. This method,

which is especially suitable for low-speed wind tunnels, provides a permanent record

of ink traces that show surface-streamline direction and shape. Figure 6.5A is a

photograph of a matrix of ink dots marked on drafting film mounted flush to the

test surface near the entrance to the film cooling hole. The dots were made with a

felt-tipped pen (Staedtler Lumocolor 317) containing water-insoluble blue ink. The

drafting film was mounted to the test surface using Scotch JM SpruyMount adhesive.

Immediately before flow initiation, an access door was opened and the test surface

was sprayed with oil-of wintergreen (synthetic methyl salicylate) using an air brush

so that the surface was covered with a thin, continuous liquid film. The access door

was then closed and the tunnel triggered so that flow was introduced into the test

section. The ink dots dissolved into the fluid and acted as tracers under the influence

of the wall shear forces. The entire process was recorded on videotape.

I



6 EXPERIMENTAL FLOW FIELD STUDIES 107

I I * S

• • 01

• OI

A.

FLOW

B.

Figure 6.5: Oll-of-wuhterreen method results for SR = 1.7. A.) Before. flow

initiation. B.) After flow Initiation.
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Figure 6.6: Oli-ot-whntergreen method results for SR = 8.0. A.) Before flow

initiation. B.) After flow Initiation.
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The results for the SR = 1.7 case are shown in Figure 6.5. Unfortunately, it was

not practical to make the duct wall horizontal so gravitational forces obscured the

results, at least those away from the hole. Close to the hole, however, the wall shear

forces were strong enough to dominate the gravitational forces so that the direction

of the streaklines accurately reflected the direction of the surface streamlines. For

the SR = 1.70 case, the stagnation point was located at the downstream hole edge

so no reverse flow is apparent. However, for the SR = 8 case shown in Figure 6.6,

the stagnation point was located downstream of the hole edge so the streaklines

immediately downstream of the hole show that the flow had reversed direction in

order to enter the hole.

6.2.3 Shear-stress sensitive liquid crystals

Much later in the test program after the 300 hole configuration was mounted in the

test section, a new surface flow visualization technique was attempted. The technique

was based on a new mixture of non-encapsulated, shear-sensitive, cholesteric liquid

crystals described by Bonnett (1989). Before the test, a thin, even coat of the liquid

crystal substance was brush painted onto the test surface. A hot air gun was then

used to heat the material into the clear isotropic phase. When the crystal substance

cooled, it reentered the cholesteric phase, which was discussed in Chapter 3, but

with a complex, disordered texture known as the focal-conic texture. In this form,

the helical axis of the liquid crystal molecular planes are randomly aligned and

hence constructive interference of reflected light does not occur. This results in

the scattering of light which makes the focal-conic texture appear opaque with a
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milky-white colour. After flow initiation, however, surface shear forces that were

above a certain threshold level induced a texture change from the disordered focal-

conic texture to the ordered, Grandjean texture. This texture results in the selective

reflection of wavelengths corresponding to colours within the visible spectrum. These

textures are illustrated in Figure 6.7. There is one big advantage of this method over

the oil-of-wintergreen method; the gravitational force on the liquid crystal coating

was not great enough to produce the level of shear force required to exceed the

texture change threshold. This permits the technique to be used on vertical or

irregular wall surfaces. Another advantage of this method is that the surface finish

always remains hydrodynamically smooth. Even after the molecular texture change

occurs in response to the shearing effects of the flow, the liquid crystal material does

not become rough.

A photograph of the results for the SR = 8 case is shown in Figure 6.8. The

extremely high level of surface shear force near the hole entrance, which was caused

by the local acceleration of the flow entering the hole, was sufficient to induce the

desired texture change, hence the coloured ring. Unfortunately, however, the shear

forces elsewhere were too weak, so no evidence of the vortex pair was provided. The

presence of the coloured ring downstream of the hole corresponds to a region of

reverse flow. The stagnation point location is downstream of the ring as shown in

Figure 6.8.

i
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incident light incident light

A. B.

Figure 6.7: The texture change within the cholesteric phase induced by

surface shear stress. A.) Focal-conic (disordered, opaque) texture present

before flow initiation. B.) Grandjean (ordered, coloured) texture present

after shear stress alignment.

stagnation point

FLOW

Figure 6.8: Shear-stress sensitive liquid crystals applied to the entrance of

the 30 hole for SR =8.
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6.3 Wall Static Pressure Measurements

While the smoke and surface flow visualization did confirm the movement of the

stagnation point to a location downstream of the hole, the results generally lacked

spatial precision. Also, a greater understanding of the near wall velocity field was

needed. Therefore, wall static pressure measurements were made in the downstream

direction along the axial hole centreline and also in the lateral direction. The mea-

surement locations were chosen to correspond to areas of interest highlighted by the

observed heat transfer EF patterns. The measured wall static pressures are given

in terms of the coefficient of pressure

(P(Z) - PI)
(Pt1 - Pi')

where P1 and Pj are the static and total pressures at the reference location, 180mm

upstream of the hole. This was far enough upstream of the hole to be uninfluenced

by changes in the SR.

6.3.1 Pressure measurement procedure

The wall static pressures were measured using a single, calibrated, electronic differential-

pressure transducer linked to 10 different pressure ports via a Furness switchbox as

shown in Figure 6.9. Once the tunnel was running at the desired flow condition, the

differential pressures (P(z) - P1) were measured sequentially. The switching pro-

cess was controlled electronically using the output from a parallel I/O card mounted

in the IBM-PC. The I/O card sent digital signals to a set of relays which in turn

opened and closed the appropriate valves in the switchbox to select the desired pres-
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sure channel. The interface between the I/O card and the switchbox was designed

and constructed in-house; further details are given in Pitcher (1987). After the

switch to each new pressure channel, the data acquisition program waited 20 seconds

before the pressures were read to ensure that oscillations set up by the switching pro-

cess had completely dissipated. The pressure transducer output was also monitored

visually during the test on a digital voltmeter to make sure the readings were taken

during a steady-state period.

6.3.2 Wall static pressure results

Figure 6.10 shows the results for the measurements taken along the plane of the

axial hole centreline downstream of the hole for SR'k 0 to 4.21. The location where

C,(z) takes on a value of 1 corresponds to a stagnation point produced by flow from

the centre portion of the duct. The figure shows that the stagnation point moved

downstream of the hole edge as the SR was increased until it reached a location of

z/D = 0.25D at SR = 4.21. The first wall tapping was located at z/D = 0.25 so

presumably the flow actually began to stagnate on the downstream duct wall at SR'a

less than 4.21. Another interesting feature is that for these relatively low SR's, the

values of C,(z) in Figure 6.10 approach 0 at positions greater than z/D = 3. This

implies that the local near-wall velocity approached that of the upstream centreline

velocity, a result which is in agreement with velocity profile measurements presented

in the next section. Also for SR = 0, an initial dip in the C,(z) curve corresponds

to a region of heat transfer enhancement which suggests that increased turbulence

may be present. Downstream of z/D = 3, the curve for C,(z) corresponds roughly
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Figure 6.10: Effect of SR on wall static pressures downstream of the hole

along the axial hole centreline (for SR's 0 to 4.21).
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Figure 6.11: Effect of SR on wall static pressures downstream of the hole

"along the axial hole centreline (for SR'j 4.90 to 7.99).
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to a line with a negative slope which reflects the pressure drop within the main

duct due to frictional losses. In fact, a line passing through the SR = 0 C, curve

at z/D = 3,5, and 8 which is then extended backwards in the upstream direction,

intercepts the z-azis near the reference location where P, was measured.

Figure 6.11 presents the results for SR = 4.90 to 7.99 which show that the

stagnation point continued to move in the downstream direction until z/D = 0.50

at SR = 5.58. The stagnation point appears to have remained at this same location,

as indicated by the nearly constant value of C,(z), even when the SR was increased

still further to 7.99. Of course, the pressure tappings existed only at a few discrete

locations so small shifts in location might not have been detected. Figure 6.11 also

reveals the acceleration of the reverse flow at z/D = 0.25 which is indicated by a

drop in C, as the SR is increased.

Figure 6.12 shows the results of measurements taken in the lateral direction

at a point 1.5D downstream of the hole. The interpretation of these results is

made considerably easier by referring ahead to the numerically predicted, secondary

flow velocity vectors presented in Chapter 8. These vectors confirm the presence

of a vortex pair downstream of the hole. A simplified sketch of this vortex pair

is shown in Figure 6.13. From this figure it is possible to see that the relatively

large values of C,(z) that exist near the hole centreline (z/D ; 0) correspond to

the vortex pair downwash region while the dip in the C,(z) values around z/D = 1

corresponds to the location where the vortex is tangent to the wall surface. At the

time these measurements were taken which was early in the test program and before
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Figure 6.12: Effect of SR on the wall static pressure along a line in the

lateral direction, 1.5D downstream of the hole.
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Figure 6.13: Simplified sketch of the vortex pair downstream of the hole.

Viewpoint is looking upstream from a downstream position.
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the computational predictions were made, this drop in C4(z) near z/D = 1 was

completely unexpected. Therefore a number of checks were made to ensure that the

unexpected results were due to a real effect rather than a measurement error. This

included re-checking for flow blockage within the tube connecting the static pressure

port to the switchbox and using a different transducer to sense the value of P(z)-Pi.

Of course, the checks revealed that the measurements taken in the first place were

accurate.

6.4 Velocity Profile Measurements

Velocity profile measurements were made 60mm (; 3D), 110mm (5D), and 180mm

(;t 8D) downstream of the hole using a "swan-neck" pitot-tube traverse. The pitot

tube had an inside diameter of 0.9mm and an outside diameter of 1.24mm. The veloc-

ity values were calculated using the pitot-static pressure differential and Bernoulli's

equation. For a total pressure traverse to accurately reflect the velocity profile, the

static pressure measured at the orifice on the duct wall must be equal to the static

pressure along the traversing plane. A check was therefore made by measuring the

wall static pressures on either side of the duct wall, at locations which corresponded

to the endpoints of the traversing plane. At the 60mm downstream location, the

static pressure on the hole side of the duct wall was slightly higher (by an amount

S5% of Pl - PI) than the static pressure on the opposite side when SR = 8,

the "worst case" situation. This was due to the flow's direction which was slightly

downwards towards the hole side of the wall at the 60mm measurement location.
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However, further downstream at the 110mm and the 180mm measurement locations

the static pressure on both walls were equal to each other. Evidently, the error at the

60mm location was minimal, since the velocity profile trends at all three measure-

ment locations are consistent. The velocity values were normalized with respect to

the upstream reference centreline velocity (measured 180mm upstream of the hole).

Figures 6.14-6.16 are the velocity profiles for the 60mm, 110mm, and 180mm

measurement locations, respectively. All three figures reveal that flow extraction

effectively removed much of the slow moving, boundary layer flow near the hole side

of the wall so that the velocity in the downstream region approached the upstream

centreline value. As the SR was increased from 0 to 2, the local near wall velocity

increased so the profile is shown to move forward from the 1/7th power law profile.

Since the slow moving flow near the wall was replaced by the fast moving flow from

the centre of the duct, the profile remains stationary for SR's between 2 to 4. Finally,

as the SR was increased above 4 the local velocity decreased causing the profile to

move back towards the 1/7th power law profile. This is probably due to the increased

flow area for the air that does not pass into the hole, as illustrated in Figure 6.17,

and hence velocity reduction according to continuity. Of course this argument only

applies for SR > 4. For lower SR's, the removal of the near wall boundary layer

appears to be the dominant effect.

* *
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VELOCITY PROFILES 60mm DOWNSTREAM OF HOLE EDGE
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Figure 6.14: Velocity profiles 60mm downstream of hole edge.
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Figure 6.15: Velocity profiles 110mm downstream of hole edge.
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VELOCITY PROFILES 180mm DOWNSTREAM OF HOLE EDGE
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Figure 6.16: Velocity profiles 180mm downstream of hole edge.

Figure 6.17: The reason why the local velocity in the downstream region

is less than the upstream centrellne velocity for SR'a > 4. The flow area

A2 is greater than the flow area A,.
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6.5 Temperature Profile Measurements

A series of temperature profile measurements were made at a point 60mm down-

stream of the hole along the axial hole centreline using the thermocouple rake shown

in Figure 6.18. The results are shown in Figure 6.19 in terms of

(T(y) - T..-u)

(T.•tei. - T..11)

where T.,oji,• was the value measured at the upstream reference location. This

enabled the temperature profiles at the downstream location to be related to the

flow upstream of the hole in the same way the velocity profiles were. As the SR was

increased from U to 2, the temperature near the wall increased to a value close to

the upstream centreline value. This implies that much of the relatively cool near-

wall boundary layer flow was removed. In its place, the hotter flow from the centre

portion of the duct was brought down to the surface. As the SR was increased still

further to values greater than 2, the temperature remained steady until SR - 6.

For SR's greater than 6, the near wall temperatures decreased. This was probably

due to the cool flow from the far wall being brought down to the near wall surface.

The important conclusion which can be drawn from the temperature profile study

is that flow extraction through the film cooling hole effectively removed much of

the upstream thermal boundary layer. This caused the local gas temperature to

approach the upstream centreline value of gas temperature. This was certainly one

of the reasons for the enhanced heat transfer downstream of the hole.
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0 5

Figure 6.18: Thermocouple rake used for measuring temperature profiles.
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Figure 6.19: Effect of SR on the temperature profiles at a point 60m

downstream of the hole along the axial hole centreline.
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6.6 Boundary Layer Tripping Study

Both the velocity and the temperature profile studies have shown that the near wall

boundary layer is removed by the flow extraction process. Therefore it is quite likely

that a new boundary layer begins to form at or near the downstream edge of the

hole, with a local velocity and gas temperature that is very close to the upstream

centreline values. Furthermore, this new boundary layer is probably laminar judging

from the Reynolds number based on the duct centreline velocity at a position 2D

downstream of the hole edge. The value of Re. at this location is 1.9(104), which is

a full order of magnitude below the critical Re. normally associated with transition

on a flat plate. To test this hypothesis, a series of experiments were performed to

find out if the laminar boundary layer could be tripped into a turbulent boundary

layer; the underlying idea being that a boundary layer already turbulent could not

be tripped again. The test consisted of placing a 0.63mm (0.025in) diameter wire

flush to the test wall surface and in a direction perpendicular to the flow at a position

2D downstream of the hole and then conducting an otherwise standard heat transfer

experiment. The wire was long enough to span both the affected region immediately

behind the hole (near the axial hole centreline) and the region which was known to

be turbulent (further away from the hole centreline).

Time elapsed photographs of the colour play for the SR = 0.63 and 5.20 cases

are shown in Figures 6.20 and 6.21 which indicate that the flow downstream of the

hole was indeed tripped into a turbulent boundary layer. The photographs show

that the heat transfer immediately downstream of the hole in the region thought to

I'i
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t= 15.32 seconds

t= 31.12 seconds

t= 45.24 seconds
FLOW

Figure 6.20: Time elapsed photographs showing the laminar boundary layer

downstream of the hole being tripped to a turbulent boundary layer.

(SR = 0.63)
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Figure 6.21: Time elapsed photographs showing the laminar boundary layer

downstream of the hole being tripped to a turbulent boundary layer.

(SR 8.0)
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Figure 6.22: Boundary layer tripping study- values of h along the axial hole

centreline downstream of the hole.

be laminar was enhanced while no enhancement was observed in the region known

to be turbulent. Figure 6.22 is a plot of the centreline value of h versus X/D for the

SR = 0.63 cases, both with and without the boundary layer trip. The h values are

the same until shortly before the trip wire location but downstream of that position

the h for the case with the trip greatly increases. Also shown are the laminar and

turbulent predictions. The laminar prediction assumes the boundary layer begins

at the downstream hole edge. The local freestream velocity is that from the wall

static pressure measurements. Very good agreement exists until z1D = 1, but then

the laminar prediction falls below the measured values, probably because of three-

dimensional effects. The laminar prediction will be discussed in much greater detail

in the Chapter 7. The turbulent prediction assumes the boundary layer begins at
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z/D = 2, the location of the trip wire, and that the local freestream velocity is

constant at the upstream centreline value. Although the velocity does vary slightly

at this position according to the C, measurements, Kays and Crawford (1980)

points out that the shape of the turbulent velocity profile is much less sensitiv- .o

the variation of freestream velocity than is the case for the laminar boundary layer.

Therefore, h was calculated using

h = (puc)O.O287Re;
0'2Pr -0.4

the equation for turbulent flow on an isothermal flat plate with constant freestrearn

velocity.

Discovering the laminar nature of the boundary layer downstream of the hole was

very important since it provided the starting point for the analytical heat transfer

predictions presented and discussed in the next chapter.
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7 ANALYTICAL HEAT TRANSFER PREDIC-

TIONS

This chapter describes an analytical investigation into the heat transfer enhancement

downstream of the hole edge. In Chapter 6, the flow field studies suggested that the

boundary layer downstream of the hole was laminar in nature. Therefore the analyt-

ical heat transfer predictions described in this chapter were based on the assumption

that a new laminar boundary layer began to form at the downstream hole edge,

as if it were the leading edge of a flat plate, as illustrated in Figure 7.1. (For the

cases where the stagnation point was downstream of the hole edge, the boundary

layer was assumed to have begun immediately downstream of the stagnation point.)

An analytical prediction for the heat transfer coefficient (h) was therefore obtained

by using the equation given in Kays and Crawford (1980) for a laminar, two-

dimensional boundary layer forming on an isothermal flat plate with an arbitrarily

varying freestream velocity

= 0.418vO'Su(z)O'43 (7.1)

For both the two and three-dimensional cases, the value of u(c) was deduced from

the variation of the wall static pressure coefficients, C,(z). In the two-dimensional

(or slot) case, an analytical prediction technique developed by Morland (1989)

was used to obtain the required wall static pressure results. The Morland study of

the inviscid flow field for two and three-dimensional suction was complementary to

the present research and was suggested by the work reported here. For the three-
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Figure 7.1: Laminar boundary layer forming at the downstream hole (or

slot) edge.

dimensional case, measured values of wall static pressure along the hole centreline,

which were presented in Chapter 6, were used. A simple check of the computer

program written to calculate h from equation 7.1 was made by letting

u = u.= constant

and verifying that the calculated value for h agreed with the value obtained from

Nu. = 0.332Re 1 2 Pr 1 /
3

the exact solution for an isothermal flat plate in a uniform, constant velocity flow

field.
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7.1 Predicted Results for the Two-dimensional (Slot) Case

and Comparisons with Experimental Results.

Morland's analytical prediction technique yielded values of C,(z) as a function of

slot suction ratio where

C,( = (P(__) - P-,0) = 1 (u(z)) (7.2)

(Pt.- P.~)

The prediction was obtained using conformal mapping, a method for solving

boundary value problems in two-dimensional potential flow theory. Therefore to

use this method, Morland had to assume the flow was inviscid, incompressible, and

irrotational which meant that the velocity profile upstream of the hole had to be

uniform as shown in Figure 7.2. Morland found that his analytical results were

in good agreement with measured values of wall static pressure obtained in a wind

tunnel with a uniform velocity profile. In these tests, Morland used a boundary layer

bleed, which was positioned upstream of the slot, to obtain the uniform velocity

profile.

A series of heat transfer experiments for the two-dimensional (slot) case were

performed to provide the experimental basis for a comparison with the theoretical

heat transfer predictions derived from Morland's two-dimensional analytical predic-

tions of the flow field. As shown in Figure 7.3, a photograph of typical colour play

for slot heat transfer, it is clear that the slot's aspect ratio of 30:1 was large enough

to reduce the influence of three-dimensional flow field effects to a negligible level,

especially along the axial slot centreline.
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Figure 7.2: Model used in Morland's analytical solution for C,(4),

slot entrance
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Figure 7.3: Typical colour pla for the slot heat tranfer (SR = 3.91).
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Figure 7.4: Enhancement factors for the slot showing the effect of SR.

The experimental slot heat transfer results are presented in Figure 7.4 as EF

versus the distance in slot widths downstream of the slot edge (z/W). Both the

streamwise variation of the EF and the effect of increasing the SR are very similar,

in a qualitative sense, to those for the hole.

Figures 7.5 is Morland's predicted C,(x) distribution for the SR = 0.61 case.

From the C,(z) distribution, the predicted velocity was obtained from equation 7.2

and used in equation 7.1 to calculate the predicted value of the heat transfer coef-

ficient. Figure 7.6 is the corresponding comparison between the predicted and the

experimental heat transfer distribution.

Notice that the experimental values are less than the predicted values until

z/W = 11. This is probably due to the presence of boundary layer effects since

at low SR's the upstream boundary layer may not be completely removed as illus-

trated in Figure 7.7. Unfortunately, the boundary layers in the experimental case
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Figure 7.5: Predicted Cps for slot- SR = 0.61.
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Figure 7.6: Predicted versus experimental values of h for the slot- SR = 0.61.
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were present because there was no boundary layer bleed upstream of the test section

in the tunnel used. Even though the slot was positioned within the entrance region of

the main duct, rather than within the fully-developed region, the velocity and tem-

perature profiles were non-uniform. (These profiles were presented in Figure 5.25).

At higher SR's, however, the entire boundary layer would most likely be removed

so that the uniform flow from the centre of the duct would be brought down to the

near wall region and therefore more closely match the situation modelled by Mor-

land. Figures 7.8-7.13 are the results for SR's of 1.09, 1.75, and 3.63, cases for which

there is much better agreement between experimental and predicted heat transfer

results. Morland's wall static pressure predictions also revealed that the stagnation

point, as indicated by a C,(z) value of one, moved downstream as the suction rate

was increased. Therefore the boundary layers were assumed to begin immediately

downstream of the stagnation point for the purpose of calculating h. Hence for the

SR = 1.75 and 3.63 cases, the boundary layers were assumed to begin at z1W values

of 0.2 and 0.8, respectively.
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HIGH SR

LOW SR

Figure 7.7: Probable locations of dividing streamlines near the slot for high

and low SR's.



7 ANALYTICAL HEAT TRANSFER PREDICTIONS 137

PREDICTED Cp's FOR SLOT

SUCTION RATIO = 1.09

S0.8

U5

04

A 0.2

,) 2 4 6 8 10 12

./W. SLOT WDTHS

Figure 7.8: Predicted Cps for slot- SR = 1.09.
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Figure 7.9: Predicted versus experimental values of h for the @lot- SR =1.09.
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PREDICTED Cp's FOR SLOT
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Figure 7.10: Predicted Cps for slot- SR = 1.75.
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Figure 7.11: Predicted versus experimental values of h for the slot-

SR= 1.75.
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Figure 7.12: Predicted Cp' for slot- SR = 3.63.
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Figure 7.13: Predicted versus experimental values of h for the slot-

SR = 3.63. j
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Figure 7.14 presents the predicted and experimental area-averaged heat transfer

results for the slot. The region selected for averaging was an area adjacent to the

downstream slot edge with dimensions 12 slot widths in length and one spanwise

unit in width. There is excellent agreement except for the SR = 0.61 case which

was discussed earlier. The results support the assumption that a laminar boundary

layer was formed at the downstream slot edge.

Predicted versus experimental results for the slot Cd

Morland also developed discharge coefficient (Cd) predictions by assuming that

the separated region within the slot along the upstream slot edge was a constant

pressure region bounded by a free streamline as shown previously in the inserted

Figure 7.2. As shown in Figure 7.15, there is good agreement in the trends shown by

the experimental and predicted values. However, the experimental values are slightly

greater than the predicted values which might be due to the three-dimensional effects

present at the slot ends in the experimental case; the experimental slot was able to

extract flow from the lateral direction, the direction theoretically inaccessible to

Morland's two-dimensional slot. Therefore, the three-dimensional, experimental slot

would show a greater mass flow for any given pressure drop.

i
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Figure 7.14: Predicted versus experimental area-averaged values of h for

the slot. The rectangular area selected for averaging was adjacent to the

downstream slot edge with dimensions 12 slot widths in length and one

spanwise unit in width.
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Figure 7.15: Predicted versus experimental values of Ci for the slot.
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7.2 Predicted Results for the Three-dimensional Case and

Comparisons with Experimental Results

The two-dimensional analytical method which successfully predicted the heat trans-

fer downstream of the slot was extended to the case of the heat transfer downstream

of the hole. Since the x-y plane passing through the hole centreline was a plane

of symmetry, it was the plane least influenced by three- dimensional flow field ef-

fects that were present in the experimental case. Therefore the heat transfer along

the hole centreline was considered suitable as the subject of a simple, first order,

two-dimensional analysis. The experimer tal wall static pressure measurements were

presented in Chapter 6 in terms of

C -(.) = (P(M) - P1) (73)

(PA1 - P1 )

In these analytical predictions it was assumed that the total pressure close to the

wall was equal to the centreline total pressure at the upstream reference location.

NO) = Pt (7.4)

The velocity profiles presented in Chapter 6 show this to be a valid approximation.

Therefore

C -() = 1 - (z) )2 (7.5)
Uemeraling

where ucm•.hiw was the centreline velocity measured at the upstream reference

location. The local value of u(m) was therefore deduced from the measured values of

C,(z) using equation 7.5 and substituted into equation 7.1 to obtain the predicted

value of h. While the analytical predictions for the slot were in most cases very

eL . . . .. • ... .
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close to the experimental results, the predictions for the hole centreline were always

lower than the experimental values as shown in Figures 7.16-7.19. It is also apparent

that the predicted values fell even further below the experimental values as the hole

SR was increased. One conclusion drawn from the hole heat transfer experiments

and flow field studies was that three-dimensional effects become more pronounced at

higher SR's. Therefore the increased influence of three-dimensional effects seems to

be the likely explanation for the divergence between the two-dimensional hole centre-

line predictions and the experimental values. For this explanation to be consistent,

however, the effect of the three-dimensional flow must be to thin the boundary layer,

since the experimental values of h exceed the predicted values. Results from a CFD

analysis which are presented in Chapter 8 show that the streamlines near the wall

diverged, rather than converged, downstream of the hole. Of course, streamline

divergence is consistent with a thinning of the boundary layer.

*

.*1
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Figure 7.16: Predicted versus experimental centreline values of h for the

900 hole- SR =0.66.
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Figure 7.17: Predicted versus experimental centreline values of h for the

900 hole- SR = 1.20.
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Figure 7.18: Predicted versus experimental centreline values of h for the

900 hole- SR = 4.21.
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Figure 7.19: Predicted versus experimental centreline values of h for the

900 hole- SR = 7.48.
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8 THREE-DIMENSIONAL COMPUTATIONAL

STUDIES

This chapter describes a three-dimensional, numerical analysis of the heat transfer

and fluid flow in the main duct near the entrance to the film cooling hole. The

analysis was accomplished using Fluent1, a commercial, general purpose CFD pro-

gram presently installed on the Oxford University Digital Vax Cluster. Fluent uses

the finite difference technique to discretize the equations for mass, momentum, and

energy conservation. The program has the capacity to operate on a maximum of

10,000 cells in a grid arrangement which may be non-uniform for either laminar or

turbulent flows. If the flow is considered to be turbulent, Fluent uses the logarith-

mic law of the wall to compute the shear stress at the wall and the k-e turbulence

model.

8.1 Computational Details

The computational model of the physical problem is shown in Figure 8.1A. The inlet

conditions specified for the model were the experimentally measured velocity, tem-

perature, and turbulence intensity profiles. The temperature and velocity profiles,

measured at the upstream reference location (180mm upstream of the hole), and

corresponding closely to the 1/7 power law profile, were presented in Chapter 3.

The turbulence intensity profile was measured in the same tunnel at the same ReL

'Fluent Version 2.93, Creare Incorporated, Hanover, New Hampshire, 03755, U.S.A.
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by Ireland (1987). The values of turbulence intensity ranged from 4% at the duct

centreline to 15% near the duct wall. The hole inlet velocity was modelled as a

uniform velocity field equal to the measured average hole velocity. Unfortunately, at

low SRks a large region of separation was found to exist within the hole along the

upstream hole edge. At high SRks when the stagnation point was downstream of the

hole on the main duct wall, a region of separation existed which was distributed more

or less evenly around the entire perimeter of the hole entrance. Therefore, the ac-

tual hole inlet velocity was more uniform, and therefore closer to the computational

model, at the higher SR's.

The z-y plane of symmetry passing through the hole centreline is reflected in

the choice of the computational domain shown in Figure 8.1B. The film cooling

hole itself was represented by six rectangular cells, having a total area equal to

the are:, of the hole. This was a technique used by Patankar et al (1977), in a

study of a turbulent jet entering a crossflow which is the reverse case of the present

study. In the upstream x-direction, the y-z boundary plane was positioned at the

upstream reference location because the inlet velocity, temperature, and turbulence

intensity profiles had been measured there. This particular distance was also chosen

because it was experimentally determined to be far enough upstream of the hole

to be uninfluenced by changes in the SR. In the downstream v-direction, the y-

z boundary plane was placed at a distance of five hole diameters, which provided

enough room for the main area of interest according to the experimental results.

The far z-p boundary plane was placed nine hole diameters away from the plane

S.... t-.-I.
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of the hole centreline to reduce the edge effects and thereby model the main duct

as a two- dimensional duct. This plane was specified to be a plane of symmetry

rather than a wall to prevent the creation of any gradients by this computationally

necessary boundary. Finally, the extent of the domain in the y-direction was selected

to match the experimental geometry of the test section. The top and bottom duct

walls were treated as hydrodynamically smooth with all three components of velocity

set to zero at the wall surfaces.

The nonuniform grid spacing used in this analysis is shown in Figure 8.2. The

grid spacing was dense in the vicinity of the hole, especially in the downstream di-

rection, as this was the region where high gradients were expected. The grid spacing

was gradually increased in the direction away from the hole where the properties

were expected to be more uniform. The spacing between adjacent gridlines was not

changed by more than 30% from one gridline to the next, in accordance with a gen-

eral CFD guideline which is intended to reduce the propagation of numerical errors.

The number of grid planes normal to the x,y, and z directions were 32, 17, and 18

respectively, thus making a total of 9,792 grid points. Since Fluent is limited to a

total of 10,000 grid points, it was not possible to increase the density of the grid to

any significant degree, given the extent of the computational domain.

At each of the grid points the following values were computed: the local pressure;

the u,v, and w-velocities; k, the kinetic energy of turbulence; e, the rate of turbu-

lent kinetic energy dissipation; and the local enthalpy. The flow field solution was

considered to have converged when the sum of the normalised residuals was less than
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1(10-') which normally occurred after approximately 600 iterations and 5 hours of

CPU time on a VAX 8800 mainframe computer.

I.
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A. Physical problem to be modelled.

B. Outline of computational domain.

Figure 8.1: A.) Physical problem to be modelled. B.) Outline of the com.

putational domain.
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Figure 8.2: Computational grid for each of the three spatial dimensions.
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8.2 Numerical Heat Transfer Predictions

The feature enabling Fluent to calculate the heat transfer coefficient (h) was ac-

tivated during the analysis. An isothermal wall boundary condition was specified

since this was an approximate representation of the actual, experimental thermal

boundary condition. The default reference temperature used by Fluent is the vol-

umetric or bulk average temperature of all the "live", or fluid containing cells, so

hFL,..t is defined as

hFj.,,n q.

(Ta...a,. - T. I1)

where q. is the local heat flux at the wall. Fluent uses the overall bulk average

temperature as the reference temperature for the same reason the upstream duct

centreline temperature was chosen in the present work; the local bulk or mixing

cup temperature, often used in simple internal flows, is not well defined in complex,

three-dimensional flows where there is no preferential flow direction. Since the ma-

terial properties for air were assumed to be constant, the continuity and momentum

equations could be de-coupled from the energy equation. This was equivalent to

assuming that the velocity and pressure fields were unaltered by the temperature

gradients within the flow. This assumption allowed the value of h calculated by

Fluent to be converted back to the value of h based on the upstream centreline

temperature by applying a temperature difference ratio as shown below

h = hpl..a-•----
(T.Maint.diu -- T.11l

The heat transfer results from the numerical prediction and comparisons with

experimental results are shown in Figures 8.3- 8.5. The most important result is the

-i

- - ~ - _ _ I



8 THREE-DIMENSIONAL COMPUTATIONAL STUDIES 153

correct prediction of the position and shape of the heat transfer contours, including

the change from a single-lobe to a double-lobe shape as the SR is increased from one

to eight. This implies that the key features of the velocity field were also reproduced

so that the fundamental reasons for the heat transfer enhancement pattern can be

examined.

It is interesting to note that the closest agreement between the predicted centre-

line EF's and the experimental values occur when SR = 8, the highest SR value

tested. The most likely reason for this is the specification of uniform velocity in the

plane of the hole inlet. As mentioned previously, this inlet model was most closely

realized experimentally at high SR's when the separated region was more evenly

distributed around the perimeter of the hole entrance.
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Figure 8.3: Heat transfer results for SR = 1.
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Figure 8.4: Heat transfer results for SR = 4.
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Figure 8.5: Heat transfer results for SR = 8.
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8.3 Numerical Flow Field Predictions

The remaining figures illustrate features of the mean velocity field for the cases of

SR = 1 and 8 which yield insight into the underlying reasons for the shape, mag-

nitude, and location of the heat transfer distributions. The most important result

is the confirmation of the existence of a vortex pair downstream of the hole. The

vortex pair had been predicted on theoretical grounds but had evaded observation

during the smoke and surface flow visualization tests. The only experimental clues

to the vortex pair's existence were the EF contour "footprint" left by the vortex pair

on the duct wall surface and the wall static pressure measurements presented in Fig-

ure 6,12. Figure 8.6 shows the predicted secondary flow velocity vectors downstream

of the hole when SR = 1. The axial development of the vortex can be plainly seen

as the vortex centre lifts away from the wall surface and the vortex shape becomes

rounder. This feature was observed in an experimental study of vortices imbedded

in turbulent boundary layers by Eibeck and Eaton (1988) which adds credence

to the numerically predicted vortex behaviour.

Figure 8.7 shows profiles of v-velocity for the SR = 1 case. The maximum value

of downwash occurs along the hole centreline which corresponds to the axis of max-

imum heat transfer. This correspondence between downwash in the velocity field

and maximum wall heat transfer was also observed experimentally by both Rus-

sefl, Jones and Lee (1982) and Eibeck and Eaton (1988). While the strong

downwash region existed over a fairly small area, a weak upwash region extended

across a very wide area. This helps to explain why the vortices were not observed

• • .,mdL--
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experimentally during the earlier smoke visualization tests. The pitch of the helix

formed by the path of any given smoke particle was very long relative to the length of

the test section. It is very that likely the smoke particle would have been completely

out of visual range by the time it had travelled through one full 360* helical path.

Figure 8.8 shows the profiles of w-velocity downstream of the hole for SR = 1.

A lateral component of velocity is shown to extend across a wide area but this

apparently did not translate into any significant heat transfer enhancement outside

of the downwash region, either numerically or experimentally.

Figure 8.9 illustrates the axial development of the vortex for the SR = 8 case.

While the vortex centre lifts away from the wall surface as in the SR = 1 case, its

location is much further away from the hole centreline in the lateral (or z) direction.

Figure 8.10 shows that the location of maximum downwash is not along the hole

centreline but closer to the lateral hole edge. The off-centreline location of the vortex

downwash region is the reason for the double-lobed EF contour shape observed

both experimentally and numerically since the location of maximum downwash again

corresponds to the location of high heat transfer. Figure 8.11 presents the w-velocity

profiles for SR = 8.

In addition to the vortex pair and the general heat transfer pattern being re-

produced numerically, there are other flow features revealed by the CFD analysis

which match those obtained in the experimental low field studies such as the gen-

eral location of the dividing streamlines, the presence and location of the downstream

stagnation point, and the shape of the u- velocity profiles along the hole centreline I
-t
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downstream of the hole. Figures 8.12-8.14 present these numerical results for the

cases of SR = 1,4, and 8, respectively.

From the velocity vector plots in the z-z plane immediately above the wall surface

and in the z-y plane of the hole centreline it is possible to determine the approximate

locations of the dividing streamlines between the flow removed down the hole and

the flow remaining in the main duct. These results match closely the results obtained

from smoke visualization and surface flow visualization presented earlier.

Of course the stagnation point location is related to the dividing streamline lo-

cation. It is clear for the SR = I case that the stagnation point is not present on

the main duct wall. For SR = 4, however, the stagnation point is located approxi-

mately 0.25 hole diameters downstream of the hole edge, precisely the same location

observed in smoke visualization and in the wall static pressure measurements. Fi-

nally, for SR = 8, the stagnation point is located approximately 0.50 diameters

downstream, again matching the experimental results.

The u-velocity profiles in the plane of the hole centreline also reflect the trends

observed in the experimental velocity profile measurements that were made three

hole diameters downstream. For SR values of 1 and 4, the near wall portion of the

boundary layer is removed so that the local velocity at a point three hole diameters

downstream of the hole edge is very close in magnitude to the upstream centreline

value. For the SR = 8 case, the u-velocity values at this same location are signifi-

cantly less than the upstream centreline value. This mirrors the behaviour observed

in the experimental results. Another interesting feature that is exhibited in the ve-

I.
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locity profile predictions for SR = 4 is the location of the stagnation point where

u becomes zero. Also at this same profile location for the SR = 8 case, significant

reverse flow exists since this position is upstream of the stagnation point and the

dividing streamline.
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Velocity vectors in the plane immediately above and parallel to the
wall surface. SR= 1.
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Profile of U-velocity in the plane of the hole centreline, SR I.

Figure 8.12: Flow field results for SR 1.
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Figure 8.13: Flow field results for SR = 4.
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Figure 8.14: Flow field results for SR = 8.
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8.4 Additional Insight Provided by the Computational Re-

sults

The computational results have addressed several other questions that were raised,

but not answered, in the experimental and the analytical phases of the present work.

A discussion of the additional insight provided into the following three subjects is now

presented: 1.) the underprediction of the true value of h using the two-dimensional,

analytical method 2.) a "vortex line" model which accounts for the shift from a single

lobe contour shape to a double lobe contour shape, and 3.) the location of the peak

value of h at the downstream hole edge.

8.4.1 Possible reason for the underprediction of h.

In Chapter 7, analytical predictions were presented which underestimated the value

of h measured along the plane of the hole centreline in the downstream direction.

Because the difference between predicted values and experimental values increased

with increased SR, the underprediction was blamed on three-dimensional aerody-

namic effects. Now that several important features have been correctly reproduced

in the computational results, the predicted flow field can be examined in greater

detail to see if three-dimensional effects might actually be the correct reason for the

underprediction. Figures 8.12-14 show that the streamlines downstream of the hole

in the z-z plane, immediately above the duct wall surface, do indeed diverge which

would in turn lead to a thinning of the boundary layer, and the resultant increase

in the heat transfer coefficient.
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8.4.2 "Vortex Line" Model

Early in the experimental program, the presence of a vortex pair was predicted on

the basis that vortex lines were being pulled down the hole at a point location, with

the "tails" of the vortex lines wrapping around in the downstream direction as shown

in Figure 8.15. This theory did not, however, fully account for the effect of increasing

the SR and the accompanying transition from a single-lobe to a double-lobed heat

transfer pattern. To make this model more complete, it needs to be extended only

slightly. For low SR's, the vortex lines may still be considered drawn into the hole

at a point location. As the SR increases, however, the point location expands to

a line segment, eventually reaching a length on the order of one hole diameter, as

shown in the Figure 8.16. This model helps to explain why the distance between the

vortex pair increases with SR which in turn explains why the heat transfer patterns

take on a double-lobed shape.

8.4.3 Location of Peak Value of h

The question concerning the location of maximum heat transfer on the duct wall still

remains. For most flow situations, the location of maximum heat transfer normally

corresponds to the stagnation point location, but this is obviously not the case in

the present study. For the 90* hole, both the experimental results and the numerical

predictions point to the downstream hole edge as the location of peak heat transfer

even when the stagnation point is located as far away as 0.5D'a downstream. This is

due to the tremendous acceleration of the reverse flow that takes place between the
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stagnation point and the hole entrance which results in a thinning of the boundary

layer in the direction of the local flow. Some idea of the magnitude of the acceleration

in this area was given by the high values of wall shear stress revealed in the surface

flow visualization experiments. Another way to evaluate the degree of acceleration,

however, is to examine the velocity vectors in the x-y plane passing through the

hole centreline as shown in Figure 8.14 and in Figure 8.17. Note the similarity

between the actual path taken by the flow in this plane and the path taken in the

corresponding wedge-flow as shown in the Figure 8.18. Potential flow theory reveals

that the velocity along the wedge surface varies as

u(X) = Cc' (8.1)

where m is associated to the wedge angle, fl, according to

2 - (8.2)2 - )3/r

Similarity solutions for the laminar, incompressible boundary layer associated with

this type of flow are given in Kays and Crawford (1980) for both the momen-

tum and energy equations. Assuming that the thermal boundary condition is an

isothermal wall, then

h(z) = (cont2-•,(-,-)/a (8.3)

It is clear from equation 8.3 that h increases with z only if m > 1. According to

equation 8.2, this is true if the wedge half angle (0/2) is greater than 7r/2, a condition

satisfied in the present study as indicated in Figure 8.14 and 8.17. Evidently, the

magnitude of the acceleration associated with the flow angling backwards to enter

,i

-a---
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dividing streamline

stagnation point

Figure 8.17: The actual path taken by flow entering the hole.
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Figure 8.18: The corresponding wedge flow.
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the hole is great enough to thin the thermal boundary layer in the direction of flow,

thereby causing the downstream hole edge to be the location for the peak in heat

transfer.

I
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9 BLADE METAL TEMPERATURE PREDIC-

TIONS

As discussed earlier, the main reason for undertaking the present study was to mea-

sure the heat transfer near the entrance to a film cooling hole because the resultant

cooling contribution is believed to cause a significant reduction in the local blade

metal temperature. To obtain an order of magnitude estimate of the cooling contri-

bution in terms of a blade metal temperature reduction, a simple three-dimensional,

convection-conduction model was developed and solved using Fluent. This compu-

tational model was a three-dimensional extension of a two- dimensional conduction-

convection model presented by Camie (1988). Surface isotherms on the internal

(coolant) side of the blade wall are presented for SR'a of 1,4, and 8 and also those

on the external (hot gas) side for SR = 8. For each of these surfaces, a compari-

son is made between the case with heat transfer enhancement in a 2D X 6D region

downstream of the hole and the case without enhancement. Measured values of h

from the present study were used as the internal convective boundary conditions

while measured values from Camci (1988) were used for the external boundary

condif: is.

9.1 Previous work

Camel (1988) performed a two-dimensional experimental and numerical investiga-

tion of the heat fluxes and blade metal temperatures for a film cooled blade. In the

experimenntal portion of his work, Camci measured the external heat transfer coeffi-

-i
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cient distribution in the presence of discrete hole film cooling on the suction side of

a high pressure rotor blade. The film cooling holes were arranged in two staggered

rows with a pitch of approximately 3 hole diameters. Camci used the measured data

as external convective boundary conditions, along with the available internal heat

transfer correlations for the internal convective boundary conditions, to generate

two-dimensional computational blade metal temperature predictions. The resultant

heat flux vectors, for the case in which the coolant-to-gas temperature ratio was 0.5

and the blowing rate was unity, is reproduced in Figure 9.1A. Also included in this

figure is a close-up of the hole edge (actually a slot since the prediction was two-

dimensional) which shows the heat flux vectors pointing into the flow. This reflects

the very strong heat sink effect of the hole. In fact, most of the vectors on the suction

surface of this part of the blade are pointing toward the hole. There is also a strong

heat conduction tendency for the flow of heat from the downstream direction to the

upstream direction.

The convective feature that Camci did not model however, was the enhancement

near the entrance to the fim cooling holes. As shown in Figure 9.1B, the blade

metal near a film cooling hole is very similar to a section from the wall of a compact,

cross- flow .,eat exchanger. The gradient of h on the external surface of Camci's

blade occurred in the streamwise direction 'with respect to the hot gas flow) while

the main region of enhancement on the internal s'irface occurred in the direction

downstream of the hole (streamwise with respect to the coolant flow). Therefore,

to obtain a meaningful prediction of temperature in this region, a three-dimensional
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Figure 9.1: Convection-conduction models. Hole diameter = 0.8mm.

A.) Two-dimensional prediction from CAMCI (1988). B.) Outline of the

computational domain used in the three-dimensional prediction.
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model was developed.

9.2 Computational Details

The outline of the computational domain used for the three- dimensional prediction

is shown in Figure 9.1B. The extent of the domain was chosen to include all of the

region most likely to be affected by the presence of the film cooling hole. Camci's

results were used as a guide in determining this. Figure 9.1A indicates that heat

flows towards the hole as far away as 10D in the downstream direction, and at

least as far away as 3D in the upstream direction. Results from the present study

indicate that the main region of enhancement on the coolant side of the blade was 6D

downstream of the hole edge. In sizing the computational domain, another 5D was

added to the 6D distance in the downstream direction (with respect to the coolant

flow), as well as in the upstream direction to examine the extent of the hole heat

transfer influence. The thickness of the wall was chosen to be 5D, the same thickness

used by Camci. The end result was a domain with dimensions of 14D X 17D X 5D,

as shown in Figure 9.1B. Finally, Camel's experimental, external values of h for

the case of the coolant-to-gas temperature ratio of 0.72 were used along with his hot

gas temperature of 1650K. The corresponding coolant temperature was therefore

1188 K.

Figure 9.2 shows the zones of constant h for lboth the internal and external

surfaces. Wall zone 0 corresponded to the convective boundary condition inside the

hole. As in Camci, the value of h in the hole was calculated using the Dittus-Boelter
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Figure 9.2: Wall zones of constant h used in three-dimensional prediction.

A.) Internal (coolant side) surface. B.) External (hot gas side) surface.

equation for fully-developed turbulent flow

h = D 0.O23Re'D Pr 0
4

D D

where the value of ReD was related to the SR according to

ReD = (SR) (ReL) (D)
Of course, the Lhj./D of 5 was too small for the flow to be fully-developed so the

value of h calculated from the correlation above was probably underestimated. The

correlation was still useful, however, in obtaining an estimate of the internal wall

cooling contribution.

Wall zone 1 corresponded to the unenhanced, base-level of heat transfer that

was presented in Chapter 5. Since the heat transfer data was measured at ReL =

25,000, this same value was assumed to represent the condition for wall zone 1 in

. .. .. ..
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the prediction, and the corresponding Nul, was taken from Figure 5.1. (A ReL value

of 25,000 was also close to the duct Reynolds number used by Camci). Therefore,

the h for wall zone 1 was calculated using

h, = - NUL
L

Then wall zone 2 which corresponded to the enhanced heat transfer region was

calculated using

h,= EF X hi

where EF was the area-average enhancement factor presented as a functior SR in

Chapter 5. For the unenhanced cases, wall zone 2 was considered to have the same

convective boundary condition as zone 1 so h2 = hl.

The remaining wall zones are those on the external surface as shown in Fig-

ure 9.2B. Values of h were assigned to these zones using Camcis experimental data

which is reproduced in Figure 9.3. Although the blade temperatures were predicted

for three different SR values (1,4, and 8) which would correspond to three different

blowing ratios, the external convective boundary conditions were fixed. Fixing the

external convective conditions made the effects of the heat transfer enhancement on

the internal surface more distinguishable. Furthermore, the value of h immediately

downstream of the hole did not vary significantly over the range of blowing ratios

that Camci tested, as shown in Figure 9.3. However, for blowing ratios large enough

for the cooling jet to penetrate the hot freestream flow, there is evidence that sug-

gests that the film cooling effectiveness is severely reduced. When this happens, the

cooling effect on the internal wall becomes even more pronounced (and important)

. P .. .. ... . .. .
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EFFECT OF BLOWING RATE ON HEAT TRANSFER
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Figure 9.3: Measured heat transfer coefficients on the suction surface of a

HP rotor blade from CAMCI (1988). (h. = 1000 W/m 2K, C 80mm)

as the external heat load increases dramatically. Finally, it should be emphasized

that the external heat transfer zones in Figure 9.2B, whose h values are plotted

in Figure 9.3, were measured on a two-dimensional blade with two staggered rows

of holes spaced approximately 3D apart, while only a single hole was included in

the present model. This is a major simplification of the physical situation, but one

that was introduced to make the cooling contribution near a single hole more clearly

distinguishable. Obviously, in the design of an actual blade, the conduction model

should include multiple hole effects. The four remaining wall surfaces, those not

shown in Figure 9.2, were considered planes of symmetry.

The computational grid, consisting of 3,990 grid points, is shown in Figure 9.4.

I
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I I

Figure 9.4: The computational grid.

The material properties of nickel-chrome steel at 1273 K were used including a ther-

mal conductivity of 31 W/m K.

9.3 Computational Results

The temperature predictions for the internal (coolant) sides for SR's = 1,4, and 8

are given in Figures 9.5-9.10. Surface isotherms are presented for both the enhanced

and unenhanced cases which illustrate the heat sink effect of the hole and the effect of

the internal cooling contribution. Also included are plots of surface temperature vs

distance downstream of the hole edge along a line congruent with one streamwise axis

of zone 2, the 2D X 6D region of enhancement. These plots highlight the temperature

difference between the enhanced and unenhanced cases. Representative results for

one external surface with SR - 8 are given in Figures 9.11 and 9.12. As expected,
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the blade metal temperature reductions and the associated isotherm distortions are

much more prevalent on the internal surface than on the external surface. Table 9.1 is

a summary of the effect of the enhancement in wall zone 2 on the blade temperature

in this area. The average temperature reductions range from 2.0 to 4.2 K on the

internal surface with the greater reductions associated with the Larger SR's. As

mentioned earlier in this chapter, the external film cooling effectiveness does not

always increase with blowing rate (or SR from an internal perspective) because the

cooling jet, at some point, begins to penetrate the freestream. It is important to

note, therefore, that the cooling contribution on the internal side of the blade wall

does continue to increase with SR.

While the I 7D spanwise blade width chosen for the computational domain allows

the extent of the single hole heat transfer influence to be examined, it should be noted

that assigning such a large blade width to a single hole causes the predicted values of

the blade metal temperature reductions to be on the conservative side. The enhanced

area (2D X 6D) as a percentage of the total blade surface area (14D X 17D) in the

model is smaller than that found in an actual blade where typical spacing between

holes is approximately 3D. (A blade width of 17D would actually have about 4 holes.)

Furthermore, if single hole enhancement data is found to be valid for multiple hole

configurations, as preliminary tests indicate, then the appropriate EF values for

holes spaced 3D apart should be based on the 2D X 3D area rather than on the

2D X 6D area. This is important since the EF for the 2D X 3D area is up to 25%

higher than the EF for the 2D X 6D area, as shown in Figure 5.19. Therefore in a

multiple hole model, the increase in both the percentage enhanced area and the E-F

would lead to larger blade metal temperature reductions.
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SR INTERNAL SURFACE EXTERNAL SURFACE

1 Range= I to 3K 1 to 2K

Average= 2.0K 1.2K

4 Range= 2 to 5K 1 to 3K

Average= 3.7K 2.0K

8 Range= 3 to 5K 1 to 2K

Average= 4.2K 1.7K

Table 9.1: Reductions of blade metal surface temperatures in wall zone 2

that are due to the internal cooling contribution. Both the range and the

average temperature reductions are given.

Another point to remember when evaluating these results is that the heat sink

effect of the cooling hole, revealed by both Camci's two-dimensional predictions

and the present three-dimensional predictions, has a dominant effect on the blade

temperature distribution and therefore tends to obscure the cooling effect of the

enhanced heat transfer on the internal blade passage.

In summary, it is clear that accounting for the cooling contribution near the

entrance to a film cooling hole is important for accurate predictions of blade metal

temperatures. The isothermal contours show that the cooling contribution of a single

hole extends across a wide area of the blade. Finally, the values of the blade metal

temperature reductions for a multiple hole system will be far greater than those

presented in this chapter. I



190

10 EXPERIMENTAL Cd MEASUREMENTS

In addition to the heat transfer measurements made during the experimental pro-

gram, the hole discharge coefficients were also measured. The discharge coefficient

parameter is important in the proper sizing and placement of film cooling holes so

that the correct amount of coolant flow is provided to obtain the desired "blowing

rate" (or suction rate from the internal cooling perspective). As demonstrated in

Chapter 9, the "blowing rate" (or SR) strongly influences the blade metal temper-

ature; providing a "blowing rate" too low might result in local "hot spots" while

providing one too high might lead to coolant jet penetration into the hot freestream.

Both of these would lead to a shortened blade life.

The discharge coefficient parameter relates the actual flow passing through a hole

to the flow that would pass through a hole in the ideal case. It is defined as

Cd--

To evaluate this expression, the actual mass flow rate through the hole was measured

using the orifice plate described in Chapter 4, while the ideal mass flow rate was

calculated using measured pressures. For the ideal case, the total pressure between

stations I (in the main duct) and 2 (at the hole exit), as shown in Figure 3.2, would

be constant. The ideal velocity at station 2 (the hole exit) was therefore calculated

using Bernoulli's equation

u,_,2= ( P,,2- -Wl P2)

,PP
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where

Pt2-i&eU = PAl

Of course in the actual case, the total pressure does not remain constant between

the main duct and the hole exit because of flow separation at the sharp-edged hole

entrance and the "pipe" friction along the length of the hole.

10.1 Previous Work

Substantial work in the area of discharge coefficients has already been accomplished.

Rohde, Richards, and Metger (1969), conducted an extensive series of tests to

determine the effects of various flow and geometric conditions on thick plate orifices

with the approach flow perpendicular to the orifice axis. Hay, Lampard, and

Benmansour (1983) were the first to examine the combined effects of mainstream

and coolant crossflows on film cooling holes. Tillman and Jen (1982) studied

the discharge of air from holes in a cylindrical model representing the leading edge

region of a turbine blade. Tillman, Hartel, and Jen (1984) extended the study

to include blades with internal inserts running the spanwise length of the blade.

Chu, Brown, and Garrett (1985) combined impingement and film cooling hole

geometries. The early results from Rohde et al were later validated by several of

the other workers.

[L
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10.2 Experimental Results

The experimental values of Cd are plotted versus the velocity head ratio in Figure 10.1

along with the results from Rohde et al (1969). The velocity head ratio, defined

as

velocity head ratio = (P - P2)
(P11 -PI)

was placed on the z-azis to be consistent with Rohde who used it to correlate data

for a wide range of gas temperatures. The velocity head ratio is simply one way of

describing the pressure drop across the hole; it can be thought of as the ratio of

the ideal velocity (or dynamic) head for the hole flow to the velocity head for the

main duct flow. A comparison of the results from the present work with Rohde's

results shows good agreement even though Rohde's hole had an Lh.,.1D of 4 while

the holes in the present study had L;,p./D's of 10. This was expected since both

Hay et al (1983) and Tillman et al (1982) found that increasing the Lh,.ID

above 4 did not effect Cd. This is because the losses associated with non-isentropic

turbulent mixing downstream of the separated region are much greater than the

frictional losses associated with flow through a pipe. Therefore, increasing the hole

length to 10 hole diameters does not significantly affect C1 since the major losses

occur within the first four diameters of the hole entrance.

Figure 10.1 also shows that the results from the present work diverge from Ro-

hde's near a velocity head ratio of 50 which corresponds to relatively high values of

SR. The difference in these results is probably due to the differences in the main

duct geometries used in the two studies. Rohde's main duct was circular in shape

P . II
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.•ELCP ' "E.D -. -

Figure 10.1: Comparison of discharge coefficient results with other worker's

results.

with an inside diameter four times the diameter of the extraction hole. It is possible

that during high levels of hole suction that a significant amount of flow was drawn

into the hole from the lateral direction in the wide two-dimensional main duct which

was clearly impossible in the narrower main duct of Rohde's study. Both the sig-

nificant heat transfer enhancement observed in the lateral direction and the results

from the flow field studies support this view.

Figure 10.2 shows the effect of hole inclination angle on Cd. Since the hole Lh.1

was 10 for all four inclination angles, the differences between the Cd values are due

exclusively to the separation effects at the hole entrance. As expected, the Cd for the

I5O* hole was always the lowest since the flow turning angle was the largest. Also

Tj



10 EXPERIMENTAL CD MEASUREMENTS 194

f.30 DGGRau HOW 90 DEG

150 DEG

S~ ~0.6 .............................

90 DEGREE HOLEW ~ EA

"0 .4 ..... ....... ........... . . . .. .. . . . . . . . .IIDEWAYS HOLS 30 DEG
U ISO DEGREE HOLE

C-)

C I I I I

2 4 8 Ia 32 64 12S

VELOCITYh HEAD RAMIO, (Pol-P2)/Pol-P1)

Figure 10.2: Effect of hole inclination angle.

expected were the high values of Cd for the 300 hole since the flow turning angle was

the smallest.

An unexpected result, however, was the cross-over in Cd values that took place

between the 300 hole and the 900 hole. At a velocity head ratio of around 12, the

900 hole Cd became larger than the 300 hole Cd. Referring back to the parametric

study of hole Cd' by Rohde et al (1969), a similar cross-over was observed in a

comparison between a 90* hole and a 450 hole as shown in Figure 10.3, although no

explanation for this phenomenon was given. Figure 10.4, however, does illustrate the

probable explanation. For the 900 hole at low SR'j a fairly large region of separation

exists at the upstream hole edge. At high SRks, however, when the stagnation is

positioned downstreaw,- of the hole, the separated region extends around the entire I
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Figure 10.3: Effect of hole inclination angle from ROHDE, RICHARDS,

and METGER (1969)

hole perimeter. The total e"tent of the beparation at the higher SR is smaller than

at the lower SR because of the more favourable pressure gradient for the flow passing

into the hole. For the 300 hole, however, the situation is slightly different. At low

SR's, the region of separation at the upstream hole edge is small because of the

smaller flow turning angle. At higher SR's, though, when the stagnation point is

positioned downstream of the hole, the reverse flow has to turn through a 1500 angle

to enter the hole. The resultant increase in the extent of the separated region is the

most probable cause of the observed dip in the values of Cd.

The uncertainty in Cd was within 3.7% while tie uncertainty in the velocity head

ratio was within 3.5%.
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Figure 10.4: Explanation for the Cd cross-over.
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11 CONCLUSIONS

The important conclusions drawn from the experimental, analytical, and computa-

tional investigations of this hitherto unresearched subject are now summarized. The

following three main subjects are addressed: the salient results, the mechanisms re-

sponsible for heat transfer enhancement, and possible extensions of this work which

might form the basis of future research.

11.1 The Salient Results

The detailed heat transfer distributions near the entrance to a film cooling hole

were measured and presented in this thesis for the very first time. Significant heat

transfer enhancement was observed downstream of the hole covering an area with

approximate dimensions of 2D X 6D. The local values of enhancement factor (EF)

were as high as 6.5 while the area-averaged enhancement factors (EF) went up to

2.15. The level of heat transfer enhancement was found to be strongly dependent

upon the flow extraction rate, quantified in the present work by the suction ratio

(SR). This parameter was more important than any of the others; in fact, for

SR's less than two or three it was the only parameter that mattered since the area-

averaged enhancement factor (E--F) for a given SR, was virtually the same regardless

of the hole inclination angle, the duct Reynolds number (Re,), and the upstream

velocity and temperature profiles (over the range of conditions tested). The hole

inclination angle was important at SR's greater than two, insofar as the RP for the

150° hole dropped below the others.
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11.2 The Mechanisms Responsible for Enhancement

Obviously the enhanced heat transfer near the entrance to a film cooling hole is the

result of a complex combination of boundary layer removal and three-dimensional

flow features. Fortunately, the detailed pictures of heat transfer distribution provided

by the transient liquid crystal measurement method along with the results from

experimental and computational flow field studies have provided clues as to what

the operative mechanisms are. These mechanisms are now summarized.

Figures 11.1 and 11.2 point out the mechanisms that are likely to be dominant

locally in each of the enhancement regions for two different flow regimes: at relatively

low SR's when the stagnation point is located at the downstream hole edge (SR <

4.2 for the 900 hole) and at relatively high SR's when the stagnation point is located

downstream of the hole. Upstream of the hole for both flow regimes the enhancement

is due to local acceleration of the flow drawn into the hole. Also for both flow regimes,

enhancement downstream of the hole is due mainly to the removal of the upstream

velocity and temperature boundary layers and the subsequent increase in the local

gas temperature gradient at the wall.

The boundary layer downstream of the hole was found to be laminar in nature.

The two-dimensional analytical predictions for the heat transfer downstream of a

slot which were based on the assumption that a new laminar boundary layer began

to form at the downstream slot edge were in gcod agreement with the measured

experimental values. However, the effect of the three- dimensional flow field fea-

tures became apparent when similar two-dimensional predictions were performed

I



11 CONCLUSIONS 199

downstream of the hole. The predicted heat transfer values were slightly below the

measured experimental values. However, the laminar prediction could be used to

provide conservative, first-order estimates of the heat transfer downstream of the

hole. Much better agreement between the predicted and the experimental values

might be obtained by analytically accounting for the surface streamline divergence

downstream of the hole.

For the low SR flow regime, as shown in Figure 11.1, the single lobe contour

shape illustrates the effects of boundary layer thinning due to downwash from a

vortex pair along the axial centreline and to surface streamline divergence on either

side of the axial centreline. For the high SR regime, as illustrated in Figure 11.2, the

lobed contour shape still corresponds to the location of vortex downwash; but since

the distance between the vortex pair is greater the downwash occurs in two separate

areas on either side of the axial centreline, rather than right along the centreline as

before. The peak in heat transfer is still located at the downstream hole edge even

though the stagnation point is located as far away as 0.5D downstream. The reason

for this is the very high level of acceleration experienced by the reverse flow drawn

back into the hole.
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local acceleration of flow entering the hole

stagnation point

t removal of upstream velocity and thermal boundary lay(
t downwash region of vortex pair
1 surface stream line divergence

Figure 11.1: Mechanisms of enhancement for low SR's.

local acceleration of flow entering the hole downwash region of vortex 1

downwash region of vortex 2

very high local acceleration of reverse flow entering the hole

Figure 11.2: Mechanisms of enhancement for high SR'a.
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11.3 Extensions of the Present Work

The present work provides a starting point for a great number of interesting and

worthwhile extensions. Listed below are just a few that the author feels may be of

particular importance:

"* Multiple hole effect.- film cooling holes are often spaced 2 or 3 hole diameters

away from each other in single rows or staggered multiple rows. Further ex-

perimental (and computational) work needs to be performed to examine the

effect of the interaction between the holes.

"* Heat transfer within the hole- liquid crystals applied on the inside surface of

the holes in the present work revealed a number of complex, but highly or-

ganized enhancement patterns which were strongly dependent upon SR and

inclination angle. A sample of these patterns is given in Figure 11.3 in the

form of time-elapsed photographs of the colour play within the entrance re-

gion of the 900 hole for SR = 3.47. The blade metal temperature predictions

in Chapter 9 showed that the cooling contribution made by the hole was ex-

tremely important for determining both the maximum metal temperature and

the temperature gradients. The inside hole results from the present work indi-

cated that there were strong circumferential variations of the hole heat transfer

which may have important implications for accurate blade temperature pre-

dictions. The double liquid crystal method could be used to calculate both the

local value of h and the local driving gas temperature.
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I Figure 11.3: T i-qwap.ed photosuiphs of the colour play within the en-

trance region of the 900 hole for SR = 3.47.

J2.
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* Flow diagnostics for the 1500 hole- the heat transfer enhancement contours

for the 1500 hole revealed features unique to this particular inclination angle

including peak heat transfer in oval shaped regions off of the axial centreline

and a four-lobed contour shape. More flow field studies need to be made to

establish the precise reasons for this phenomena.

AV
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APPENDIX A- DETAILS OF THE THERMODYNAMIC
MODELS

A.1 Flight condition

The flight condition was chosen to be Mach 0.7 at a standard altitude of 29,000 feet
so

M0 = 0.7

T, = 233.3 K

A.2 Gas constants and recovery properties

The gas constants for the air upstream of the burner are

-yc = 1.4

J
C, = 996.5 kg K

while the properties of the flow leaving the burner (after fuel addition and combus-
tion) are

-yt = 1.35

C, = 1098.2k k K

Other important equations involving gas properties are

C;.

R = •--c,.

ao = yJjTo
Uo = Moao

The recovery properties are given by

Tto "+7-'M
TO 0  21

7 r, = - =

pa
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A.3 Inlet (or Diffuser)

1 2

--- 4

The diffuser is an adiabatic device with no shaft work interactions so an energy
balance yields

T, 1

There is a small total pressure loss due to wall friction so

7rd = = 0.96

A.4 Compressor

23

An energy balance on the compressor yields

We---m. CP(T13 - T,2 )

The value of compressor pressure ratio

POa
P12

was varied from 10 to 40 to represent the possible design choices. The total temper-
ature ratio is

* Tt2
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where e. is the polytropic efficiency of the compressor which was set to

e. = 0.88

Polytropic efficiency, rather than isentropic efficiency, was used for the compressor
and turbine so that the losses could vary with the respective pressure ratios. Ob-
viously, the isentropic efficiency for a compressor operating at a high pressure ratio
is less than that for a compressor operating at a lower pressure ratio. As Oates
(1984) points out, the use of polytropic efficiency reflects the estimated behaviour
of a family of compressors designed to different pressure ratios, through the use of
different numbers of compressor stages. It does not reflect the expected behaviour
for a given compressor operating at a different Mach number or altitude.

A.5 Burner

An energy balance yields

(,it - mi%)Cp.Tu3 +76 r m1 hf (in - mez + in,)CPt.T94 .

where %/ is the burner efficiency and Cp,, is the specific heat for the air/fuel/products-
of-combustion mixture leaving the burner. The burner efficiency was assumed to be

ib = 0.97

to account for incomplete combustion. The "heating value" of the fuel is

hj = 4.5357(10') J/ k9

The fuel-to-air ratio was defined as

tit.
f=m;

and the percentage coolant flow as

S•C =
S~Mo

Ar
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Substitution into the energy balance equation yields

f= (I-E) I __ - ---

CeTo -- r

where

The total pressure decreases across the combustor because of viscous effects within
the combustion chamber and constant-area heat addition so

PM4
7rb = PO. = 0.98

A.6 NGV

ruO- r1Y+ rif)CptaTt4a rho- 0dC+ mfif) CptaTt4b

The flow through the NGV's was assumed to be adiabatic so

Tt4b
T NGV -- = 1

but frictional losses are present so

7rNGV = 0.995

A.7 Coolant valve

ic CpcTt 3a .d•1c CPCTt3b

An energy balance yields

TMdvT13
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The total pressure drop across the coolant valve was assumed to be equal to the
total pressure drop across the burner and NGV so

7r,,,, = 0.975

A.8 Adiabatic, constant pressure mixer- model 1

(too -r o + m')CtoT14 b F[ .... -- 1
rni-j I (7n0 + 7)C1,6T,4.

I I
_ I

An energy balance yields

(F". - in0 + mt)GPt.Tt4b± litc C~Tt = (ins + ?mf)C~tbTt4 c

where Cptb is a mass averaged value of specific heat to account for the mixed streams
of coolant and combustor flow

C.. = eC,0 + (1 - C)C,,,

After substitution, the energy balance can be expressed as

Tmzr== - 1) (C~p:G) [l + f - ,±,,.. Te.b (-+/) \ C 4,/ I '

The mixing process was assumed to be a constant pressure process so

Pt 4c

Pt4b

A.9 Valve to account for aerodynamic penalties

( ho f) CptbTt4c (rho+ mlif CptbTt4d

Unfortunately, film cooling causes certain aerodynamic losses which must be con-
sidered in any ieaJistic thermodynamic model. These losses are associated with the

•PP u w . m I II I A
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emission of flow from the film cooling holes in the NGV blades which changes the ef-
fective blade profile. There are also losses stemming from the non- isentropic mixing

of the coolant stream and the hot freestream. These losses can be modelled approxi-
mately as a total pressure drop which is dependent upon the percentage coolant flow
(e)

7rpeni,•t = 1 - 0.2c

This relationship allowed for a 2% drop in total pressure when c = 10%.

A.10 Turbine rotor- model 1

(k+ rhjf) Cptb Tt4d- - - _ o+ rf) CptbTtS

4d /I 5

_A*
Wturbine

An energy balance yields

Wtb= (rh. + mh)C,,6(T,4 d - TO5)

The power balance between the turbine and compressor yields

where 1,• is the mechanical efficiency to account for bearing losses

Tim = 0.99

Substitution yields

7mo Cp(T,3 - Tt2) - irh,(to + mL)Ctb(T14d - Ts)

and eventually

•-I.,1= 1 + , ( 1)•- i-+f)( g,.)r,,.. i"j
The pressure drop across the rotor is therefore given by

where -'a, is a mass averaged value to account for the mixed streams

-,tb= E- + (1 - Y

and e, is the polytropic efficiency of the turbine

et = 0.91
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A.11 Nozzle

{too+~ ~ ~ ~ ( +mr) Ctbt -(rom)6%+~ Ch)Ct~51 0 ptbTt6

5 6I I

The nozzle was assumed to be adiabatic so
T,0

f~zl -Tt15-1

However, there are some frictional losses so

7ro.,l. = 0.99

Finally, the flow was assumed to undergo a perfect expansion through the nozzle so

Pe = PO

A.12 Intermediate values

Ps PO
-__ = l•r fdIe,

1
TrTd-,r NGVpenaUty lr,oo, 7r,

M. U--i.& 
1/2

_os - I b -••TA',,,mi", rT oto, 1 VIUo -1)t R. C1) Pa

A.13 Specific thrust and thermodynamic efficiency

Th .. . . . . . Oil. +6if)1

The momentum equation yields

F = (,n. + ,n)!)U6- m,. U0

where F is engine thrust. This equation can be put in terms of known quantities to
obtain the expression for specific thrust

[( + f) MoUs -. ]
Mo Uo
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Finally, thermodynamic efficiency is
(~to + m,)U- mh U2

71th 2 00.t2 mh,

which can be reduced further to

(7 +f)US - U01

2fh,

An analysis of Model 2 revealed that all of the equations presented so far for
Model 1 remain applicable for Model 2 except for the equations involving the rotor
and mixer. The appropriate equations for those components are listed below and
were substituted into the final equations given above for the specific thrust and
thermodynamic efficiency calculations for Model 2.

A.14 Turbine rotor- model 2

(0rh- mc+ tf) CptaTt4c - - (- 0--lc+ - -f) CptaTtSa

4c I

Wturbine
An energy balance yields

Wt,,,= (1ko - m0 + rh,)C¢o.(Tt4 c - Its)

The power balance between the turbine and compressor yields

7h. Cm(Tt3 - Tt2) v,7,d(mo - m0 + m,)C,,t(TW4 - TISo)

which can be simplified to

Th"resr - af g
The pressure drop across the rotor is therefore given by

S=l . .... . ... O#
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A-15 Adiabatic, constant pressure mixer- model 2

(Yie, - the + rfl)CPj0 Tt~s0

Yk: CwTtab I 
--i I 5b3bII

An energy balance yields

(ih. - mit, + rhf)Ct-Tt5 0÷ mk C,,j, 3b =(in., + mf)CPtfiTts6
which can be simplified to

r~i" :f , = I P. 1+ f -+ -rT,5., (1 +f) C'
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APPENDIX B DETAILS OF THE UNCERTAINTY
ANALYSIS

Appendix B presents the details, results and discussion of the uncertainty analysis
for h.

B.1 Moffat-Kline method

Moffat (1982) discusses two ways of describing the relative uncertainty in a final
experimental result (R) which is a function of N measured quantities

R = R(xl,z2,.... ZN)

Worat case situation :

AR 181 1 OR , 1 OR 1 (-- -= --- z + -- Az 2 +... 0--ANZI B1

11+ Rin V02 R(B.1)

Constant odds case :

(R 181 \9 al2 (181 ORA 2 (1811 V 112 (B2
A- R_ & 1  / Z &2Ra~ R \RZN Nf(B2

While the value calculated by the worst case method would be useful if the
penalty for being wrong is catastrophic, most engineering purposes are served well
by using the constant odds method. This method assumes that each of the zs is
independent, comes from a Gaussian distribution, and possesses the same level of
odds. If these conditions are met then the Root-Sum-Square equation reproduces
the same level of odds in equation B.2, the final result for A-.

The question then becomes one of finding the correct or appropriate values of
Azxa to use. Moffat describes three replication levels to be used as a guide in deter-
mining what should be included in Az: . The most appropriate level for use in this
work is the Nth Order replication level which is useful for assessing the significance
of differences between results from different experiments and between computation
and experiment. This level of replication includes the uncertainty contributions from
three separate sources:

1. interpolation (or instrument precision) uncertainty

2. unsteadiness effects (timewise variation or instability)

3. instrument calibration uncertainty

The uncertainties from these three sources are combined using the Root-aum-square
equation

,,.,,, = [(Az,,,) + (A:,,,) 2 + (",,.s)'] 11'

To evaluate the derivatives in equations (B.I) and (B.2), which are effectively

the mi-Senuitivity Coefficients, the "Jitter" Program described by Moffat was

L . ~ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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I vue
time 3 seconds 0.2 seconds 7 3.3%

T'. 90.0 "C 0.3 *C 0.5%
T,.i"W 20.0 OC 1.0 °C 5.9%
. 36.2 °C 0.3 °C 2.3%
(1 569 w -sec/2, 29 .J-sec"2  5.1 %

__m3KK _mI

overall uncertainty (constant odds) . .7.

overall uncertainty (worst case) + i17.1 %

Table B.I: Contributions of individual measurands for a typical high value of heat
transfer coefficient.

z, value -Am,- IL
time 90 seconds 1 0.2 seconds E 0.1 %
IT.. 90.0oC 0.3 -C 0.5%

T,,•ti 20.0 OC 1.0 °C 5.9 %

S36.2 °C 0.3C °_2.3_ %
569 .. pxsec1 2 29 r.-gsec1/7 5.1 %

overall uncertainty (constant odds) 8.8.1 %

overall uncertainty (worst case) +- 13.9 % -J

Table B.2: Contributions of individual measurands for a typical base-level value of
heat transfer coefficient.

used. This program involved perturbing ("jittering"?) each measurand numerically
to determine its effect on the final result as shown in the following equation:

OR (R,,+., - &R4.,_

The results of this analysis are shown in the two tables above; Table B.A contains
the results for a typical high value of h with a colour play time of 3 seconds while
Table B.2 contains the same information for a typical base-level value of h (h.) with
a colour play time of 90 seconds.

For both cases the major contributor to the overall uncertainty was the initial
temperature of the perspex substrate. Unfortunately it was not possible to prevent
the test section from heating slightly during the flow bypass stage of the experi-
mental procedure. Even though the bypass duct was carefully insulated, enough
energy managed to escape from the bypass duct to heat the ambient air, thereby
causing the perspex wall temperature to rise 0.7 to L.0C over the 20 to 30 minute

Z
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time period required for the air flow to reach steady-state. As mentioned previously,
wall thermocouples were used to measure the temperatures on the inside and out-
side perspex wall surfaces both during the bypass phase and later during the test
itself. Because of the "flow feedback" feature which allowed ambient air to travel
backwards through the test section during the bypass phase, both surfaces increased
in temperature at about the same rate (the typical temperature difference between
the inside and outside surface was less than 0.20C). However it was still possible,
although unlikely, for the middle of the wall to be at a lower temperatures. An
independent check, which is to be discussed shortly, shows that the initial wall tem-
perature was essentially uniform at this new, slightly elevated level. The value of
the inside wall surface temperature immediately before flow triggering was the value
used to calculate h.

The second largest contributor to the uncertainty in h was the thermal product
(V'T) of perspex. The value of this constant and it's associated uncertainty was
measured and reported by Ireland (1987). The remaining measurands were all
minor contributors with values below 3.5%.

B.2 Saabas-Arora-Abdel Messeh method

Saabas et al (1987) argue that the Moffat-Kline approach towards uncertainty
analysis is not appropriate because in transient tests not all measured quantities form
a Gaussian distribution about the true value as they usually do during steady state
tests. While the measured quantities still have random components of uncertainty,
additional fixed or biased components also contribute in ways that make it impossible
or impractical to separate the two types.

In the present work's experimental situation, some sort of bias might possibly
have affected the following three measurands:

" ATj,," might possibly have had a positive bias since the deviation of the
measured value from the true value was likely to be positive. As mentioned
previously, the value of Tww used to calculate h was the value measured
immediately before tunnel triggering. Although there is reason to believe that
the wall temperature was essentially uniform, it was possible that the temper-
ature within the middle of the wall might have been slightly lower than at the
surface.

"* Atme might also have had a positive bias since the flow triggering and ini-
tialisation did not take place instantaneously. By assuming that it did, the
measured value of time was slightly larger than the time that the flow was
actually sensed by the test wall surface.

S ... might have had a negative bias. Even though the thermocouple stem
conduction losses and the radiation losses were shown to be negligible in mag-
nitude, the measured values of the gas temperature were still slightly less than
the true value.
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Since this is a "worst case" examination of the effect of bias, the entire value of
Azi for each of the above is considered biased and is given the appropriate sign. The
remaining two measured quantities, the liquid crystal colour play temperature and
the thermal constant for perspex, did not possess any detectable bias. Both positive
and negative values of the uncertainty for each of these two measurands are therefore
considered in the following analysis.

To evaluate the relative uncertainty in h, Saabas proposed the use of the total
differential as shown in the following. The exact solution to the semi-infinite, one-
dimensional conduction equation used in this work is

9 = 1 - ezp(i3') [1 - erf(f3)] (B.3)

where

a ((B.4)(T'.. - T•.,,t

and
h - v/(B.5)

Since h can not be solved for directly, the total differentials of (B.3) and (B.4)
are obtained

AG = -2-T + 00 ATj,,, + 80AT". (B.6)O80I 8O~i OT.0

and

Ae = -Ah+ -At + k0P- (B.7)
Th i (BV.7)c

Equating (B.6) and (B.7), then solving for Ah yields

Ah= I WLT + 0,A~i + 89 T.
1( OOt 89T...

MD t - 00a /PCk) (B.8)

Each of the derivatives in (B.8) is now evaluated.The derivatives of 9 with respect
to the three temperatures are

8 (B.9)
89 _ (T,I- T,,) -+

80I (T." - Tf-'i) -I+ 0
+ (B.10)

OT.- (To.. - Tiit) (To,.0- T ) Me.- TZ.0)

80 (T." - Tii) _ (B.11)&TI..- (To. - T.-,), (T,- - TWO
To evaluate the derivatives of 0 with respect to 9, V/'I, and h, the chain rule is

Sj employed. Therefore,

t2~
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L9t -IO C90 (B.12)

09 89 8(300 ae ap O(B.13)

890 o098(3Oh = a# (B.14)

To evaluate the first term in equations (B.12),(B.13), and (B.14), reference
is made to the Handbook of Mathematical Functions, (p.298) to determine
that

derf(0) = 2 ezp(-#,) (B.15)

Therefore

89 20 ~(#)1 2 2-=-2( exp132)[I - erf(3)] + - 8 -2((1- 0) + 7 (B.16)

The second terms in (B.12),(B.13), and (B.14) are

a# = 1 h
at 2 (vp/• v') (B.17)

8v-9 = (v/-•) (B.18)

80 vrt (B.19)

Substitution of the derivatives back into (B.8) yields the final analytical expres-
sion for Ah.

Ah= AT,., + (0 1)ATjm - OAT,.,

[20(3(- 1) + ý;J (ý) (T,.. - Ta

Finally, dividing by h, the expression for the relative uncertainty is obtained

Ah AT,, + (0 - 1)ATi., - OAT,..
h [2#2(o-1) + /] (Te - Tim8 )

-I (A) + '" - )0 (B.21)

The uncertainty contributions for each of the measurands were calculated using
this equation and are fisted in Table B.3. One thing immediately becomes apparent;
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r-Z, ] value biased iz j i * 1
time 3 seconds +0.2 seconds -3.3 %
time 90 seconds +0.2 seconds -0.1 %
T.. 90.0 °C -0.3 0C +0.5 %

Ti,,,, 20.0 6C +1.0 °C -5.9 %
Tepa, 36.2 *C +0.3 *C +2.3 %

Tc•W..a 36.2 °C [ -0.3 °C -2.3 %
vp 569 w--aec1 l2  +29 m=--SeCI/ 2  +5.1 %
v 1569 _3ec1/21 -29- ecI2 -5.1 %

Table B.3: Contributions of individual measurands calculated using the method of
Saabas et al.

the contributions for each measurand calculated using this method are precisely the
same values as the contributions calculated using Moffat's Jitter Program except
that the values in Table B.3 possess a positive or negative sign. Therefore, the only
difference between the two methods is how the contributions are combined to yield
the final uncertainty value. Furthermore, the signs of the contributions listed in
Table B.3 seem reasonable:

"* Overestimating the time to reach the colour play temperature resulted in un-
derestimating h.

"* Underestimating the gas temperature resulted in overestimating h.

"• Overestimating the initial temperature resulted in underestimating h.

The final combined relativeuncertainty values are given in Tables B.4 and B.5, for
colour play times of 3 seconds and 90 seconds, respectively. Four values are given for

each time to account for the four possible combinations of -+ V/pT and + AT,..a
since those quantities to do not have any detectable component of biased uncertainty.

During the interpretation of these results, it should remembered that the sign
of the bias was applied to the total value of A&i so the results given in Tables B.4
and B.5 represent the "worst case" situations for the possible effects of biased un-
certainties. For the case of a positive Ar/l the estimated overall uncertainty using
the method is very small because of cancelling errors; the uncertainty contribution
from V/e cancels the contribution from T,,.,.a . Unfortunately, for the case of a
negative Avrp the uncertainty contributions of V/• and Ti..w have the same
sign which results in large values of overall uncertainty. Another interesting con-

clusion produced by this method is that the values of h presented in this work are
likely to be less than the true values. This might be a source of reassurance since
underestimating the cooling effect is probably more desirable from a cooling passage
design standpoint than overestimating it.

_ _____
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V~_("ime= 3 seconds) Ir+AT,_., j_I
+ A ,pc 1 -1.3 % -5.9 %
-A'pc 1 -11.5 % -16.1 %

Table B.4: Results considering biased uncertainty contributions for a typical high
heat transfer coefficient.

i m 90 seconds) -AT.,.0,.

+A7pc +1.9 % -2.7 %
-A /pck -8.3 % -12.9 %

Table B.5: Results considering biased uncertainty contributions for a typical baseline
heat transfer coefficient.

B.3 An independent check provided by a second liquid crys-
tal coating

As shown previously in Chapter 5, a mixture of two liquid crystal substances was
applied to the test surfaces on three out of the four hole configurations as well as
the slot configuration. The thermochromic properties of the second liquid crystal
substance were such that it changed colour at a temperature approximately 50C
higher than the first liquid crystal substance. Therefore, the double crystal method
produced two complete sets of isothermal contours for every test. Of course, the first
series of contours to appear during the test reflected the lower liquid crystal colour
play temperature as the wall surface temperature rose above the room temperature.
Later, as the wall surface temperature continued to increase, the second series of
contours occupied precisely the same positions as the first contours. Therefore,
for each contour position, two times were observed and recorded directly from the
video. As shown in the following, the ratio of these two observed times should be
constant for any given test. The calculation of this time ratio served as a useful
test to examine the effects of parameters whose influence might change with time,
including the effect of neglecting the time due to flow initialization at the beginning
of the transient test, the uncertainty due to a nonuniform Taw, the influence of
the changing upstream thermal boundary condition, and the error caused by two-
dimensional conduction.

The following argument shows that the ratio of the two colour play times for each
isothermal contour position should be constant. The solution to the one-dimensional,
semi-infinite conduction equation is given again below

-1-eeop/ [1 - erf(/)]

The double crystal method provides two values of 0 corresponding to the two colour
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change temperatures

(To,. - Tt.) (T)M . - Tp, ,, )

The solution then provides two unique values of corresponding to the two values
of O

The solution is based on the assumptions that the values of h, Tg.,, and V remain
constant with time and that the entire wall is initially uniform in temperature at
T,.. Therefore, equating h yields

t2/t = _= constant

This equation can be used to predict the value of t2 /t1 by calculating #1 and #2
using the measured values of T9.o, Ti•,, , Tervatc 1 , and T•.,, 2 . This predicted
value can then be compared to the observed value of t2/tl taken directly from the
video. The simplest check, however, and one that should be made immediately after
the installation of any new test section, is to verify that t 2 /tl is constant at all of
the positions (and therefore for the duration of the test). This check does not even
require any temperature instrumentation as only the times recorded from the video
are used.

Figure B.1 shows typical results for the 1500 hole, the 300 hole, and the slot
configurations, respectively. As shown in Figures B.1A and B.1C, the observed
values of t 2 /t 1 are almost constant (standard deviation is less than 3%) and very
close to the predicted values. The slight amount of scatter in the observed values
can be attributed to the experimental uncertainty associated with picking the exact
moment when the second contour matches the shape and position of the first contour
due to the finite thicknesses of the contours. However, for each configuration, the
average of the observed values of t2/t, is very close to the predicted value.

These results answer several concerns involving experimental uncertainty includ-
ing the effect of neglecting the flow initiation time at the start of the transient test.
The flow initiation time which is on the order of 0.1 to 0.2 seconds was assumed
to be negligible relative to colour play times on the order of 3 to 90 seconds. The
time ratio results shown in Figures B.1 support this assumption. If accounting for
the flow initiation time was important, the observed values of tz/t1 would have been
above the predicted values in the region near the hole edge (the errors in time being
more apparent at the shorter colour play times). No such variation was observed, as

* the actual ratio remained almost constant.
Another concern addressed by the time ratio check was the effect of a possible

"*1 non-uniforminitial temperature. If a significant depthwise variation in Ta.WW existed,
it would show up as a long term variation in t3/tI as the thermal pulse passed

* through zones of different temperature. It appears that the uncertainty in Ti,,• of
S I1IC resulting in an uncertainty contribution of 5.9% may have been overstated. This

.II
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Figure B.I: Observed versus predicted values of the tinie ratio for the A.)
150° hole. B.) 30" hole. C.) alot configuration.
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sort of variation certainly did not appear in the time ratio results. If the entire wall+

was indeed uniform, then a more appropriate value of AT•,,t would be - 0.30 C
which would contribute only 1.8% to the total relative uncertainty resulting in

values of - 6.8% for the 3 second colour play and - 5.9% for the 90 second colour
play.

As mentioned previously, the definition of h is based on the assumption that
the thermal boundary condition can be approximated as an isothermal wall. Obvi-
ously each test begins with an isothermal boundary condition as the entire wall is at
Tj,•,j,, but wall temperature non-uniformities become present as the wall tempera-
ture begins to rise immediately after flow initiation. Although surface temperature
variations do exist in the fairly limited region of the test section, these temperature
differences are small relative to the driving potential (T9 ,. - T.,0 u). However, in the
inlet region of the duct, approximately 1.5 metres upstream of the test section, large
differences in surface temperatures exist due to the variation of h associated with
a developing thermal boundary layer. Ireland (1987) showed both experimentally
and analytically that this timewise variation in the upstream thermal boundary layer
had a negligible effect on the value of h at a point in the tunnel test section. This
is because the test section was sufficiently far away from the inlet region of the
duct that the influences of the changing upstream thermal boundary condition and
the associated wall temperature differences were not felt. All of this points to the
fact that h should remain constant with time for the duration of the transient test.
This assumption was an essential part in the argument above that the value of t2 /tl
should be constant with time. The results shown in Figure B.1, indicating that t2 /t1
does remain constant, support that assumption in accordance with the findings of
Ireland (1987).

Finally, the double crystal method provides a check for two- dimensional conduc-
tion. As shown in Figure B.AB, the values of t2 /t l for the 30 deg hole configuration
at z/D = 0.25 is 9% lower than the predicted value while the value at z/D= 0.50 is
3% lower. The reason for this is two-dimensional conduction in a very small region
downstream of the hole as shown in Figure B.2. The second crystal colour play
time is lower than predicted because the thermal pulse from inside the hole has had
enough time to reach and interact with the thermal pulse from the wall surface.
Obviously, the first crystal colour play time was used in the calculation of h since
there was less time for interaction between the two thermal pulses to affect the value
of h.

B.4 Uncertainty analysis summary

Initially the Moffat-Kline method indicated that the uncertainty was + 8.7% based

on an uncertainty in ATjn,•a of 1- IC. An independent check using the double-
crystal time ratios indicated that this level of uncertainty for the initial temperature
was probably overstated. Therefore the updated value of A- based on a ATj,,, of

- 0.3"C was - 6.8%. Finally as Moffat pointed out, one of the most reliable methods

Ui
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region of likely therrmal pulseIx interaction

Figure B.2: Possible thermal pulse interaction in the 300 hole configuration.

for resolving the uncertainties that exist in uncertainty analysis is to compare a
portion of one's own experimental results with an established correlation that has
"stood the test of time". The base-level heat transfer results presented earlier suggest+

that the uncertainty is within - 7%. Therefore 7% is the value of uncertainty that
is assigned to the values of h presented in this thesis. This is also in agreement with
the results of Baughn, Ireland, and Jones (1988), in which a direct comparison
was made between results obtained from the present method and those obtained
from the steady-state, heated coating method.

f



224

REFERENCES

Ainsworth, R.W., and Jones, T.V., 1979, "Measurement of Heat Transfer in
Circular, Rectangular and Triangular Ducts, Representing Typical Turbine Blade
Internal Cooling Passages Using Transient Techniques", A SME Paper No. 79- G T-40.

Andrews, G.E., Gupta, M.L., and Mkpadi, M.C., 1985, "Full Coverage Discrete
Hole Film Cooling: Cooling Effectiveness", International Journal of Turbo and Jet
Engines, Vol.2, pp.199-212.

Baughn, J.W., Ireland, P.T., Jones, T.V., and Saniei,N., 1988, "A Comparison
of the Transient and Heated- Coating Methods for the Measurement of Local Heat
Transfer Coefficients on a Pin Fin", ASME Paper No.88-GT-180.

Beacock, R.J., 1977, "Aerodynamics and Heat Transfer of Leading Edge Films",
Rolls-Royce Brochure No. 2D.-52D (Restricted).

Bonnett, P., 1989, "Liquid Crystals in Heat Transfer", D. Phil. Thesis, Univer-
sity of Oxford.

B.D.H Chemicals Ltd , 1986, "Thermochromic Liquid Crystals", Broom Road,
Poole, BH12 4NN, England.

Brown, A. and Saluja, C.L., 1978, "The Use of Cholesteric Liquid Crystals for
Surface-Temperature Visualisation of Film-Cooling Processes", J. Phys. E: Sci. In-
strum., Vol.11, pp.1068- 1072.

Byerley, A.R., Ireland, P.T., Jones, T.V., and Ashton, S.A., 1988,"Detailed Heat
Transfer Measurements Near and Within the Entrance of a Film Cooling Hole",
ASME Paper No.88-GT- 155.

Byerley, A.R., Ireland, P.T., Jones, T.V. and Graham, C.G., 1988, "Detailed
Measurements Near the Entrance to an Inclined Film Cooling Hole Inside a Gas
Turbine Blade", UK National Heat Transfer Conference (IMechE), Glasgow, UK,
Paper No. C18/4188.

Byworth, S., 1986, "Design and Development of High-Temperature Turbines",
The Rolls-Royce Magazine, No.29.

Camci, C., 1988, "An Experimental and Numerical Investigation of Near Cooling
Hole Heat Fluxes on a Film Cooled Turbine Blade", ASME Paper No.88-GT-0.

* i

( 9



225

Chu, T., Brown, A. and Garrett, S., 1985, "Discharge Coefficients of Impinge-
ment and Film Cooling Holes", ASME Paper No.85-GT-81.

Clifford, R.J., Jones, T.V., and Dunne, S.T., 1983, "Techniques for Obtaining
Detailed Heat Transfer Coefficient Measurements within Gas Turbine Blade and
Vane Cooling Passages", ASME Paper No.8S-GT-58.

Cooper, T.E., Field, R.J., and Meyer, J.F., 1975, "Liquid Crystal Thermography
and its Application to the Study of Convective Heat Transfer", ASME Journal of
Heat Transfer, Vol.97, pp.442-450.

Crane, R.I., and Sabzvari, J., "Liquid Crystal Mapping of Laminar Convective
Heat Transfer in the Presence of G6rtler Vortices", UK National Heat Transfer Con.
ference (IMechE), Glasgow, UK, paper number C101/88., pp.687-700.

Dunne, S.T., 1982, "A Study of Flow and Heat Transfer in Gas Turbine Blade
Cooling Passages", D.Phil Thesis, Department of Engineering Science, University of
Oxford, England.

Eibeck, P.A., and Eaton, J.K., 1987, "Heat Transfer Effects of a Longitudinal Vor-
tex Embedded in a Turbulent Boundary Layer", Journal of Heat Tranifer, Vol.109,
pp.16-24.

Ferguson, J.L., 1964, "Liquid Crystals", Scientific American, Vol.211, No.2.

Frisch, B., 1988, "Kryptonite they are not", Aerospace America, Vol.5, pp. 16 .

Goldstein, R.J. and Chen, H.P., 1985, "Film Cooling on a Gas Turbine Blade
Near the End Wall", Journal of Engineering for Gas Turbines and Power, Vol.107,
pp. 117.

Hay, N., Lampard, D. and Benmansour, S., 1983, "Effect of Crossfilows on the
Discharge Coefficient of Film Cooling Holes", Journal of Engineering for Power,
Vol.105.

Hippensteele, S.A., Russell, L.M., and Stepka, F.S., 1981, "Evaluation of a
Method for Heat Transfer Measurements and Thermal Visualisation Using a Com-
posite of a Heater Element ind Liquid Crystals", ASME Paper No.81-GT-f3.

Hippensteele, S.A., Russell, L.M., and Torres, F.J., 1985, "Local Heat-Transfer
Measurements on a Large Scale-Model Turbine Blade Airfoil Using a Composite of
a Heater Element and Liquid Crystals", Journal of Engineering for Gas Turbinei
and Power, Vol.107, pp.953-960.

,I



226

Holland, M.J., and Thake, T.F., "Rotor Blade Cooling in High Pressure Tur-
bines", J. Aircraft, Vol.17, No.6, Article No.80-4061, pp. 4 12- 4 18 .

Ireland, P.T., 1987, "Internal Cooling of Turbine Blades", D.Phil. Thesis, Uni-
versity of Oxford.

Ireland, P.T. and Jones, T.V., 1985, "The Measurement of Local Heat Transfer
Coefficients in Blade Cooling Geometries." A GARD Conference on Heat Transfer
and Cooling in Gas Turbines, CP 390 Paper No.28, Bergen.

Ireland, P.T. and Jones, T.V., 1986, "Detailed Measurements of Heat Transfer
On and Around a Pedestal in Fully Developed Passage Flow", Proceedings of the 8th
International Heat Transfer Conference, San Francisco, (Hemisphere), Vol.3, pp 975-
80.

Ireland, P.T. and Jones, T.V., 1987a, "The Response Time of a Surface Ther-
mometer Employing Encapsulated Thermochromic Liquid Crystals", Journal of Physics
E: Sci. Instrum., Vol.20, I.O.P Publishing Ltd, England.

Ireland, P.T. and Jones, T.V., 1987b, " Note on the Double Crystal Method of
Measuring Heat Transfer Coefficient", Ozford University Department of Engineering
Science Report No. 1710/87.

Ireland, P.T., Wang, Z., Jones, T.V., and Byerley, A.R., 1988, "A Cold Heat
Transfer Tunnel Employing Liquid Crystals for Measuring Full Surface Heat Trans-
fer Coefficients over Turbine Blade Passages", Proceedings of the 9th Symposium on
Measurement Techniques for Transonic and Supersonic Flows in Cascades and Tur-
bomachines, St Catherine's College, Oxford.

Jeal, B., 1988, "Moving Towards the Non-Metallic Aero Engine", The Rolls-
Royce Magazine, No. 36, pp.2 3 .

Jones, T.V. and Hippensteele, S.A., 1987, "High Resolution Heat Transfer Co-
efficient Maps Applicable to Compound-Curve Surfaces Using Liquid Crystals in a
Transient Wind Tunnel", ASME HTD, Vol.21, pp 17-25.

Kays, W.M., and Crawford, M.E., 1980, Convective Heat and Mass Trnsfer,
McGraw-Hill Book Company, New York.

Langston, L.S. and Boyle, M.T., 1982, "A New Surface-Streamline Flow-Visualization
Technique", J. Fluid Mech., Vol.125, pp.53-57.



227

Linsell, D.F., 1983, "Liquid Crystal Thermography for Visualization of Surface
Effects of Fluid Jets in Crossflow", RNEC- TR-83004, Royal Naval Engineering Col-
lege, Manadon, Plymouth.

Lloyd, S., and Brown, A., 1985, "Fluid Flow and Heat Transfer Characteristics
in the Entrance Region of Circular Pipes," ASME Paper No.85-GT.121.

Lloyd, S., and Brown, A., 1986, "Velocity and Turbulence Fields in Pipe En-
trance Regions in the Presence of Cross Flows," ASME Paper No.86-GT-119.

Mahle, R.E., 1988, private communication.

Makow, D.M., 1979, "Color Properties of Liquid Crystals and Their Application
to Visual Arts", COLOR researc&h and application, Vol.4, No.l., pp.25-32.

McDonnell, D.G. and Sage, 1., 1982, "New Thermochromic Liquid Crystals",
Advances in Medical Thermology, Plenum Press, p.305.

Metzger, D.E., and Cordaro, J.V., 1979, "Heat Transfer in Short Tubes Supplied
From A Cross Flowing Stream", ASME Paper No.79- WA/H.16.

Metzger, D.E. and Mahle, R.E., 1983, "Gas Turbine Engines", Mechanical Engi-
neering, pp. 44-52.

Metzger, D.E., and Larson, D.E., 1986, "Use of Melting Point Surface Coatings
for Local Convection Heat Transfer Measurements in Rectangular Channel Flows
With 90-deg Turns", Journal of Heat Transfer, Vol.108, pp.48-54.

Moffat, R.J., 1982, "Contributions to the Theory of Single- Sample Uncertainty
Analysis", Journal of Fluids Engineering, Vol.104, pp.2 50 .

Morland, L.C., 1989, "Mathematical Models for a Fluid Flow Arising in Turbine
Blade Cooling Passages", D.Phil. Thesis, University of Oxford.

Oates, G.C., editor, 1978, "Aerothermodynamics of Aircraft Gas Turbine En-
gines", USAF Report AFAPL TR 78-52, Wright- Patterson AFB, Ohio 45433

i I



228

Oates, G.C., 1984, Aerothermodynamics of Gas Turbine and Rocket Propulsion,
AIAA Education Series.

Petty, J.S. and Henderson, R.E., 1986, "The Coming Revolution in Turbine En-
gine Technology", Turbine Engine Division, Air Force Wright Aeronautical Labora-
tories, Wright-Patterson Air Force Base, Ohio, U.S.A. 45433.

Patankar, S.V., Basu, D.K., and Alpay, S.A., 1977, "Prediction of the Three-
Dimensional Velocity Field of a Deflected Turbulent Jet", Journal of Fluids Engi-
neering, Vol.99, p.7 58 .

Pitcher, I.C., 1987, "IBM Parallel Input/Output Card Interface and Junction
Technical Manual", Osney Internal Cooling Group pamphlet.

Rhee, H.S., Koseff, J.R., and Street, R.L., 1984, "Flow Visualization of a Recir-
culating Flow by Rheoscopic Liquid and Liquid Crystal Techniques", Ezperimenta
in Fluids, Vol.2, pp.111-118.

Rohde, J. E., Richards, H.T.,and Metger, G.W., 1969,"Discharge Coefficients for
Thick Plate Orifices with Approach Flow Perpendicular and Inclined to the Orifice
Axis", NASA TND-5467.

Rogers, T. and Hersh, A.S., 1975, "The Effect of Grazing Flow on the Steady
State Resistance of Square-Edged Orifices", AIAA Paper No. 75-493.

Russell, C.M.B., Jones, T.V., and Lee, G.H., 1982, "Heat Transfer Using Vor-
tex Generators", Proceedings of the Seventh International Heat Transfer Conference,
Munich, Fed.Rep. of Germany, Vol.3 pp. 2 83-288.

Saabas, H.J., Arora, S.C., and Abdel Messeh, W.A., 1987, "Application of the
Transient Test Technique to Measure Local Heat Transfer Coefficients Associated
with Augmented Airfoil Cooling Passages", ASME Paper No.87-GT-212.

Schultz, D.L. and Jones , T.V., 1973, "Heat Transfer Measurements in Short-
Duration Hypersonic Facilities. " NATO Advisory Group for Aeronautical Research
and Development (AGARD), AG165.

Schneider, P.J., 1957, Conduction Heat Transfer, Addison- Wesley Publishing
Company, Inc., Reading,Massachusetts, p.263.

I

4I



229

Simnonich, 3.C. and Moffat, R.J., 1982, "New Technique for Mapping Heat-
Transfer Coefficient Contours", Rev. Sc. Initium. , Vol.53, No.5, pp.678-683.

Sparrow, E.M., and Kemink, R.G., 1979, "Heat Transfer Downstream of a Fluid
Withdrawal Branch in a Tube", ASME Journal of Heat Transfer Vol.101.

Sparrow, E.M., and Ortiz, M.C., 1982, "Heat Transfer Coefficients for the Up-
stream Face of a Perforated Plate Positioned Normal to an Oncoming Flow", Inter-
national Journal of Heat and Mass Transfer, Vol.25, No.1, pp. 127-135.

Tillman, E.S., Jen, H. F., 1983, "Cooling Airflow Studies at the Leading Edge of
a Film-Cooled Airfoil", ASME Paper No.8S.GT-82.

Tillman, E.S., Hartel, E.O., and Jen, H.F., 1983, "The Prediction of Flow
Through Leading Edge Holes in a Film Cooled Airfoil With and Without Inserts",
ASME Paper No.84-GT-4.

Yeb, F.C. and Stepka, F.S., 1984, "Review and Status of Heat- Transfer Technol-
ogy for Internal Passages of Air-Cooled Turbine Blades", Nasa Technical Paper U2SE.

Zharkova, G.M., Kiselev, G.A., and Khachaturyan, V.M., 1986, "Liquid-Crystal
Heat Flux Indicators", Heat Transfer. Soviet Research, Vol.18, No.3, pp.135-139.

I f
Sfq


