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Preface

The purpose of this research was to investigate and compare the performance of C- and O-grid generation methods as applied to predicting the flow about a NACA 0012 airfoil. The Beam and Warming algorithm was employed to solve the Navier-Stokes equations as applied to a two-dimensional, viscous, compressible flow. Similar flow conditions were established utilizing both grid generation methodologies and the results compared to experimental data. The NACA 0012 airfoil was chosen because it has been extensively studied and experimental results were readily available.

Numerical grid generation has become an important tool used in the numerical solution of partial differential equations. The general method involves a discretization of the physical domain into a collection of grid points. The differential equations are then approximated as a set of algebraic equations applied in this domain. In simplest terms, the grid is orthogonal and rectilinear. In the case of a curved boundary, such as an airfoil, it is advantageous to consider a conformal grid which greatly simplifies the application of the boundary conditions. The mapping between the physical and computational domains is accomplished by means of the transformation metrics, which must also be applied to the field equations one is attempting to solve. The accuracy of the numerical solution is therefore influenced by the type of grid chosen and the associated metrics. Differing methods of handling the boundary conditions may also have an influence on the numerical solution. For this reason, the differences in the metrics and the application of boundary conditions are also compared.
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Abstract

The purpose of this study was to investigate and compare the performance of C- and O-grid topologies as applied to numerically predicting the flow about a NACA 0012 airfoil. Both types of grid were generated using a hyperbolic grid generation code. The solution of the flow field was numerically calculated using the Beam and Warming approximate factorization method to solve the two-dimensional Navier-Stokes equations for viscous, compressible flow.

This study examined the performance of each grid for a range of Mach number (0.3 to 1.1) and angle of attack (2 to 12 degrees). The Reynolds number was approximately 2,000,000, with variations to exactly match experimental flow conditions. The numerical inquiry consisted of two parts. The first part was a grid sensitivity study using the C-grid. Progressively finer grids were employed until the respective numerical solutions converged. The second part was a parametric study using the O-grid. The trailing edge curvature was reduced from 0.005c to 0.0015c and the numerical results compared with those of the C-grid.

The numerical solutions obtained with both the C- and O-grid configurations compare favorably to both experiment and previous numerical results. The numerical results produced indicate that both grids are satisfactory in a general application. However, specific weaknesses arise for each type of grid in certain situations. In these instances, there may be an advantage in selecting a particular type of grid.

In the subsonic range, the O-grid is superior to the C-grid in determining the pressure coefficient in the vicinity of the leading edge. The O-grid displays an advantage when large flow gradients appear in the vicinity of the trailing edge, such as the formation of a lambda shock. The O-grid also attains convergence for certain critical cases (high Mach number, Reynolds number, or angle of attack) for which the C-grid solution diverges.

xi
The C-grid displayed several advantages over the O-grid. One advantage is ease of application. It is generally easier to construct a C-grid to a given set of specifications than an O-grid. The C-grid handles the flow resolution better in the wake, especially when the flow gradients are concentrated directly behind the airfoil. In this region the C-grid displays a considerably higher concentration of grid points. The C-grid also predicts the pressure distribution at transonic speeds and the mid-chord shock location more accurately than the O-grid.
COMPARISON OF C- AND O-GRID GENERATION METHODS USING A NACA 0012 AIRFOIL

I. Introduction

The purpose of this study is to investigate and compare the performance of two differing grid generation methods with varying topologies as applied to the flow about a NACA 0012 airfoil. The numerical method of solution is based on the Beam and Warming approximate-factorization algorithm applied to the two-dimensional, mass-averaged, Navier-Stokes equations for compressible, viscous flows. While this algorithm is applicable to both steady and unsteady flows, the solutions considered in this study are all steady state.

Numerical grid generation has become an important tool used in the numerical solution of partial differential equations (PDEs). The general method involves a discretization of the physical domain into a collection of grid points. The differential equations are then approximated as a set of non-linear algebraic equations applied to this domain. In simplest form, the grid is orthogonal and rectilinear. In the case of a curved boundary, the difficulty of extrapolating data at gridpoints adjacent to the boundaries is introduced. Not only is this extrapolation cumbersome and difficult, it also imposes a reduction in the order of accuracy for the boundary conditions, thus degrading the fidelity of the solution throughout the field. To overcome these difficulties for the case of a curved or irregular boundary, such as an airfoil, it is advantageous to consider a conformal grid that simultaneously eases the implementation of the boundary conditions and avoids the loss of accuracy associated with the aforementioned method.
Grid generation methods can be classified into three major categories: complex variable methods, algebraic methods, and differential equation methods. The differential equation method is the most common and powerful, especially for complex geometries. These methods generally employ solutions of Laplace's or Poisson's equations to specify the coordinate transformation between the physical and computational domains. The PDEs chosen are generally elliptic or hyperbolic, although some recent investigations have explored parabolic grid generators. The elliptical methods have a strong applicability to internal flows and also to external flows where multiple bodies are present. Hyperbolic methods are generally easier to apply and are applicable for external flows where there is no constraint of the outer computational domain. The grid generation code employed in this study was written by Barth and Kinsey (9) and is a modification of the hyperbolic method described by Steger and Chaussee (15).

Two different types of grid are considered in this work: a C-grid and an O-grid. The C-grid envelopes the airfoil in C-shaped loops beginning and terminating in the far wake. The branch cut, or the line along which the numbering of the grid lines begins and ends, therefore exists in the wake and extends from the trailing edge to the far field boundary. The O-grid has oval-like loops which completely encircle the airfoil. The cut line for the O-grid is arbitrary, and for this study extends from the far-field boundary in front of the airfoil to the leading edge.

Of particular interest when comparing two different grids for a given application, aside from rectifiable differences such as grid spacing and resolution, are the transformation metrics, which provide the mathematical map from the physical to the computational domains. Since the metrics appear in the differencing equations to be solved, they have an impact on the local truncation error. Also of interest are any differences due to the varying means of applying the boundary conditions.

This study consists of two basic parts. The first consists of a grid refinement study using the C-grid. Progressively finer C-grids were employed for selected con-
ditions (Mach number ranging from 0.3 to 0.78; angle of attack between 2 and 4 degrees) until the solutions became invariant. To incorporate the O-grid generator for the NACA 0012 airfoil, it is necessary to truncate the trailing edge and fit it with a circular arc. As the truncation point is moved aft, the resulting trailing-edge radius of curvature (TEC) becomes smaller. The second part of the study involved a parametric study based on the TEC. Values of TEC ranging from 0.005c to 0.0015c were considered. The results are compared with those obtained using the C-grid.

Data analyzed for comparative purposes included the lift coefficient, $C_l$, drag coefficient, $C_d$, and pressure coefficient, $C_p$. To examine convergence rate differences, $C_l$ and $C_d$ are plotted versus iteration number. Contours of Mach number, pressure coefficient, and vorticity are presented. Contours of the Jacobian, aspect ratio, and orthogonality are presented and examined to determine structural differences between the two grid types.

Both versions of the Navier-Stokes code (for C- and O-grids) were authored by Dr. Miguel Visbal of the Wright Research and Development Center (WRDC) Flight Dynamics Lab (FDL) (16) (17). The code is an implementation of the implicit, approximate-factorization algorithm developed by Beam and Warming (4). The turbulence model is a modification of the algebraic eddy viscosity model developed by Baldwin and Lomax (3) (See Appendix D).

Computer resources required were provided by FDL and included accounts on the Cray-Vax and the Cray XMP. Data plots were performed on the FDL Prime computer. Selected data runs were performed on the AFIT Stellar computer for the dual purpose of comparison and code checkout.
II. Analysis

2.1 Governing Equations

The fundamental equations of fluid dynamics are based on the principles of classical mechanics and thermodynamics: the conservation of mass, momentum, and energy. These equations are often grouped together and referred to as the Navier-Stokes equations. The equations are presented in an Eulerian formulation using vector notation, and are valid for unsteady, compressible, and viscous flows (13:11):

Conservation of Mass (Continuity)

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{V}) = 0, \]  

Conservation of Momentum (Newton’s Second Law)

\[ \frac{\partial (\rho \vec{V})}{\partial t} + \nabla \cdot (\rho \vec{V} \vec{V}) = \rho \vec{f} + \nabla \cdot \tau, \]  

Conservation of Energy (First Law of Thermodynamics)

\[ \frac{\partial E_i}{\partial t} + (\vec{V} \cdot \nabla)E_i = \frac{\partial Q}{\partial t} + \rho \vec{f} \cdot \nabla + \nabla \cdot (\rho \vec{V}) \nabla \cdot \vec{q}. \]

The stress tensor \( \tau \) is expressed in terms of the fluid pressure and the viscous stress tensor, \( \tau \),

\[ \tau = -pI + \tau. \]

Other variables are defined in the list of symbols at the beginning of this report. Two additional relations are required to close the equations. These are the
equation of state for a perfect fluid

\[ p = \rho RT = \rho e(\gamma - 1), \]  

(5)

and Fourier's law of heat conduction that relates the heat flux vector to the temperature gradient

\[ \mathbf{q} = -k \nabla T, \]  

(6)

where the thermal conductivity, \( k \), is a function of the temperature.

If a Newtonian fluid is assumed, then Stokes' law relates the viscous stresses to the rate of strain

\[ \mathbf{\tau} = \lambda (\nabla \cdot \mathbf{V}) I + \mu (\nabla \mathbf{V} + (\nabla \mathbf{V})^T), \]  

(7)

where Stokes' hypothesis \( 3\lambda + 2\mu = 0 \) essentially equates the mean pressure in a deforming viscous fluid and the thermodynamic pressure (20:70). The total internal energy, \( E_t \), can be related to the specific internal energy, \( e \), and the velocity (in two dimensions):

\[ E_t = \rho \left( e + \frac{v^2 + u^2}{2} \right). \]  

(8)

To facilitate the solution of the NS equations, they are nondimensionalized (see Appendix A) and are given below in conservation-law form for a two-dimensional, rectilinear coordinate system. The internal heat generation, \( Q \), is assumed constant in time.

\[ \frac{\partial p}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0 \]  

(9)

\[ \frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p - \tau_{xx})}{\partial x} + \frac{\partial (\rho uv - \tau_{xy})}{\partial y} = \rho f_x \]  

(10)
\[ \frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p - \tau_{yy})}{\partial y} + \frac{\partial (\rho uv - \tau_{yx})}{\partial x} = \rho f_y \tag{11} \]

\[ \frac{\partial E_i}{\partial t} - \rho (\ddot{x} u + \ddot{y} v) + \frac{\partial (E_i u + pu - u \tau_{xx} - u \tau_{yx} + q_x)}{\partial x} + \frac{\partial (E_i v + pv - u \tau_{xy} - v \tau_{yy} + q_y)}{\partial y} = 0. \tag{12} \]

The components of the non-dimensional stress tensor are given by

\[ \tau_{ij} = -p \delta_{ij} + \frac{\mu}{Re} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \delta_{ij} \lambda \frac{\partial u_k}{\partial x_k}. \tag{13} \]

These equations are applicable to an orthogonal, rectilinear coordinate system. To transform the equations so that they apply to a general curvilinear coordinate system, the chain rule is employed. The transformation is from the physical domain \((x,y)\) to the computational domain \((\xi,\eta)\), where the partial derivatives take the following form (13:252)

\[ \xi = \xi(x,y) \tag{14} \]

\[ \eta = \eta(x,y). \tag{15} \]

The direct application of the chain rule then produces the derivative operators

\[ \frac{\partial}{\partial x} = \frac{\partial \xi}{\partial x} \frac{\partial}{\partial \xi} + \frac{\partial \eta}{\partial x} \frac{\partial}{\partial \eta} \]

\[ = \xi \frac{\partial}{\partial \xi} + \eta \frac{\partial}{\partial \eta}. \tag{16} \]

\[ \frac{\partial}{\partial y} = \frac{\partial \xi}{\partial y} \frac{\partial}{\partial \xi} + \frac{\partial \eta}{\partial y} \frac{\partial}{\partial \eta} \]

\[ = \xi \frac{\partial}{\partial \xi} + \eta \frac{\partial}{\partial \eta}. \tag{17} \]
The metrics are determined in the following manner

\[ d\xi = \xi_x dx + \xi_y dy \quad (19) \]

\[ d\eta = \eta_x dx + \eta_y dy. \quad (20) \]

In matrix form

\[
\begin{bmatrix}
    d\xi \\
    d\eta
\end{bmatrix} =
\begin{bmatrix}
    \xi_x & \xi_y \\
    \eta_x & \eta_y
\end{bmatrix}
\begin{bmatrix}
    dx \\
    dy
\end{bmatrix} \quad (21)
\]

\[
\begin{bmatrix}
    dx \\
    dy
\end{bmatrix} =
\begin{bmatrix}
    \xi & \eta \\
    \xi' & \eta'
\end{bmatrix}
\begin{bmatrix}
    d\xi \\
    d\eta
\end{bmatrix}, \quad (22)
\]

and

\[
\begin{bmatrix}
    \xi_x & \xi_y \\
    \eta_x & \eta_y
\end{bmatrix} =
\begin{bmatrix}
    \xi' & \eta' \\
    \xi & \eta
\end{bmatrix}^{-1}
\begin{bmatrix}
    y_x & -y_y \\
    -y_x & x_y
\end{bmatrix} = J.
\]

Therefore, by solving the transformation identity (19:141)

\[
\begin{bmatrix}
    \xi_x & \xi_y \\
    \eta_x & \eta_y
\end{bmatrix}
\begin{bmatrix}
    \xi' & \eta' \\
    \xi & \eta
\end{bmatrix}^{-1} =
\begin{bmatrix}
    1 & 0 \\
    0 & 1
\end{bmatrix}, \quad (24)
\]

and defining the Jacobian of the transformation

\[
J = \frac{\partial(\xi, \eta)}{\partial(x, y)} = \frac{\partial \xi}{\partial x} \frac{\partial \eta}{\partial y} - \frac{\partial \xi}{\partial y} \frac{\partial \eta}{\partial x} = \xi_x \eta_y - \xi_y \eta_x \quad (25)
\]
the following relationship between the metrics can be established:

\begin{align}
\xi_x &= y_\eta J \\
\xi_y &= -x_\eta J \\
\eta_x &= -y_\zeta J \\
\eta_y &= -x_\zeta J.
\end{align}

The NS equations may then be written in terms of the general curvilinear coordinates (18:5)

\[
\frac{\partial U}{\partial t} + \xi_x \frac{\partial F}{\partial \xi} + \xi_y \frac{\partial G}{\partial \xi} + \eta_x \frac{\partial F}{\partial \eta} + \eta_y \frac{\partial G}{\partial \eta} = 0,
\]

where body forces are omitted and

\begin{align}
U &= (\rho, \rho u, \rho v, \rho e)^T \\
F &= \begin{pmatrix}
\rho u \\
\rho u^2 - \tau_{xx} \\
\rho uv - \tau_{xy} \\
(\rho e + p)u - F_u
\end{pmatrix} \\
G &= \begin{pmatrix}
\rho v \\
\rho uv - \tau_{sy} \\
\rho v^2 - \tau_{vy} \\
(\rho e + p)v - G_v
\end{pmatrix}.
\end{align}
To incorporate turbulence, the viscosity is separated into the molecular viscosity, $\mu$, and the turbulent eddy viscosity, $\varepsilon$. Then Stokes’ hypothesis is extended to include the turbulent eddy viscosity as

$$\lambda_t = -\frac{2}{3}(\mu + \varepsilon).$$  \hspace{1cm} (33)

The molecular viscosity is calculated from Sutherland’s formula. The turbulent eddy viscosity is obtained via the eddy viscosity model of Baldwin and Lomax (3) (See Appendix D). In a similar fashion, the thermal conductivity is separated into a nominal component, $k$, and a turbulent component, $k_t$, by defining the nominal and turbulent Prandtl numbers respectively

$$k = \frac{c_p \mu}{Pr} \quad \quad k_t = \frac{\varepsilon}{Pr_t}.$$  \hspace{1cm} (34)

The viscous stress and heat conduction terms can then be written in the following form (18:6)

$$\tau_{ss} = -3\lambda_t u_x + \lambda_t (u_x + v_y)$$  \hspace{1cm} (35)
$$\tau_{sv} = -\frac{3}{2} \lambda_t (u_x + v_y)$$  \hspace{1cm} (36)
$$\tau_{vv} = -3\lambda_t v_y + \lambda_t (u_x + v_y)$$  \hspace{1cm} (37)
$$F_4 = u \tau_{ss} + v \tau_{sv} - q_x$$  \hspace{1cm} (38)
$$G_4 = u \tau_{sv} + v \tau_{vv} - q_y$$  \hspace{1cm} (39)
$$p = \rho(\gamma - 1)(e - \frac{1}{2}(u^2 + v^2))$$  \hspace{1cm} (40)
$$q_x = -(k + k_t) \frac{\partial T}{\partial x}$$  \hspace{1cm} (41)
$$q_y = -(k + k_t) \frac{\partial T}{\partial y}.$$  \hspace{1cm} (42)

The molecular Prandtl number, $Pr$, the turbulent Prandtl number, $Pr_t$, and the
specific heat at constant pressure, $c_p$, are taken as constants:

$$Pr = \frac{\mu c_p}{k} \approx .72$$  \hfill (43)

$$Pr_t = \frac{\epsilon c_p}{k} \approx .9$$  \hfill (44)

$$c_p = \frac{\gamma R}{\gamma - 1} \approx 1,000 \text{ Joules/Kg-K.}$$  \hfill (45)

The NS equations can be cast in strong conservative form as follows (18:7)

$$\frac{\partial \hat{U}}{\partial t} + \frac{\partial \hat{F}}{\partial \xi} + \frac{\partial \hat{G}}{\partial \eta} = 0,$$  \hfill (46)

where

$$\hat{U} = \frac{U}{J}$$  \hfill (47)

$$\hat{F} = \frac{\left( \xi F + \xi_y G \right)}{J}$$  \hfill (48)

$$\hat{G} = \frac{\left( \eta_x F + \eta_y G \right)}{J}.$$  \hfill (49)

To facilitate the numerical implementation, the strong-conservation form of the equations is rewritten as (18:8)
\[
\frac{\partial \hat{U}}{\partial t} + \frac{\partial E_1}{\partial \xi} + \frac{\partial E_2}{\partial \eta} = \\
\frac{\partial V_1(\hat{U}, \hat{U}_\xi)}{\partial \xi} + \frac{\partial V_2(\hat{U}, \hat{U}_\eta)}{\partial \xi} + \frac{\partial W_1(\hat{U}, \hat{U}_\xi)}{\partial \eta} + \frac{\partial W_2(\hat{U}, \hat{U}_\eta)}{\partial \eta}
\] (50)

where

\[
E_1 = \frac{1}{J} \begin{pmatrix}
\rho U \\
\rho u U + \xi \rho p \\
\rho v U + \xi \rho p \\
(p + \rho e) U
\end{pmatrix}
\] (51)

\[
E_2 = \frac{1}{J} \begin{pmatrix}
\rho V \\
\rho u V + \eta \rho p \\
\rho v V + \eta \rho p \\
(p + \rho e) V
\end{pmatrix}
\] (52)

\[
V_1 = \frac{1}{J} \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\] (53)

\[
V_2 = \frac{1}{J} \begin{pmatrix}
0 \\
c_1 u u + c_2 v \\
0 \\
c_1 u u + c_2 v + c_3 v u u + c_4 v u u + c_5 T
\end{pmatrix}
\] (54)

\[
W_1 = \frac{1}{J} \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\] (55)
\[
W_2 = \frac{1}{J} \begin{pmatrix}
0 \\
\frac{d_1 u_n + d_2 v_n}{d_2 u_n + d_3 v_n} \\
\frac{d_1 u u_n + d_2 (v u_n + u v_n) + d_3 v v_n + d_4 T_n}{d_1 u u_n + d_2 (v u_n + u v_n) + d_3 v v_n + d_4 T_n}
\end{pmatrix}
\]  

(56)

\(U\) and \(V\) denote the contravariant velocities:

\[
U = \xi_x u + \xi_y v \\
V = \eta_x u + \eta_y v.
\]  

(57) (58)

The viscous coefficients are:

\[
b_1 = -\frac{3}{2} \lambda_1 \left(\frac{4}{3} \xi_x^2 + \xi_y^2\right)
\]  

(59)

\[
b_2 = -\frac{1}{2} \lambda_1 \xi_x \xi_y
\]  

(60)

\[
b_3 = -\frac{3}{2} \lambda_1 \left(\frac{4}{3} \xi_x^2 + \xi_y^2\right)
\]  

(61)

\[
b_4 = c_p \left(\frac{\mu}{P_r} + \frac{\varepsilon}{P_r_t}\right) \left(\xi_x^2 + \xi_y^2\right)
\]  

(62)

\[
c_1 = \frac{3}{2} \lambda_1 \left(\frac{4}{3} \xi_x^2 + \xi_y^2\right)
\]  

(63)

\[
c_2 = \frac{3}{2} \lambda_1 \left(\frac{2}{3} \xi_x \eta_y - \xi_y \eta_x\right)
\]  

(64)

\[
c_3 = -\frac{3}{2} \lambda_1 \left(\xi_x \eta_v + \frac{2}{3} \xi_y \eta_x\right)
\]  

(65)

\[
c_4 = \frac{3}{2} \lambda_1 \left(\xi_x \eta_x + \frac{2}{3} \xi_y \eta_y\right)
\]  

(66)

\[
c_5 = -c_p \left(\frac{\mu}{P_r} + \frac{\varepsilon}{P_r_t}\right) \left(\xi_x \eta_x + \xi_y \eta_y\right)
\]  

(67)

\[
d_1 = -\frac{3}{2} \lambda_1 \left(\frac{4}{3} \eta_x^2 + \eta_y^2\right)
\]  

(68)

\[
d_2 = -\frac{1}{2} \lambda_1 \eta_x \eta_y
\]  

(69)

\[
d_3 = -\frac{3}{2} \lambda_1 \left(\frac{4}{3} \eta_y^2 + \eta_x^2\right)
\]  

(70)

\[
d_4 = c_p \left(\frac{\mu}{P_r} + \frac{\varepsilon}{P_r_t}\right) \left(\eta_x^2 + \eta_y^2\right).
\]  

(71)
The NS equations written in the above form are valid for unsteady, viscous flows. The governing equations form a hybrid hyperbolic-parabolic system. Their parabolic nature arises from the second-order derivatives in the momentum and energy equations. The continuity equation contains only first-order terms and is hyperbolic (5.27). These characteristics of the system of partial differential equations dictate the manner in which the boundary conditions may be applied (13:312). See Appendix C for an explanation of the boundary conditions.

2.2 Grid Analysis

As previously mentioned, the grids used for this study were of two types: C-grid and O-grid. Both were numerically generated using the hyperbolic grid generation method of Steger and Chaussee (15) as incorporated in the code written by Barth and Kinsey (9). An advantage of employing a hyperbolic grid generator is that only the inner boundary need be specified (6:530), i.e., a point distribution is specified on the airfoil surface only. The solution then proceeds outward from the surface in a time-like manner.

The algorithm developed by Steger and Chaussee utilizes the definitions of the transformation Jacobian and cell orthogonality to devise a mapping scheme from the physical to the computational domain (9:3):

\[
\begin{align*}
    x_\xi x_\eta + y_\xi y_\eta &= 0 & \text{Orthogonality} \\
    J &= \frac{\partial(x,y)}{\partial(\xi,\eta)} = \xi_\eta - \eta_\xi & \text{Jacobian} \\
    J^{-1} &= \frac{\partial(x,y)}{\partial(\xi,\eta)} = x_\eta y_\xi - x_\xi y_\eta & \text{Inverse Jacobian.}
\end{align*}
\]

Here the Jacobian represents the cell area ratio between the computational and
physical domains, and is variable throughout the mesh. A typical transformation is illustrated in Figure 1. The area integrands in the physical and computational domains can be written as follows (9.3):

\[ dA = \frac{dz \, dy}{d\xi \, d\eta} = J^{-1} \, d\xi \, d\eta \]  \hspace{1cm} (75) \\
\[ J \, dz \, dy = d\xi \, d\eta. \] \hspace{1cm} (76)

Numerically, \( \Delta \xi \) and \( \Delta \eta \) are arbitrary and are most conveniently chosen to equal one. In this case, the inverse Jacobian approximates the physical cell area. The orthogonality constraint and inverse Jacobian are locally linearized using

\[ x = x^0 + \Delta x \] \hspace{1cm} (77) \\
\[ y = y^0 + \Delta y, \] \hspace{1cm} (78)

where \( x^0 \) and \( y^0 \) denote a known, near-solution state. The linearization then proceeds as follows (15.433):

\[ x_\xi x_\eta = (x^0 + \Delta x)_\xi (x^0 + \Delta x)_\eta \]
\[ = x^o_\xi x^o_\eta + x^o_\xi \Delta x_\eta + x^o_\eta \Delta x_\xi + O(\Delta^2) \]
\[ = x^o_\xi x^o_\eta + x^o_\xi (x - x^o)_\eta + x^o_\eta (x - x^o)_\xi \]
\[ = x^o_\xi x^o_\eta + x^o_\eta x^o_\xi - x^o_\xi x^o_\eta \] \hspace{1cm} (79)
Figure 1. Transformation from Physical to Computational Plane (Ref: 18)
The resulting locally linearized system is then (9:4)

\[
\begin{bmatrix}
x_i^o & y_i^o \\
y_i^o & -x_i^o
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}_\xi
+ \begin{bmatrix}
x_i^o & y_i^o \\
-y_i^o & x_i^o
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}_\eta
= \begin{bmatrix} 0 \\ V + V^o \end{bmatrix}
\]  

(80)

or alternately

\[ A\ddot{R}_\xi + B\ddot{R}_\eta = \ddot{F}. \]  

(81)

The finite-difference scheme is central differenced in \( \xi \) and forward differenced in \( \eta \). Typically, \( x_i^o \) and \( y_i^o \) are approximated as follows (9:6)

\[
x_i^o = \frac{x_{i+1,j} - x_{i-1,j}}{2\Delta\xi} \\
y_i^o = \frac{y_{i+1,j} - y_{i-1,j}}{2\Delta\xi}
\]  

(82)

(83)

while \( x_i^o \) and \( y_i^o \) are extracted from the orthogonality constraint and the Jacobian.

\[
x_i^o = \frac{-y_i^o V^o}{(x_i^o)^2 + (y_i^o)^2} \\
y_i^o = \frac{x_i^o V^o}{(x_i^o)^2 + (y_i^o)^2}
\]  

(84)

(85)

There are certain geometric conditions for which the hyperbolic algorithm as described has difficulties. These are pronounced slope discontinuities and regions of reverse or concave curvature. These problems may produce unwanted grid characteristics if the discontinuities or regions of reverse curvature propagate into the grid interior. By adding explicit and implicit dissipation these difficulties can be partially circumvented. The resulting hyperbolic equations are utilized in the numerical code of Barth and Kinsey. The reader is referred to (9) for a development of the delta formulation of the algorithm employed.
Since the local truncation error will in part depend upon the discretization of the coordinate system (i.e., the transformation metrics), it is useful to have an alternate means to examine a grid in terms of these parameters. A physically meaningful reparameterization of the Jacobian matrix is presented by Kerlick and Klopfer (8). The metric tensor is introduced as an intrinsic property of the transformed geometry. The metric tensor is defined as (8:788)

\[ g_{ij} = \delta_{kl} \frac{dx^k}{d\xi^i} \frac{dx^l}{d\xi^j} , \]  

where \( \delta_{kl} \) represents the Kronecker delta function

\[ \delta_{kl} = \begin{cases} 0 & \text{if } k \neq l \\ 1 & \text{if } k = l. \end{cases} \]

In general, this approach is valid for three dimensions. However, in the current context, the following is presented for the two-dimensional case where \( \xi^1 = \xi \) and \( \xi^2 = \eta \). The components of the metric tensor may then be written as

\[ g_{11} = \xi^2 + \eta^2 \]  
\[ g_{12} = \xi \xi + \xi \eta \]  
\[ g_{22} = \eta^2 + \eta^2 \]

The metric tensor can be decomposed into its determinant and into terms which quantify the aspect ratio and orthogonality of the grid cells. The skewness, or the angular deviation between the physical and computational coordinate lines, is also defined via components of the metric tensor. In terms of the metric tensor, the inverse Jacobian is defined by
\[(J^{-1})^2 = \det [g_{ij}] = (x_\xi y_\eta - x_\eta y_\xi)^2.\]

The orthogonality of the grid is characterized by the angle \(\theta_{ij}\) between the tangent lines to the \(\xi\) and \(\eta\) coordinate lines at the points of intersection, where

\[
\cos(\theta_{ij}) = \frac{g_{ij}}{\sqrt{g_{ii}g_{jj}}} \quad (i \neq j; \text{no sum on } i,j) \tag{90}
\]

\[
= \frac{x_\xi x_\eta + y_\xi y_\eta}{\sqrt{x_\xi^2 + y_\xi^2} \sqrt{x_\eta^2 + y_\eta^2}}. \tag{91}
\]

The aspect ratio is defined by

\[
A_k = \sqrt{\frac{g_{kk}}{g_{11}}} \quad (k=2,n; \text{no sum on } k) \tag{92}
\]

\[
= \frac{x_\eta^2 + y_\eta^2}{x_\xi^2 + y_\xi^2}, \tag{93}
\]

while the cosine of the skewness angle, \(\alpha_s\), is determined by

\[
\cos(\alpha_s) = \frac{x_\xi}{\sqrt{g_{11}}} \tag{94}
\]

\[
= \frac{x_\xi}{\sqrt{x_\xi^2 + y_\xi^2}}. \tag{95}
\]

A complete error analysis of the Beam and Warming algorithm incorporating the effects of the metrics is beyond the scope of this report (see McRae and Klopfer (12)). However, an examination of the metric parameters listed above can provide some insight into the degree of truncation error induced by the grid. In particular, one should suspect increased truncation error when the gradient of the metrics and the associated metric parameters becomes large. This is particularly true if large flow gradients develop at the same location.
III. Numerical Solution of the NS Equations

The numerical procedure for the solution of the Navier-Stokes equations is outlined in this chapter. The finite-difference scheme employed is based on the work by R. M. Beam and R. F. Warming and is known as the Beam and Warming approximate factorization algorithm (5). The algorithm has four pertinent characteristics (19:139):

1. unconditional stability,
2. spatial factorization,
3. delta formulation, and
4. three-level implicit structure.

3.1 Implicit NS Code

The implicit implementation solves the strong conservation form of the Navier-Stokes equations. In delta formulation, with first-order Euler time differencing, the scheme may be written as follows (18):

\[
\left\{ I + \Delta t \left( \frac{\partial A^n}{\partial \xi} - \frac{\partial^2 M^n}{\partial \xi^2} \right) \right\} \left\{ I + \Delta t \left( \frac{\partial B^n}{\partial \eta} - \frac{\partial^2 N^n}{\partial \eta^2} \right) \right\} \Delta \hat{U}^n = -\Delta t \left\{ \frac{\partial}{\partial \xi} (E_1 - V_1 - V_2)^n + \frac{\partial}{\partial \eta} (E_2 - W_1 - W_2)^n \right\}. \tag{96}
\]

The overall scheme progresses in time as

\[
\hat{U}^{n+1} = \hat{U}^n + \Delta \hat{U}, \tag{97}
\]

where n represents the temporal index and A, B, M, and N represent the Jacobian
matrices (see Appendix B)

\[
A = \frac{\partial E_1}{\partial U} \quad B = \frac{\partial E_2}{\partial U} \quad (98)
\]

\[
M = \frac{\partial V_1}{\partial U_t} \quad N = \frac{\partial W_2}{\partial U_n} \quad (99)
\]

Application of second-order central differencing for the spatial derivatives yields as a function of nodal position (18.19)

\[
\left\{ I + \Delta t \left( \mu_t A_{i,j} - \delta^2_t M_{i,j} \right) \right\} \Delta \hat{U}_{i,j} =
\]

\[-\Delta t \left\{ \mu_t (E_1 - V_2)_{i,j} + \mu_n (E_2 - W_1)_{i,j} \right\} \]

\[
\left\{ I + \Delta t \left( \mu_n B_{i,j} - \delta^2_n N_{i,j} \right) \right\} \Delta \hat{U}_{i,j} = \Delta \hat{U}_{i,j}^* \quad (101)
\]

\[
\xi_i = (i - 1)\Delta \xi \quad 1 \leq i \leq IL \\
\eta_j = (j - 1)\Delta \eta \quad 1 \leq j \leq JL \\
\]

with the finite-difference operators defined as (18.20)

\[
\delta_t f_{i,j} = \frac{(f_{i+1/2,j} - f_{i-1/2,j})}{\Delta \xi} \quad (104)
\]

\[
\delta_n f_{i,j} = \frac{(f_{i,j+1/2} - f_{i,j-1/2})}{\Delta \eta} \quad (105)
\]

\[
\mu_t f_{i,j} = \frac{(f_{i+1,j} - f_{i-1,j})}{2\Delta \xi} \quad (106)
\]

\[
\mu_n f_{i,j} = \frac{(f_{i,j+1} - f_{i,j-1})}{2\Delta \eta} \quad (107)
\]

The transformation derivatives (metrics) are computed directly from the grid. Second-order, central differencing is employed for interior points, while second-order, one-sided differences are employed on the boundaries. The scheme is implemented in an alternating-direction fashion by first solving equation (100) along lines of constant
\( \xi \) for \( 2 \leq j \leq JL-1 \) followed by the solution of eqn (101) along lines of constant \( \eta \) for \( 2 \leq i \leq IL-1 \). This results in a block tridiagonal system along each coordinate line due to the computational stencil brought about by the approximate factorization. The boundary equations are then solved explicitly.

Compressible flow computations are susceptible to numerical instabilities induced by nonlinear effects due to large flow gradients (e.g. shock waves and flow separation). These nonlinearities are especially prone to producing numerical instabilities at high Reynolds numbers, which in turn can slow down convergence considerably (13:322).

The oscillations induced by numerical instabilities can be damped by the inclusion of second- and fourth-order artificial viscosity in the algorithm. An explicit fourth-order damping term, \( D_\varepsilon \), is included in the right-hand side of equation (100). Two second order damping terms, \( D_\xi \) and \( D_\eta \) are included within the respective implicit operators in equation (101).

The equations for these added terms are (18:20)

\[
D_\varepsilon = -\omega_\varepsilon \Delta t J_{i,j}^{-1} (\delta_\xi^i + \delta_\xi^j) U_{i,j}^n
\]

(108)

\[
D_\xi = -\omega_i \Delta t J_{i,j}^{-1} \delta_\xi^2 J_{i,j} I
\]

(109)

\[
D_\eta = -\omega_\eta \Delta t J_{i,j}^{-1} \delta_\eta^2 J_{i,j} I
\]

(110)

where \( \omega_\varepsilon \sim 1 \) and \( \omega_i \geq 2\omega_\varepsilon \).

In order to accelerate convergence for a steady flow computation, a local time step, \( \Delta t_{i,j} \), is introduced. The local time step is a function of the local flow condition and the transformation metrics. The time step is controlled by the user via specification of the Courant number, \( C \), which is utilized in the following fashion

\[
\Delta t_{i,j} = C \Delta t_{max,i,j}
\]

(111)
The maximum local timestep, $\Delta t_{\text{max,loc}}$, as mentioned, is then a function of the local transformation metrics and flow conditions.

\[
\Delta t_{\text{max,loc}} = \left[ \frac{\mu}{\Delta \xi} + \frac{\nu}{\Delta \eta} + a\sqrt{\Delta S_{\xi}^{-2} + \Delta S_{\eta}^{-2}} + \frac{2\gamma}{\rho \Delta S_{\eta}^{2}} \left( \frac{\mu}{\rho} + \frac{e}{\rho_i} \right) \right]^{-1} \tag{112}
\]

\[
\Delta S_{\xi} = \sqrt{x_{\xi}^2 + y_{\xi}^2 \Delta \xi} \tag{113}
\]

\[
\Delta S_{\eta} = \sqrt{x_{\eta}^2 + y_{\eta}^2 \Delta \eta} \tag{114}
\]

Generally, for an explicit algorithm, the Courant number must be less than one for stability. However, for the Beam and Warming implicit algorithm it can be much higher and is typically set to twenty (5:20).

3.2 Convergence Criteria

By considering only steady-state solutions, the specification of convergence criteria is simplified. In general, some small oscillation in flow variables will persist indefinitely. These oscillations may be too small to appreciably affect the solution. A suitable convergence criteria must be established to ascertain when the oscillations are satisfactorily small.

The convergence criteria used in this study follows the example of Visbal (18) and Boyles (5). Convergence was assessed by monitoring the airfoil lift and drag coefficients. The solution was assumed converged when the amplitude of the oscillations for $C_l$ was less than 0.1 percent and the variation in $C_d$ was less than one drag count, where one drag count equals 0.0001.
IV. Results and Discussion

This chapter presents the results obtained from the numerical study of the two differing grid topologies. The study is divided into two basic parts. The first consists of a grid refinement study using the C-grid. Progressively finer grids are employed for subsonic and transonic cases. The second part is the comparative study between the C- and O-grid topologies. An overview of the various grids employed and their construction is presented first. This is followed by the results of the C-grid refinement study and a comparative analysis between the C- and O-grid.

4.1 Grids Employed

There are procedural differences in the construction of the two grid types. The construction of C-grids is based on a straightforward application of the Barth and Kinsey code (9). The construction of O-grids is complicated by the need to enforce a finite curvature at the trailing edge, allowing the O-grid generator to function. The first step is the construction of the airfoil shape. The airfoil is then truncated at a specified point and a circular arc is affixed to form the trailing edge. The point distribution around the airfoil is then specified and the actual generation of the grid can then proceed. This procedure represents an added degree of difficulty which should be considered when comparing the two types of grid.

The grids employed in this study are listed in Tables 1 and 2. Figures 2 through 5 display the progressively finer C-grids employed. C-Grids 5 through 8, shown in Figures 6 through 9 were constructed for specialized purposes. C-grid 5 is an asymmetric grid, constructed with more points and finer spacing on the upper surface to test for better shock capturing in the transonic case. C-grid 6 was constructed with a finer leading edge spacing in an attempt to better match the experimental pressure coefficient data at that location. C-grid 7 was constructed in an attempt to smooth the gradient in the transformation metrics, especially at the
trailing edge/wake junction. C-Grid 8 represents a further attempt to smooth the metrics without sacrificing fine tangential spacing at the trailing edge. The three basic O-grids shown in Figures 10 through 12 vary at the point in which the nominal airfoil was truncated, thus they vary in the radius of curvature at the respective trailing edges. O-grid 4, shown in Figure 13, was constructed with a finer grid spacing on the upper surface to test for better shock resolution. Figure 14 shows an example of the trailing-edge geometry for the O-grids, while Figures 15 and 16 offer a comparison of leading-edge geometries for the C- and O-grids.

4.2 C-Grid Refinement Study

Two specific flow regimes were considered for the C-grid refinement study; a subsonic and transonic case. The subsonic case chosen was at $M = 0.3$, $\alpha = 4.04$ degrees, and $Re = 1,860,000$. The transonic case chosen was at $M = 0.775$, $\alpha = 2.03$ degrees, and $Re = 1,900,000$. These cases were chosen because of the availability of comparative experimental data (2) (11).

Figures 17 and 18 display the variation of pressure coefficient on the surface for the subsonic case. The differences in the plots appear most readily at the leading edge. C-grids 1 and 4 display almost identical results, each displaying a spike in $C_p$ on the upper surface near the leading edge and generally overestimating the magnitude of $C_p$ along the upper surface to the midchord point. A close examination reveals that C-grid 1 matches the experimental data slightly better than C-grid 4 in that range. However, an examination of similar experimental data reveals the sensitivity of the pressure distribution to angle of attack (7:58). The corrected, experimental angle of attack (as opposed to the geometric angle) is a difficult parameter to determine precisely, and is a likely cause of this discrepancy. The results using a finer leading-edge spacing (C-grid 6) are shown in Figure 19. The spike in pressure at the leading edge is slightly reduced, but the trend remains the same. The numerical results obtained are duplicated using a finer grid (299x100) by Boyles (5:43).
Table 1. C-Grid Specifications

<table>
<thead>
<tr>
<th>C-Grid</th>
<th>IL x JL</th>
<th>Pts up</th>
<th>Pts lo</th>
<th>Ptswa</th>
<th>Δξle</th>
<th>Δξle</th>
<th>Δηw</th>
<th>KDIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>119x40</td>
<td>35</td>
<td>35</td>
<td>25</td>
<td>.0125</td>
<td>.0250</td>
<td>.0020</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>149x60</td>
<td>40</td>
<td>40</td>
<td>35</td>
<td>.0100</td>
<td>.0250</td>
<td>.0020</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>179x80</td>
<td>50</td>
<td>50</td>
<td>40</td>
<td>.0075</td>
<td>.0200</td>
<td>.0004</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>219x100</td>
<td>60</td>
<td>60</td>
<td>50</td>
<td>.0050</td>
<td>.0150</td>
<td>.0004</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>229x100</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>.0050</td>
<td>.0150</td>
<td>.0004</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>219x100</td>
<td>60</td>
<td>60</td>
<td>50</td>
<td>.0030</td>
<td>.0100</td>
<td>.0002</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>219x100</td>
<td>50</td>
<td>50</td>
<td>60</td>
<td>.0030</td>
<td>.0400</td>
<td>.0004</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>299x60</td>
<td>60</td>
<td>40</td>
<td>100</td>
<td>.0050</td>
<td>.0100</td>
<td>.0004</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2. O-Grid Specifications

<table>
<thead>
<tr>
<th>O-Grid</th>
<th>IL x JL</th>
<th>Pts up</th>
<th>Pts lo</th>
<th>TEC</th>
<th>Δξle</th>
<th>Δξle</th>
<th>Δηw</th>
<th>KDIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>204x108</td>
<td>102</td>
<td>102</td>
<td>.0051c</td>
<td>.0050</td>
<td>.000150</td>
<td>.0004</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>204x108</td>
<td>102</td>
<td>102</td>
<td>.0025c</td>
<td>.0050</td>
<td>.000100</td>
<td>.0004</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>204x108</td>
<td>102</td>
<td>102</td>
<td>.0014c</td>
<td>.0050</td>
<td>.000075</td>
<td>.0004</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>204x108</td>
<td>102*</td>
<td>102</td>
<td>.0014c</td>
<td>.0050</td>
<td>.000075</td>
<td>.0004</td>
<td>15</td>
</tr>
</tbody>
</table>

* Grid spacing refined along forward surface
The results for the transonic case show a greater variation with grid spacing. Figures 20 and 21 display a convergence toward the experimental data with grid refinement. As the grid becomes finer and the chordwise distribution of points increases, the numerical solution approaches the experimental data. C-Grid 5 was constructed in an attempt to fit the grid to the expected solution. The number of points on the upper surface was increased and the chordwise spacing decreased at the expected location of the shock. A slight variation of the pressure distribution is evident in Figure 22, with the shock definition slightly enhanced.

In general, there will be some variation from experimental data due to a combination of experimental error, numerical truncation error, and the need to apply artificial viscosity to achieve solution convergence. To determine the effect of the second-order artificial viscosity, the value utilized in the previous case was reduced by fifty percent. Figure 23 displays the result using C-grid 4; the reduction in artificial viscosity produced an even closer agreement with the experimental data. Comparing Figures 22 and 23 indicates that minimizing the artificial viscosity may be as or even more important in obtaining an accurate solution than an overreliance on reducing grid spacing. The importance of minimizing artificial viscosity is further demonstrated by Figure 24, in which the effect of artificial viscosity on $C_l$ and $C_d$ is shown. In particular, the value of $C_d$ varies by nearly 10 percent, while $C_l$ varies by nearly 4 percent over the range of artificial viscosities considered.

The contour plots display the same trends as the plots of $C_p$ on the surface. Comparison of the Mach contours in Figures 25 and 26 reveals that the solution obtained with C-grid 1 exhibits a misplaced sonic line, moves the shock too far forward, and has a poor resolution of the shock wave. Figure 27 displays the experimental location of the shock at the midchord point (11:69). The solution obtained using C-grid 4 places the shock at the correct location and displays better shock resolution.

Figures 28 and 29 exhibit the dependency of convergence rate on flow conditions and grid characteristics. The plots display the oscillation of lift coefficient with
iteration number, N. Convergence is obtained for the subsonic case \( M = 0.3 \) in less than 600 iterations using C-grid 2. However, increasing the Mach number to 0.775 produces a marked oscillation in \( C_l \) which persists beyond 5000 iterations. This is attributed at least in part to the point distribution in the normal direction. Referring to Table 1, C-grid 2 uses only 50 percent more points in the normal direction to cover twice the distance (i.e., ten chord lengths instead of five). The poor point distribution can contribute to numerical error, which is then further exacerbated by large flow gradients. When additional points are added in the normal direction, the problem ceases, as revealed by Figure 30.

4.9 Comparison of C-grid and O-Grid Results

Three regimes are chosen for comparative purposes: subsonic, transonic, and supersonic. Experimental data is used as the yardstick of measure in the subsonic and transonic cases, while the differences in flow structure is considered in the supersonic case. In general, the higher the Mach number, the more differences appear in the solutions between the two grid types. Only small differences are noticed in the subsonic regime, while more significant differences are noted for the other cases.

4.9.1 Subsonic Case Of the first three O-grids employed, (see Table 2) the only difference is the point at which the trailing edge is truncated and the circular arc affixed. Of course, the further aft this truncation occurs, the smaller the radius of curvature of the arc. In general there was little difference in the solutions obtained using these three grids. Comparing Figures 31 and 32 reveals no discernable difference in the plots. Figure 31 reveals the effect of the truncation at approximately \( x = 0.97 \), where the data is similarly truncated. However, the pressure distribution over the remainder of the surface is largely unaffected. The integrated variables, \( C_l \) and \( C_d \), are also comparable. The variation of \( C_l \) and \( C_d \) is less than 2 percent when comparing O-grids 1 and 3, and less than 0.5 percent when comparing O-grids 2 and 3.
Comparing these results with those of C-grids 4 and 6 for the subsonic case (Figures 18 and 19) shows a similar agreement with two exceptions: the leading and trailing edges show slight differences. At the leading edge, C-grid 4 displays a greater pressure spike on the upper surface. Only when the leading-edge spacing is reduced to .003 (C-grid 5) do the pressure values agree very closely at that location. When equal spacing is specified at the leading edge, the O-grid performs slightly better. Note that the specification of equal spacing does not enforce an equal point distribution in the region near the leading edge for the C- and O-grids. This can be seen in Figures 5 and 12; the point distributions are similar but not exact. There is also some variation in $C_p$ at the trailing edge. The averaging procedure applied to the boundary conditions in the wake for the case of the C-Grid may induce some oscillatory behavior there. The O-grid has no branch cut in the wake and so this difficulty does not arise. See Appendix C for a discussion of these boundary conditions.

The comparison of lift coefficient versus angle of attack is presented in Figure 33. Results are presented for Reynolds number 6,000,000. The experimental data (1:462) represents an average of the results presented for this value of Reynolds number. The agreement with this data indicates that the turbulence level for the experiment could not be precisely matched, since the only differences in the experimental data was the transition point and turbulence level. Transition was specified at the leading edge for both C- and O-grids in the numerical code, attempting to match the experimental case where .011 inch grain was applied at the leading edge. The numerical results show excellent agreement up to 10 degrees angle of attack. Past this point there is some variation, with the O-grid correctly predicting $\alpha_{stall}$ at approximately 12 degrees. The data curve truncates at the twelve degree point for the C-grid because the solution diverged at higher values.

4.3.2 Transonic Case In the transonic case, there again is no discernable difference in the pressure distribution on the surface between O-grids 1, 2, and 3,
as shown by Figures 34 and 35. The data is truncated near the trailing edge for O-grid 3, as noted in the subsonic case, but the overall distribution remains unaffected. However, a comparison with the result of C-grid 4, also shown Figure 34, indicates that the C-grid, with equal values set for second- and fourth-order artificial viscosity, performed slightly better in predicting $C_p$ in the vicinity of the shock wave. In an attempt to match this result, the chordwise grid spacing was reduced forward of the shock wave for O-grid 5. However, the C-grid still outperformed the O-grid in matching the experimental data, as the results of Figure 36 fail to show any improvement.

A comparison of Mach contours shows two deficiencies of O-grid 3 vis-à-vis C-grid 4. See Figures 25 and 37. Firstly, the O-grid displays a poorer resolution of the shock wave, with the shock wave positioned too far forward. Secondly, the O-grid displays large errors in the wake region. The O-grid has a large concentration of grid points directly aft of the trailing edge. However, beyond $x \approx 1.3$ the grid spacing becomes larger. This inadequate resolution produces the choppy, stairstep type of contour seen in the wake of Figure 37. O-grid 5 was constructed specifically to address the first problem. The result is seen in Figure 38. The resolution of the shock wave for this case equals that produced by the C-grid. In addition the small contour directly aft of the shock wave is nearly identical to that of the C-grid, in contrast to the previous case. The O-grid solution still places the shock wave slightly forward of the C-grid shock wave, but the overall definition is much improved. However, the shifting of points to the surface has the result of reducing still further the number of points in the wake. The deficiency noted in the wake for O-grid 3 thus becomes even more severe for O-grid 4.

Interestingly, contours of $C_p$ indicate a deficiency of the C-grid. Upon examination of Figure 39, the contour in the wake reveals a small oscillation that occurs directly along the branch cut. This oscillation is most likely due to the handling of the boundary conditions along the cut. The corresponding O-grid plot, Figure 40,
has a similar contour in the wake, but lacks the oscillation apparent in the C-grid case. In general, the same comments apply to the pressure contours in terms of shock location and resolution as for the Mach contours, i.e., the O-grid solutions display comparable shock resolution only if a particular effort is made to concentrate points in the vicinity of the shock.

The comparison of vorticity between the two grids, shown in Figures 42 and 43, display similar profiles. However, the inadequate resolution of the O-grid wake is again apparent in the step-like curves occurring there.

4.3.3 Supersonic Case The supersonic case considered is not compared with experimental data as in the previous two cases. The conditions, $M = 1.1$, $a = 6^\circ$, exceed the design specifications of the airfoil and experimental data in this regime is very limited and somewhat suspect (10:3). However, a comparison can still be made based on global flow characteristics.

Contour plots of Mach contours, $C_p$, and vorticity are presented in Figures 44 through 51. All of the O-grid plots display the weakness noted earlier of inadequate resolution in the wake. The contours there are generally choppy and ill-formed, just as in the previous cases. The resolution of the lambda shock forming at the trailing edge is generally quite good for the O-grid, superior to that of the C-grid. This is apparent for both the Mach and $C_p$ contours. An examination of O-grid 3 (Figure 12) reveals why this is the case; the O-grid typically has a pronounced clustering of points near the trailing edge, nearly coincident with the formation of the shock wave. This aids the resolution of the shock wave, at least near the body.

The corresponding C-grid plots (Figures 45, 47, and 49) display an obvious shortcoming in the large amounts of numerical noise in the region around the shock wave. These disturbances are certainly nonphysical and appear most strongly just prior to the shock wave. They appear to dampen as they propagate through the shock and further downstream. The plot of vorticity is most interesting, as the
disturbances appear to outline the grid elements themselves. It can be concluded that these disturbances do not arise from the handling of the branch cut in the wake, previously implicated in other cases for two reasons. Firstly, the flow remains supersonic after the oblique shock and so downstream errors should not propagate upstream, and secondly, the disturbances appear to dampen out, not magnifying, as they approach the wake. For these reasons, the most likely source of this error is the transformation metrics themselves. This hypothesis was tested by constructing C-grid 8 in an attempt to smooth the metrics in the region where the numerical noise was generated. The results obtained utilizing C-grid 8 are shown in Figures 50 and 51. The Mach contours display very little numerical noise in the region forward of the shock, however, numerical noise persists aft of the shock wave. The vorticity contours display the same trend. The large amounts of numerical noise forward of the shock wave evident in Figure 49 are completely absent in Figure 51. However, the numerical noise persists aft of the shock wave. See the section on the comparison of the transformation metrics for a further discussion of this point.

4.3.4 Convergence Rate Comparison There are minor differences in the convergence properties for the C- and O-grids. Plots of $C_l$ and $C_d$ are presented in Figures 52 through 55 for the subsonic and transonic cases. In general, the oscillations in $C_l$ and $C_d$ are more pronounced for the O-grid than the C-Grid for the subsonic case. Convergence is attained for the O-Grid solution in about 1400 iterations, while the oscillations occurring in the case of the C-grid exhibit less amplitude, with convergence attained in about 1100 iterations. For the transonic case, the C-grid solution converges in 1700 iterations while the O-grid solution converges in 2000 iterations.

This difference in convergence rate is due in part to the smaller minimum time step which must be specified to avoid divergence in the case of the O-grid. The local time step, being a function of grid spacing, essentially becomes too large around the trailing edge of the O-grid, where the tangential spacing is extremely small. Decreasing the user specified time step with respect to the C-grid value allows the
O-grid solution to converge. It is significant that there are particular cases for which the O-grid solution converges while the C-grid solution diverges. For example at \( M = 0.3, \alpha = 13^\circ, \) and \( Re = 6,000,000 \) the O-grid solution converges while the C-grid solution diverges. This occurs despite lowering the minimum timestep for the C-grid (as well as the CFL input). The typical mechanism for divergence is the appearance of a negative value of temperature in the field. In terms of convergence criteria, the C-grid solution exhibits less oscillation in the integrated variables and tends to converge somewhat sooner, while the O-grid solution converges for more critical flow conditions when the C-Grid solution diverges. This suggests that a different source of numerical error is occurring to produce the difficulties mentioned.

4.4 Comparison of Transformation Metrics

There is a significant difference in the appearance of the transformation metrics between the C-grid and O-grid topologies. It is most intuitive to display the metrics in terms of geometric parameters such as the Jacobian, orthogonality, and aspect ratio (8). Figures 56 and 57 display aspect ratio contours for C-grid 4 and O-grid 3 respectively. The basic structure of the contours is similar, there are some differences in the leading-edge area, while both display a steeper gradient in the area above and below the trailing edge. The contours for the O-grid are generally more rounded, while the C-grid displays a cusp in the transition to the wake region.

The departure from orthogonality is displayed in Figures 58 and 59. Both grids are nearly orthogonal in the wake, i.e., \( \cos(\theta) \approx 0. \) The largest differences here are at the leading edge. Surprisingly, the C-grid exhibits a larger departure from orthogonality in the region around the leading edge and above and below the leading edge. This may partially explain why the C-grid requires a finer grid spacing at the leading edge to match the more accurate O-grid performance there, as discussed earlier.

Contour plots of the Jacobian, or the area ratio between the physical and
computational domains, are presented in Figures 60 through 63. Some significant differences are evident between the C- and O-grid cases. The C-grid displays a distinct cusp above and below the trailing edge of the airfoil. The O-grid has a much smoother transition in this area and the contours display such cusp. The numerical error will be a function, in part, of the gradient in the transformation metrics. Therefore, at the cusp point, the C-grid will generate metric-induced errors that are larger than those of the O-grid. This offers a possible explanation for the numerical oscillations occurring in the supersonic case. The oscillations occur in precisely the region where the gradient of the Jacobian displays a discontinuity, corresponding to a cusp in the Jacobian contours. The O-grid displays a well behaved gradient there, and no such oscillations occur.

In an attempt to rectify this situation, C-grid 7 was generated with the intent of smoothing the metric gradients (see Figure 8). It was hoped that this would allow a better solution and perhaps allow convergence for several C-grid cases which diverged. However, this attempt was a failure because the means chosen to accomplish the smoothing was inadequate. Smoothing was accomplished by transferring points from the airfoil surface to the wake and increasing the specified spacing at the trailing edge. Figure 62 reveals that significant smoothing of the Jacobian contours was achieved. However, this apparently increased the total truncation error due to increased grid spacing to the extent that any improvement due to smoothing the metrics was not discernable. A difficult trade-off occurs within the constraint of a fixed number of grid points. This involves allowing sufficient grid resolution in critical flow areas while dispermitting any abrupt changes in the metrics. Optimizing this trade off may reduce the total truncation error.

C-grid 8 (see Figure 9) was also generated with the intent of smoothing the metric gradients. The goal was to reduce the large amounts of numerical noise evident in the C-grid solution for the supersonic case (see Figures 45 and 49). The method employed to achieve smoothing was to enforce uniform tangential spacing
from $x = 0.8$ to $x = 1.0$ (the trailing edge). The result on the Jacobian contours is evident in Figure 63. The smoothing is effective forward of the trailing edge, but the cusp still remains at $x = 1.0$, since the uniform spacing was not maintained beyond this point. There is a strong correlation between the Jacobian contours and the vorticity contours seen in Figure 51. The large amounts of numerical noise evident in Figure 49 is completely gone in the region forward of the shock wave in Figure 51. This corresponds to the region in Figure 63 where the metric smoothing occurs. However, the numerical noise persists aft of the shock wave, since the magnitude of the metric gradients are unaltered beyond $x = 1.0$. The overall reduction in the level of numerical noise could also be attributed to finer grid spacing (irregardless of the metrics). However, a comparison with the midchord shock wave occurring in the transonic case (see Figure 26), shows no numerical noise evident, despite a relatively coarse tangential spacing. It is pertinent that the Jacobian contours are well behaved in the midchord region. Therefore, it is inferred that the coincidence of large flow gradients and large metric gradients contribute to the type of numerical noise seen in Figure 49.
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Figure 6. C-grid 5: Refined Spacing for Shock (229x100)
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Figure 8. C-grid 7: Metrics Smoothed (219x100)
Figure 9. C-grid 8: Metrics Smoothed (299x60)
Figure 10. O-grid 1: .0051c TEC (204x108)
Figure 11. O-grid 2: .0025c TEC (204x108)
Figure 12. O-grid 3: .0015c TEC (204x100)
Figure 13. O-grid 4: .0015c TEC Modified Spacing (204x108)
Figure 14. O-grid 2: Trailing-Edge Geometry
Figure 15. O-grid 3: Leading Edge Geometry
Figure 16. C-grid 4: Leading Edge Geometry
Figure 17. C-grid 1: Subsonic Pressure Coefficient Profile
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Figure 18. C-grid 4: Subsonic Pressure Coefficient Profile
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Figure 19. C-grid 5: Subsonic Pressure Coefficient Profile
Figure 20. C-grid 1: Transonic Pressure Coefficient Profile
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Figure 21. C-grid 4: Transonic Pressure Coefficient Profile
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Figure 22. C-grid 5: Transonic Pressure Coefficient Profile
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Figure 23. Transonic Pressure Coefficient Profile, Reduced Damping
Figure 24. $C_l$ and $C_d$ vs Artificial Viscosity
Figure 25. C-grid 1: Mach Contours $M = 0.775, \alpha = 2.03$
Figure 26. C-grid 4: Mach Contours $M = 0.775, \alpha = 2.03$
Figure 27. Experimental Location of Shock Wave, $M = 0.775, \alpha = 2.03$
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Figure 28. C-grid 2: Lift Coefficient vs Iterations, $M = 0.3, \alpha = 4.04$
Figure 29. C-grid 2: Lift Coefficient vs Iterations, $M = 0.775, \alpha = 2.03$
Figure 30. C-grid 4: Lift Coefficient vs Iterations, $M = 0.775, \alpha = 2.03$
Figure 31. O-grid 1: Subsonic Pressure Coefficient Profile
Figure 32. O-grid 3: Subsonic Pressure Coefficient Profile
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Figure 33. C-grid 4, O-grid 3: Lift Coefficient vs Angle of Attack
Figure 34. C-grid 4, O-grid 3: Transonic Pressure Coefficient Profiles
Figure 35. O-grid 2: Transonic Pressure Coefficient Profile
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Figure 36. O-grid 4: Transonic Pressure Coefficient Profile
Figure 37. O-grid 3: Mach Contours, $M = 0.775, \alpha = 2.03$
Figure 38. O-grid 4: Mach Contours, $M = 0.775, \alpha = 2.03$
Figure 39. C-grid 4: Pressure Coefficient Contours, $M = 0.775, \alpha = 2.03$
Figure 40. O-grid 3: Pressure Coefficient Contours, $M = 0.775, \alpha = 2.03$
Figure 41. O-grid 4: Pressure Coefficient Contours, $M = 0.775, \alpha = 2.03$
Figure 42. O-grid 3: Vorticity Contours, $M = 0.775, \alpha = 2.03$

Figure 43. C-grid 4: Vorticity Contours, $M = 0.775, \alpha = 2.03$
Figure 44. O-grid 3: Mach Contours, $M = 1.1, \alpha = 6.00$
Figure 45. C-grid 4: Mach Contours, $M = 1.1$, $\alpha = 6.00$
Figure 46. O-grid 3: Pressure Coefficient Contours, $M = 1.1$, $\alpha = 6.00$
Figure 47. C-grid 4: Pressure Coefficient Contours, $M = 1.1, \alpha = 6.00$
Figure 48. O-grid 3: Vorticity Contours, $M = 1.1, \alpha = 6.00$

Figure 49. C-grid 4: Vorticity Contours $M = 1.1, \alpha = 6.00$
Figure 50. C-grid 8: Mach Contours, $M = 1.1, \alpha = 6.00$

Figure 51. C-grid 8: Vorticity Contours, $M = 1.1, \alpha = 6.00$
Figure 52. O-grid 3: Force Coefficients vs Iterations, $M = 0.3$, $\alpha = 4.04$
Figure 53. C-grid 4: Force Coefficients vs Iterations, $M = 0.3, \alpha = 4.04$
Figure 54. O-grid 3: Force Coefficients vs Iterations, $M = 0.775, \alpha = 2.03$
Figure 55. C-grid 4: Force Coefficients vs Iterations, $M = 0.775, \alpha = 2.03$
Figure 56. C-grid 4: Aspect Ratio Contours
Figure 57. O-grid 3: Aspect Ratio Contours
Figure 58. C-grid 4: Non-orthogonality Contours
Figure 59. O-grid 3: Non-orthogonality Contours
Figure 60. C-grid 4: Jacobian Contours
Figure 61. O-grid 3: Jacobian Contours
Figure 62. C-grid 4: Jacobian Contours - Smoothed Metrics
Figure 63. C-grid 8: Jacobian Contours - Smoothed Metrics
V. Conclusions and Recommendations

The numerical solutions obtained with both the C- and O-grid configurations using the Beam and Warming approximate factorization algorithm compare favorably to both experiment and previous numerical results. The numerical results produced indicate that both grids are satisfactory in a general application. However, specific weaknesses arise for each type of grid in certain situations. In these instances there may be an advantage in selecting a particular type of grid.

Studies in the subsonic range indicate that when equal spacing of grid points is specified at the leading edge, the O-grid is superior to the C-grid in determining the pressure coefficient in the vicinity of the leading edge. The O-grid also displays a pronounced advantage when large flow gradients appear in the vicinity of the trailing edge, such as the formation of a lambda shock. The O-grid typically exhibits a clustering of grid points around the trailing edge, and the gradient of the transformation metrics is considerably smoother. For certain critical flow conditions, e.g., a combination of high Reynolds number, high Mach number or angle of attack, the O-grid displays superior numerical stability when compared with the C-grid. This result is a likely result of two effects: the global smoothness of the transformation metrics compared to those of the C-grid, and the errors induced by the boundary conditions across the C-grid branch cut. The increased numerical stability, demonstrated by the O-grid, allows a better estimation of $\alpha$ at $C_{l_{max}}$.

The C-grid displayed several advantages over the O-grid as well. One advantage is ease of application. It is generally easier to construct a C-grid to a given set of specifications than an O-grid. The C-grid can be constructed in a single step with minimal effort, while the O-grid requires multiple steps. It is also difficult in the case of the O-grid to concentrate grid points in the wake while maintaining a reasonable spacing at the trailing edge. The O-grid generator tends to coalesce points in a fan-like shape directly above and below the trailing edge. Too fine a spacing
at the trailing edge can produce numerical instabilities when using a hyperbolic grid generator. Therefore, it becomes difficult to maintain adequate grid spacing in the wake. In the wake region, both grids display problems. The O-grid has difficulty resolving flow structures because of the large grid spacing there. The C-grid develops small oscillations along the branch cut where the boundary conditions are applied. However, the C-grid handles the flow resolution better in the wake when the flow gradients are concentrated directly behind the airfoil. In this region the C-grid displays a considerably higher concentration of grid points. The C-grid also predicts the pressure distribution and shock location more accurately the O-grid in the transonic case. The O-grid can approach the C-grid performance in this regard only if a deliberate attempt is made to match the point distribution occurring in the C-grid case, at the cost of a further deterioration of the solution in the wake.

The selection of a specific grid type should be geared to the application considered, as indicated by the conclusions enumerated above. However, there are several recommendations that could increase the utility of both types of grids. In the case of the C-grid, central differencing across the branch cut could reduce or eliminate some of the spurious results demonstrated in the wake. However, this would create additional computational and memory requirements. In the case of the O-grid, the lack of an ability to control grid spacing in the wake, when applying a hyperbolic grid generator, presents a significant problem. Therefore, an elliptic grid generation scheme should be considered. This represents an added degree of difficulty due to the iterative numerical process required and the constraint of the outer computational domain. However, the constraint of the outer domain offers a means to control the grid spacing in the wake.

An important consideration, which applies to both C- and O-grids, is the minimization of artificial viscosity. In particular, second-order artificial viscosity has a considerable effect upon the pressure distribution on the surface and the integrated variables $C_l$ and $C_d$. The minimization of artificial viscosity should be considered a
prerequisite to obtaining an accurate solution.

Another approach worth consideration is an attempt to reduce the overall truncation error by smoothing the transformation metrics. This involves a trade off between the need to concentrate grid points in an area of interest and not allowing a steep gradient in the transformation metrics to result. The most likely area of application would be in the region above and below the trailing edge in the case of the C-grid. A method of smoothing the metrics in this region, without unduly compromising the grid spacing, may provide a means of reducing the overall truncation error.
Appendix A. Non-dimensional Variables

The Navier-Stokes equations are generally nondimensionalized to allow for ease of application. This is accomplished by selecting reference length, velocity, and mass scales, $L^*$, $U^*$, and $\rho^*$, respectively. The advantage of this approach is the appearance of non-dimensional parameters such as Mach number, Reynolds number, and Prandtl number, which can then be varied independently. Denoting dimensional variables with a $\ast$, the nondimensionalization appears as follows (6:191) (5:16)

\[
\begin{align*}
x &= \frac{x^*}{L^*} & y &= \frac{y^*}{L^*} & u &= \frac{u^*}{U^*} & v &= \frac{v^*}{U^*} \\
p &= \frac{p^*}{\rho U^*} & \rho &= \frac{\rho^*}{\rho_\infty} & T &= \frac{T^* \rho^*}{\rho U^*} & \mu &= \frac{\mu^*}{\mu_\infty} \\
e &= \frac{e^*}{\rho_\infty} & q &= \frac{q^*}{\rho_\infty} & E_t &= \frac{E_t^* \rho_\infty}{\rho U^*} & e &= \frac{E_t}{\rho} \\
M_\infty &= \frac{U_\infty}{\sqrt{g \rho_\infty}} & Re &= \frac{\rho U_\infty L^*}{\mu_\infty} & t &= \frac{U_\infty t^*}{\rho U^*} & L^* &= c
\end{align*}
\]
Appendix B. Jacobian Matrices

The Jacobian matrices employed in equations (98-99) are presented below. They are obtained by rewriting the vectors $E_1$, $E_2$, $V_1$, and $W_2$ appearing in equations (51-56) in terms of the conserved variables $(\rho/J, \rho u/J, \rho v/J, \rho e/J)$ and differentiating with respect to $\dot{U}$, $\dot{U}_e$, or $\dot{U}_v$, as indicated in equations (98-99). The resulting matrices are then (18:45)

\[
A = \begin{pmatrix}
0 & \xi_x & \xi_y & 0 \\
\xi_x \phi - \nu \nu & \nu - (\gamma - 2)\xi_x \nu & \xi_y \nu - (\gamma - 1)\xi_y \nu & (\gamma - 1)\xi_x \\
\xi_y \phi - \nu \nu & \xi_x \nu - (\gamma - 1)\xi_x \nu & \nu - (\gamma - 2)\xi_y \nu & (\gamma - 1)\xi_y \\
(2\phi - \gamma \phi)\nu & (\gamma e - \phi)\xi_x - (\gamma - 1)\nu \nu & (\gamma e - \phi)\xi_y - (\gamma - 1)\nu \nu & \gamma \nu
\end{pmatrix},
\]

(115)

\[
B = \begin{pmatrix}
0 & \eta_x & \eta_y & 0 \\
\eta_x \phi - \nu \nu & \nu - (\gamma - 2)\eta_x \nu & \eta_y \nu - (\gamma - 1)\eta_y \nu & (\gamma - 1)\eta_x \\
\eta_y \phi - \nu \nu & \eta_x \nu - (\gamma - 1)\eta_x \nu & \nu - (\gamma - 2)\eta_y \nu & (\gamma - 1)\eta_y \\
(2\phi - \gamma \phi)\nu & (\gamma e - \phi)\eta_x - (\gamma - 1)\nu \nu & (\gamma e - \phi)\eta_y - (\gamma - 1)\nu \nu & \gamma \nu
\end{pmatrix},
\]

(116)

where $\phi = 1/2(\gamma - 1)(u^2 + v^2)$. 

The Jacobian matrices $M$ and $N$ are defined by

$$M = \frac{1}{\rho} \begin{pmatrix} 0 & 0 & 0 & 0 \\ -(b_1 u + b_2 v) & b_1 & b_2 & 0 \\ -(b_2 u + b_3 v) & b_2 & b_3 & 0 \\ b_41 & b_42 & b_43 & b_44 \end{pmatrix}, \quad (117)$$

where

$$b_{41} = -(b_1^2 + 2b_2 u v + b_3 v^2 + b_4 \gamma (\gamma - 1)(u^2 + v^2 - e))$$
$$b_{42} = b_1 - b_4 \gamma (\gamma - 1) u + b_2 v$$
$$b_{43} = b_2 u + b_3 - b_4 \gamma (\gamma - 1)$$
$$b_{44} = b_4 \gamma (\gamma - 1),$$

and

$$N = \frac{1}{\rho} \begin{pmatrix} 0 & 0 & 0 & 0 \\ -(d_1 u + d_2 v) & d_1 & d_2 & 0 \\ -(d_2 u + d_3 v) & d_2 & d_3 & 0 \\ d_41 & d_42 & d_43 & d_44 \end{pmatrix}, \quad (118)$$

where

$$d_{41} = -(d_1^2 + 2d_2 u v + d_3 v^2 + d_4 \gamma (\gamma - 1)(u^2 + v^2 - e))$$
$$d_{42} = d_1 - d_4 \gamma (\gamma - 1) u + d_2 v$$
$$d_{43} = d_2 u + d_3 - d_4 \gamma (\gamma - 1)$$
$$d_{44} = d_4 \gamma (\gamma - 1).$$
The coefficients $b_i$ and $d_i$ appearing in $M$ and $N$ respectively are defined in equations (59) through (71).
Appendix C. Boundary and Initial Conditions

The particular solution of all differential equations requires the specification of boundary and/or initial conditions. In this case, the boundary conditions take the form of specifying flow variables on the airfoil surface and along the grid boundaries. Initial conditions are specified by assigning flow variables throughout the field upon code initiation.

Refering to Figure 1, freestream values in non-dimensional form are assigned throughout the flow field and along the boundary ABC.

\[
\begin{align*}
\rho &= \rho_\infty = 1 \quad \epsilon = \epsilon_\infty = 0 \\
p &= p_\infty = \frac{1}{\gamma M^2} \quad U_\infty = 1 \\
u &= U_\infty \cos(\alpha) \quad v = U_\infty \sin(\alpha).
\end{align*}
\]  

(119)

The initial eddy viscosity is generally set equal to a constant in the boundary along the airfoil. Since the initial conditions are a function of Mach number and angle of attack, it is required that restart solutions maintain the same Mach number and angle of attack.

At the airfoil surface, EFG, an adiabatic condition is imposed. The velocities are determined there by no-slip condition.

\[
u_w = v_w = 0.
\]  

(120)

The boundary-layer assumption is employed, as the gradient of pressure normal to the surface is assumed zero. The adiabatic assumption implies that the temperature gradient normal to the surface is zero. The surface density is permitted to vary as a function of surface pressure and temperature via the perfect gas law.
\[
\frac{\partial}{\partial \eta} \begin{pmatrix} p \\ p \\ T \\ u \\ v \end{pmatrix} = \mathbf{0} \\
\rho_u = \rho_u(p, T).
\] 

(121) 

(122)

The downstream outflow conditions along boundaries AD and HC are computed by the following means

\[
p = p_\infty
\]

(123)

\[
\frac{\partial}{\partial \xi} \begin{pmatrix} \rho \\ \epsilon \\ u \\ v \end{pmatrix} = \mathbf{0}.
\]

(124)

In general, the derivative conditions here allow for large scale flow fluctuations due to the forces applied on the body.

In the case of the C-grid, the boundary conditions along the branch cut must be specified to assure continuity is satisfied. Thus along cut ED and EH, the following is applied

\[
\frac{\partial}{\partial \eta} \begin{pmatrix} p \\ \rho \\ \epsilon \\ u \\ v \end{pmatrix}_{\text{lower}} = \frac{\partial}{\partial \eta} \begin{pmatrix} p \\ \rho \\ \epsilon \\ u \\ v \end{pmatrix}_{\text{upper}}
\]

(125)
which reduces to averaging across the wake

\[
\begin{pmatrix}
    p \\
    \rho \\
    \varepsilon \\
    u \\
    v
\end{pmatrix}_{\text{wake}} = \frac{1}{2} \begin{pmatrix}
    p \\
    \rho \\
    \varepsilon \\
    u \\
    v
\end{pmatrix}_{\text{lower}} + \frac{1}{2} \begin{pmatrix}
    p \\
    \rho \\
    \varepsilon \\
    u \\
    v
\end{pmatrix}_{\text{lower}}.
\]

(126)

In the case of the O-grid, the placement of the wake cut is arbitrary and in this case is chosen to extend from the leading edge to the forward boundary. Coincident grid lines are superimposed over those lines bordering the O-grid wake cut to allow for central differencing to be applied across the wake rather than the somewhat artificial boundary condition imposed in the C-grid wake. This represents a difference in the manner in which the boundary conditions are applied in the two cases.
Appendix D. Turbulence Model

One of the most difficult problems in modern computational fluid dynamics is the correct modeling of the turbulence. The turbulence model employed here is a modified version of the algebraic eddy-viscosity model of Baldwin and Lomax (3). The application of the turbulence model is applied in three separate regions: the boundary layer on the airfoil, the wake proximal to the airfoil trailing edge, and the far-field wake (see Figure 59).

The boundary layer of the airfoil is divided into an inner and outer region. In the inner region, the eddy viscosity, $\epsilon_{ii}$, is given by the Prandtl-Van Driest formula (18:12)
\[
\epsilon = \rho (KD)^2 |\omega|
\] (127)
with
\[
D = 1 - \exp \left[ -\frac{Y}{26} \left( \frac{\rho_{w} |\omega_{w}|}{\mu_{w}} \right)^{5} \right]
\] (128)
and
\[
\omega = \frac{\partial u}{\partial y} - \frac{\partial v}{\partial x}
\] (129)
where $\omega$ is the vorticity, $Y$ represents the normal distance to the airfoil surface, $K = 0.40$ is the von Karman constant, and the subscript $w$ denotes conditions located at the surface (wall).

In the outer region of the boundary layer, the eddy viscosity is defined by (18:12)
\[
\epsilon_{o} = \rho KC_{\infty} Y_{\text{max}} F_{\text{max}} F_{k}
\] (130)
\[
F_{k} = \left[ 1 + 5.5 \left( C_{h} Y / Y_{\text{max}} \right)^{6} \right]^{-1}
\] (131)
where \( F_{\text{max}} = \max(Y|\omega|D) \), \( Y_{\text{max}} \) is the value of \( Y \) corresponding to \( F_{\text{max}} \) and \( k = 0.0168, C_{\text{cp}} = 1.6, C_k = 0.3 \).

The turbulence model switches from the inner to outer formulation at the first value of \( Y \) for which \( \epsilon_{\text{i}} \geq \epsilon_{\text{o}} \). Transition from laminar to turbulent flow is specified by user input and is chosen to match boundary-layer trip locations when comparing to experimental data.

The turbulence model in the far-wake is modeled by defining the turbulent eddy viscosity there as (18:13)

\[
\epsilon_{wk} = \rho C_{wk} \frac{Y_{\text{max}} \Delta U^2}{F_{\text{max}}} F_k
\]

where

\[
C_{wk} = 0.058 \\
F_{\text{max}} = \max(Y|\omega|) \\
\Delta U = (u^2 + v^2)^{1/2}_{\text{max}} - (u^2 + v^2)^{1/2}_{\text{min}}
\]

In the wake, \( Y_{\text{max}} \) is measured from the wake centerline as determined by the location of minimum velocity. The intermitancy factor \( F_k \) is obtained from equation (131). The constants \( C_{wk} \) and \( C_k \) are chosen to match theoretical values for an incompressible turbulent wake (14).

In the near-wake the turbulent eddy viscosity is determined by exponentially smoothing the eddy viscosity profile at the trailing edge to the far-wake profile. The following functional form is employed (18:14):

\[
\epsilon_{nw} = \frac{1}{2} \left[ \epsilon(x_{te}, Y) + \epsilon_{wk}(x_{o}, Y) \right] \\
+ A [\epsilon(x_{o}, Y) - \epsilon(x_{te}, Y)]
\]
\[ A = \tanh \left[ 8 \frac{x - x_{te}}{x_o - x_{te}} - 4 \right] \]

The distance \( x_o - x_{te} \) is chosen to be of order \( 10\delta \), where \( \delta \) is the average boundary layer thickness at the trailing edge. It should be noted that Visbal considers the near-wake formulation a preliminary approach within the context of the algebraic eddy viscosity model.

Figure 64. Regions of Application for Turbulence Model

(Ref: 18)
Appendix E. *Computer Resources and Codes*

The Navier-Stokes code was executed on two computer systems. The primary computer utilized was the Aeronautical Systems Division Cray XMP, located at Wright-Patterson Air Force Base, Ohio. Selected data runs were accomplished on the Air Force Institute of Technology Stellar computer, also located at Wright-Patterson Air Force Base. Table 3 compares execution times of the two computers (CPU time). The times quoted are for 500 iterations using a 119x40 C-Grid. The computations on the Stellar were performed using single-precision (32 bit) accuracy, while the runs performed on the Cray XMP were performed using double-precision (64 bit) accuracy. The front-end machine used to interface with the Cray XMP was the Aeronautical Systems Division Cray-Vax.

Additional computer resources employed included the FDL Iris and Prime computers. The Iris workstation was utilized for grid generation and data reduction. Data plotting was accomplished using the Prime computer, in conjunction with the Talaris laser printer.

A computer listing is provided for the metric analysis program used to calculate the Jacobian, aspect ratio, orthogonality, and skewness parameters for a given grid. The transformation metrics are extracted directly from the Navier-Stokes code, the above parameters are then calculated from the metrics. Listings of the Navier-Stokes

<table>
<thead>
<tr>
<th>computer</th>
<th>CPU time (sec)</th>
<th>C-Grid</th>
<th>Iterations</th>
<th>$C_t$</th>
<th>$C_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stellar</td>
<td>60.1</td>
<td>119x40</td>
<td>500</td>
<td>0.35398</td>
<td>0.029575</td>
</tr>
<tr>
<td>Cray XMP</td>
<td>64.4</td>
<td>119x40</td>
<td>500</td>
<td>0.35416</td>
<td>0.029480</td>
</tr>
</tbody>
</table>

Table 3. Comparison of CPU times: Cray vs Stellar
code for the C-grid and the associated data reduction codes may be found by referring to Boyles (5). Both the C- and O-grid Navier-Stokes codes, and the grid generation codes, are archived on the Stellar computer.
BEGIN PROGRAM  
CALCULATES THE TRANSFORMATION METRICS AND USES THEM TO CALCULATE THE GEOMETRIC QUANTITIES:
JACOBIAN, ASPECT RATIOS, OROGRAPHY, AND SIMILARITY

NOTE: DATA ARE TYPED INTO THE FILE "DATA.DAT"

BEGIN PROGRAM
PARAMETERS (SN=500, VN=100)
DIMENSIONS X(IN, JD), Y(IN, JD), XI(IN, JD), YI(IN, JD), META(IN, JD),
& VETA(IN, JD), XMAC(IN, JD), XG(M), XGAL(IN, JD), CORTH(IN, JD), AR(IN, JD)

OPEN DATA FILES FOR I/O

OPEN(UNIT=1, FILE="data.dat", STATUS="OLD")
OPEN(UNIT=10, FILE="jaco.dat", STATUS="UNKNOWN")
OPEN(UNIT=11, FILE="soro.dat", STATUS="UNKNOWN")
OPEN(UNIT=12, FILE="norm.dat", STATUS="UNKNOWN")
OPEN(UNIT=13, FILE="shoeb.dat", STATUS="UNKNOWN")
OPEN(UNIT=14, FILE="shoeb.dat", STATUS="UNKNOWN")

READ IN GRID DIMENSIONS
WRITE (6, 1) ' READ IN GRID DIMENSIONS N, M
READ (6, 1) N, M
I1 = M-1
A1 = A-1
I2 = M-2
A2 = A-2

READ IN GRID
DO 100 I = 1, M
DO 990 J = 1, N
READ (1, 2) X(I, J), Y(I, J)
1 CONTINUE
DO 999 FORMAT (3(8E15.6))

EVALUATE TRANSFORMATION METRICS
BEGIN EXTERIOR POINTS
DO 7 J = A+1, A1
DO 6 I = 1, N
XI(I, J) = X(I, J) + (XI(I, J) - X(1, J))
YI(I, J) = Y(I, J) + (YI(I, J) - Y(1, J))
META(I, J) = META(I, J) + (META(I, J) - META(1, J))
VETA(I, J) = VETA(I, J) + (VETA(I, J) - VETA(1, J))
7 CONTINUE
6 CONTINUE
5 CONTINUE

END PROGRAM
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COMPARISON OF C- AND O-GRID GENERATION METHODS USING A NACA 0012 AIRFOIL (UNCLASSIFIED)

Mark J. Lutton, B.S., Capt, USAF

An investigation is undertaken to compare the performance of C- and O-grid generation methods as applied to numerically predicting the flow about a NACA 0012 airfoil. Both types of grid were generated using a hyperbolic grid generation code. The solution of the flow field was numerically calculated using the Beam and Warming algorithm to solve the two-dimensional Navier-Stokes equations for viscous, compressible flow.

Numerical solutions are obtained for Mach number ranging from 0.3 to 1.1, angle of attack ranging from 0 to 13 degrees, and Reynolds numbers between 2 and 6 million. The numerical results obtained from both C- and O-grids are compared to experimental data. Results indicate a weakness is the method of applying the boundary conditions in the wake for the C-grid, while the overall resolution in the wake is poor for the O-grid due to inadequate control of grid spacing in that region.

The transformation metrics are examined to explain differences observed in grid performance.