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1. Introduction

It has been known for many years that
metal-oxide semiconductor (MOS) devices are
extremely sensitive to ionizing radiation {1J°
because electrically charged defects build up in
the insulating oxide layers. These defects can
cause changes in transistor switching charac-
teristics and excessive leakage currents. The
radiation response of MOS oxides involves
several different processes, each with its own
dependenceontime, temperature, applied field,
process history, and so on. Thus the overall
radiationresponse ofaMOSdevice is extremely
complex. However, much research on this re-
sponse has been performed by many workers
over the years, and each process is understood
to a reasonable degree. (For two recent reviews
of a great deal of previous work, seeref2and 3,
and their bibliographies.) The basic picture of
the overall radiationresponseisillustrated sche-
matically in figure 1, where four main proc-
esses are pointed out. (For each of the four
processes in fig. 1, a corresponding threshold
voltage shift is illustrated in fig. 2.)

First, the innizing radiation interacts with
the oxide to produce electron-hole pairs. On the
average, one charge pair is produced for each
17 or18eV of energy absorbed [4,5]. Depending
on the kind of radiation incident and on the
applied field, some fraction of these charge
pairs will undergo an initial recombination
proccss. The electrons are much more mobile
thanthe holes in 5i0),, and they are swept out of
the oxide by the applied field in a time on the
order of 1 ps {6]. The surviving holes remain
near their point of origin. The fraction of holes
which survive this initial recombination proc-
ess can be as high as almost 100 percent for a
#Co irradiation with a 2-MV/cm applied field
or less than 1 percent for, say, a high-energy
cosmic ray ion with 0.1 MV/cm applied field
{2,3,7,8]. The number of these surviving holes
determines the initial response—for example,
radiation-induced threshold voltage shift—after

a short Eulse of radiation.

*References are listed at the end of the report.
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Figure 1. Schematic of basic radiation effects in MOS
structures.
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Figure 2. Time-dependeht threshold voltage recovery of
n-channel MOSFET. Labeled regions correspond to
processes in figure 1.

The second process in figure 1 is the trans-
port of the holes to the interface by a hopping
transport mechanism which determines the
short-term recovery of MOS devices. We dis-
cuss this process in more detail later. When the
holes approach the interface, some fraction of
them fall into deep traps. This fractioncanbeas
little as 1 percent in specially processed radia-




tion hard oxides, or it can be 50 percent or more
in unhardened commercial oxides. In figure 2,
the threshold voltage recovery for a hardened
oxide is shown; as the holes reach the interface,
most of them escape. The few holes which are
trapped produce a remnant threshold voltage
shift which is only a small fraction of the initial
shift. These trapped holes then undergo a long-
term annealing process which has a roughly
In(t) dependence (process No. 3in fig. 1 and 2).
This process extends from millisecondsto years,
as we explain later.

The fourth process in figures 1 and 2 is the
buildup of radiation-induced interface states,
which is the focus of this paper. Since this
process depends on the other three processes, it
cannot really be treated by itself. Many years
ago, radiation-induced interface states were
actually considered a helpful thing. The worst-
case test condition for radiation damage was
usually an n-channel transistor irradiated with
the gate voltage high, and the reason for failure
was positive charge trapped in the oxide (nega-
tive AV ). For this condition, the interface states
are negatively charged so that they compensate
the positivecharge. Ifadevice had enoughofan
interface state buildup, it might look very hard.

More recently, a large buildup of radiation-
induced interface states was discovered to be
an important problem leading to what was
called rebound {9] or superrecovery failure (10].
Basically this problem arises when large num-
bers of both trapped holes and interface states
are generated at the same time. The interface
states are stable and do not anneal, but most of
the trapped holes are eventually removed as a
result of the In(t) annealing process we previ-
ously mentioned. This situation is illustrated in
figure 3 [9], where the trapped hole and inter-
face trap componerts of AV, were determined
fromthecharge separation procedure proposed
by Winokur et al [11]. Then one can eventually
have a net excess of negatively charged inter-
face states, or a positive AV_ (this situation is
also illustrated in fig. 2). If the positive thresh-
old voltage shift is large enough, it can also
cause device failure (9]. The rebound or super-

recovery problem is potentially important for
space applications because space systems are
typically irradiated at low dose rates for many
years. The trapped holes have many years to
anneal out, whiletheinterface states have many
years to build up.

Another interface-state-related problem of
advanced very-large-scaleintegrated (VLSI)cir-
cuits is mobility degradation. It has been known
since at least 1967 that a large interface state
buildup could reduce channel mobility and,
therefore, increase propagationdelay times [12].
Although this effect was known, circuit ciock
speeds were such that it was not generally
considered to be an important operational
problem. Now, however, the clock speeds of
some VLSI circtiits are fast enough that mobil-
ity degradation from radiation-induced inter-
face trap buildup is the subject of renewed
interest [13)}.

In the remainder of this report, we focus on
the radiation-induced interface traps in more
detail. A large number of models for these
interface traps have been proposed over the
years, and they generally fall into three classes.
Detailed experiments on the time, field, and
temperature dependence of the interface state
buildup reveal three separate paths by which
interface states are generated. These three ob-
served processes match up (roughly) with the
three classes of models.
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Figure 3. AV 1o illustrate rebound or superrecovery
problem (Schwank et al. [9]).




2. Experimental and Theoreti-
cal Background

We now review the work on radiation-
induced interface traps and try to fit together
the various reported results to construct # co-
herent framework to describe what 1s known.
We also point out areas in which important
questions remain unanswered. Specifically, we
discuss several models which have been pro-
posed, along with the relevant experimental
results. These models fall into three classes.
First, a two-stage moac! was presented by
McLean (14}, where radiation-generated holes
fiee hydrogen ions in the SiO, bulk as they
transport through the oxide (first stage). Then,
inthe second stage, the liberated hydrogenions
undergo a dispersive hopping transport which
controls the rate of interface state formation.
This model was developed by McLean {14] to
explain an extensive set of experimental results
on Algatedevices obtained by Winokur, Boesch,
and McGarrity over a period of several years
[15-23]. Most of these results have been con-
firmed more recently by Saks and coworkers
(24-26], and by further work by Boesch [27]
using poly-5Si gate devices.

The second broad class of models assigns a
key role to the diffusion of neutral hydrogen at
some point in the process of generating the
interface states. An early model was proposed
by Svensson [28], based on even earlier work by
Revesz [29], for a two-stage model where H,
diffusion was critical in the second stage.
However, this model does not predict the field
and polarity dependences which have been
observed [18-20]. A later diffusion model was
proposed by Griscom [30] as an alternative to
the McLean model for charged hydrogen trans-
port. Griscom used some of the same experi-
mental data [19-21) that McLean had used to
develop his model. But Griscom originally
argued thatdiffusionof neutral hydrogen could
also explain the data if one assumed that the
chemical reaction which occurred when the
hydrogen reached the interface required an
electron fiomthesubstrate. This electron would

be supplied only if positive bias were applied,
accounting for the polarity dependence in the
data. The Griscom model was extended by
Brown (31], who showed that improving some
of the iritial assumptions 2150 inproved agree-
ment with experiment.

The third class of models might be generally
called trapped hole models. In these models, a
hole is trapped near the Si/SiQ, interface and
eventually converts into an interface state. For
example, the so-called bond strain gradient
(BSG) model {32-34] assumes that a radiation-
induced hole is trapped in a narrow strained
transition layer ot uxide near the Si interface.
The Si-O bonds are more strained closer to the
interface. Thetrapping process breaksa strained
Si-O-Si bond, leading to a trivalent Si which is
not mobile and a mobile nonbridging oxygen.
The nonbridging oxygen propagates to the in-
terface, relieving more and more strain as it
moves. When it reaches the interface, this oxy-
gen undergoes an unspecified reaction, and an
interface state results [33]. Other variations of
this same basic idea have been proposed by Lai
[35] and Wang et al. [36]. Lai [35] proposed that
interface states are produced when an elcctron
tunnels from the Si to annihilate the trapped
hole. Wang et al. [36] propose a very similar
model except that the trapped holes are divided
into two classes, one near the interface which is
converted into interface states and one farther
frorn the interface which does not give rise to
interface states.

Experimentally, a striking degree of con-
sensus has emerged in the last few years. The
original experimental work [15-23] leading to
the McLean model [14] was performed using
metal gate capacitors with a variety of different
oxides. However, Winokur et al. [37] suggested
that in poly-Si gate technologies, the mecha-
nism for AN, generation might be different.
Recently a similar series of experiments have
been performed by Saks et al. [24-26] on poly-Si
gate transistors. A major difference between
these two groups of experiments is that the
early work [15-23] used standard capacitance-
voltage (C-V)techniques, whereasthelater work




[24-27] used the more sensitive charge-pump-
ing technique [38]. Both the charge-pumping
experiments and the C-V measurements have
led to the conclusion that the main effect is due
to the relatively slow two-stage process first
described by McLean [14]. However, the more
sensitive charge-pumping technique has also
allowed two other smaller processes to be re-
solved which also contribute part of the total
radiation-induced interface state buildup. Fol-
lowing the first charge-pumping results pre-
sented by Saks [24], Beesch [27]—who also
performed many of the early measurements—
has also begun to use charge pumping to
examine the early time interface-state genera-
tion. At this time, both groups are in agreement
that three different processes contribute to the
time-dependent buildup of radirtion-induced
interface states. Both groups are also in agree-
ment on what those three processes are and on
the relative magnitude of each process.

By far the largest effect is the relatively slow
field-dependent two-stage process described
by the Mcl.ean model [14]. Typically this proc-
ess accounts for 90 percent or more of the total
interface state buiidup, depending somewhat
on which samples one studies [15-27]. The sec-
ond largest process is a relatively fast field-
dependent process which correlates with the
arrival of radiation-irduced holes at the inter-
face. This process accounts for most of the rest
of theradiation-induced interface states [25,27).
(In VLSI oxides at room temperature, the hole
transport process is typically completeina time
on the order of microseconds. If the trapping
and defect conversion times are shorter than
the transport time, this process might be recon-
ciled with one or more of the hole-trapping
models we have mentioned [32-36]). The third
process, which leads to the smallest effect in
gate oxides, seems to be a diffusion process of a
neutral species because there is no field polarity
dependence [26,27]. This process has also been
reported by Boesch in thick field oxides [39,40].
This process is not always observed in the gate
oxides, but it was reported by Saks [26] (only) at
low temperature and by Boesch [27] at room

temperature (but not in all samples). Note that
the three processes observed experimentally
match up with the three classes of models, so
that all the models may have to be invoked for
a complete description of AN .

All the experiments we have mentioned so
far are electrical measurements of the time,
field, and temperature dependence of the inter-
face state generation process. They can provide
clues about the process by which one obtains a
radiation-induced interface state, but electrical
measurements by themselves do not reveal the
microscopic nature of the defect. Although we
have identified three paths to a radiation-
induced interface state, it is possible, or even
probable, that the final electrically active defect
isthesameinallthree cases. The maintechnique
for determining the structure of individual
defects has been electron spin resonance (ESR).

Using ESR, Lenahanand others [41-45] have
identified the P, center with the radiation-
induced interface stateon(111)Si. The I, center
was first observed by Nishi [46,47] and identi-
fied by Caplan et al. [48] as a trivalent Si bonded
to three other Si atoms at the interface. The
dangling fourth bond extends into the oxide,
normal to the interface on a (111) surface.
However, onthetechnologically important (100)
surface, Poindexter et al. [49,50] have observed
two P, centers, P, and P, , which they identify
as process-induced interface states. Poindexter
et al. speculated that the P, center is a trivalent
Si bonded to two Si atoms and one oxygen
atom, with the dangling fourth bond extending
into the oxide at a nonnormal angle [49]. How-
ever, they are not sure of this identification, so
the exact structure of the P, center remains
uncertain. Recently, Kimand Lenahan [51] have
reported additional ESR studies of samples
prepared on (100) surfaces. When they exposed
the samples to ionizing radiation, they found
that the radiation-induced interface state
buildup consisted entirely of P, centers. They
suggested that this result might be a general one
because they observed no buildup of P, centers
on any of three dissimilar oxides. We have no
convincing explanation why the interface state




corresponding to the P, center does not in-
crease with radiation, but the empirical evi-
dence suggests that such is the case. We note
that different annealing kinetics have been
reported for P, and P, centers [52,53), but it is
not clear that this observation is related to the
radiation resporise of these centers.

'he specific chemistry of interface state pro-
duction and especially the processing chemis-
try by which one might control the buildup of
radiation-induced interface states are subjects
with an extensive literature—too extensive for
ustocoverinany detailinthisreport. However,
we must briefly discuss these subjects, espe-
cially the role of hydrogen, because two of the
groups of models we have mentioned require
hydrogen to transport to the interface and to
react there.

We next discuss the three groups of models
and supporting experiments in more detail.

2.1 Two-Stage Model and Support-
ing Experiments

The full two-stage model was first devel-
oped by McLean [14] to explain results obtained
by his coworkers over a period of several years
[15-23]. In the first stage, holes transporting
through the oxide interact with the oxide lattice
to produce a positive ion (probably H*). A full
description of the hole transport process is
beyond the scope of this report. However, we
willdescribeit briefly now becauseallthemodels
and observed interface state generation proc-
esses depend to some degree on hole transport
and because the hopping transport of hydrogen
ions (in the second stage) is similar in many
ways to the hole transport process.

The best overall description of the hole
transport data seems to be provided by a sto-
chastic hopping transport model. The continu-
ous-time-random-walk (CTRW) formalism
developed by Montroll, Weiss, and others [54-
57} has been applied to hole transport in SiO, by
McLean, Hughes, and others [22,58-68]. (See
also Mcl.ean and Oldham {2].) The specific in-
tersite charge transfer mechanism seems to be®

polaron-like hopping of the holes between lo-
calized, energetically shallow trap states hav-
ing arandom spatial distribution but separated
by an average distance of ~1 nm. The term
polaron refers to the situation in which the
charge carrier (hole) interacts with the lattice,
inducing a significant distortion near the ca--
rier. As the carrier moves through the oxide, it
carries the lattice distortion with it. The hop-
ping event itself seems to be a phonon-assisted
tunneling transition between adjoining traps.
The radiation response can be written gener-
ally as a function of a disorder parameter,o,
and a characteristic transit time, t . The parame-
ter a depends only on the degree of disorder in
the material, and describes the shane of the re-
sponse curve. The characteristic time, t, de-
pends strongly on temperature, applied field,
and oxide thickness. Animportant consequence
of this model is that the farther a carrier goes,
the more chance it has of finding itself ina hard
hop situation, where the next hop is to a rela-
tively faraway site. In a thick oxide, many car-
riers will eventually fall into very long-lived
traps, and the average velocity of carriers will
become very small. Thus, it is implicit in the
model, and confirmed experimentally, that the
transport is very dispersive, taking place over
many decades in time. In a typical case for
hardened oxides, the carrie: transit time varies
roughly as d. and the time for half the hole
transport to be completed is about 3 x 10 s for
a 100-nm oxide at room temperature with 1-
MV /cm applied field.

Earlier, Revesz [29] and Svensson [28)] had
proposed that transporting holes broke Si-H
bonds in the bulk of the oxide, leaving posi-
tively charged trivalent Si centers in the bulk
and hydrogen atoms which were free to diffuse
away. Svensson [28] also suggested that when
this hydrogen reached the interface it could
break an Si-H bond producing H, and a dan-
gling Si bond, agreeing in part with an earlier
paper by Sah [69]. However, this diffusion
model does not predict the field dependences
in the interface state generation process which
are actually observed, although it does predict




a two-stage process. Specifically, Winokur et
al. [19] reported that the magnitude of the field
(but not the polarity) in the first stage (hole
transport) controlled the final late- ti.ne satura-
tion value of the interface states. Positive field
was necessary in the second stage for interface
state formation, and the magnitude of the field
during the second stage determined the rate at
which interface states built up, but the satura-
tion value of AN, was independent of oxide
field magnitude during the second stage.
McLean [14] noted that the final satura-
tion value of the interface state density at late
time showed an exponential dependence on
the square root of the applied field, whichis a
classic signature of the Schottky effect, charge
ejection over a field-reduced coulomb-like (1/
r potential) barrier (see fig. 4). This depend-
ence suggests an interaction of the holes that
releases an ionic charge. Since this first stage is
temperature independent, all the energy for
the ion release is obtained from the energy
exchange between the transporting holes and
the lattice via the polaron-hopping process.
McLeanconcluded that “the interaction proba-
bly involves a charge transfer process in which
the hole is annihilated by an electron initially
involved in bonding the ion, and the positive
chargeisthencarried by the ion. The defect site
remains in a neutral charge state.” He argued
that the ion was most likely H*, and not, for
example, Na*. He also concluded from field
switching experiments by Boeschand Winokur
[19,23] that the interaction freeing the ions had
to occur in the bulk oxide. If the bias was
negative during the first stage, the holes would
be removed at the gate, and the hole flux at the
Si/Si0, interface would be much less than if
the bias were positive. Whether the bias is
positive or negative during the hole transport
process, however, the interface state buildup is
virtually identical if the same positive bias was
applied during the second stage fort > 15 [14].
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Figure 4. Saturation value of AN with applied field
during first stage of McLean two-stage model.

In the second stage, McLean [14] argued
that the long-term interface state buildup could
easily be explained as field-assisted ionic trans-
port to the interface with a subsequent reaction
at the interface. He noted that the temperature
dependence of this second-stage process (see
fig. 5) led to an activation energy A = 0.82 eV at
zero applied field. Values of 0.7 to 0.92 eV had
been reported for proton transport in Si0O, {70],
so this activation energy is consistent with
hydrogen ion transport. (On the other hand,
diffusion of neutral hydrogen hasamuchlower
activation energy—0.3 eV is a value commonly
quoted [29].) McLean also applied a hopping
transport analysis and concluded that the aver-
age hopping distance is about 2.6 A (see fig. 6).
He points out that this is precisely the distance
between nearest neighbor oxygen atoms in 5iO,,
and suggests that the H* ions bond temporarily
to tie nonbonding lone pair-orbitals of the
oxygen atoms. The ions then move by hopping
from oxygen to oxygen through the oxide. The
requirement for positive bias during the second
(ionic transport) stage is then simply explained
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because a positive field is necessary to move a
positive ion to the interface.

In figure 7 {21] we show field switching
data which illustrate how strongly a negative
field applied during the second stage inhibits
the interface state buildup. Samples with a field
of +4 MV/cm applied receive a pulsed irradia-
tion to a dose of 0.6 Mrad. In sample E, the field
polarity is negative throughout the experiment,
and no increase from the preradiation interface
state value is observed. For sample A, the field
is positive 4 MV /cm throughout, resulting in a
late-time buildup from 1 to more than 1000 s
after the radiation and hole transport. For
samples B, C, and D, the field is positive for 1s,
which is much longer than the holes take to
reach the interface. At 1s, only a few interface
states have formed, even though all the holes
have reached the interface. Then the field is
switched negative in all three samples. In none
of the samples does the number of interface
states increase while the field is negative. In
samples B and C, the field is switched positive
again after different amounts of time, and the
interface state buildup resumes immediately,
although approaching a lower saturation value
for AN than in sample A.

Recently, two additional sets of experi-
ments have been performed which have tended
to confirm the model by McLean [14] and the
experiments on which it was based [15-23].
First, Saks [24} measured the time scale for
radiation-induced interface state buildup as a
function of both oxide thickness and applied
field. Saks concluded that the McLean hydro-
gen ion model fitted his results, in his words,
“neatly and compactly.” On the other hand, the
Griscom diffusion model [30] failed to explain
the oxide field dependence of either stage in the
two-stage model.

A third set of field switching experiments
performed by Boesch [27] led to basically the
same conclusions. One remarkable result is
shown in figure 8. In one case (open circles) a
sample was exposed to a 4-us radiation pulse
witha field of +2 MV /cmapplied, and the same
field was maintained after the pulse. The two-
stage buildup of interface states seems to begin
around 0.1 s, and by 1 s about 10"/cm?-eV
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model.

states have resulted. In a second case (solid tri-
angles), Boesch irradiated another sample with
a negative field applied, but 10 us after the
pulse, he switched the bias tc +2 MV /cm (the
same field as in the first case). A similar two-
stage buildup of interface states is cbserved,
but it is delayed by about two decades in time!
The interface state buildup observed at 1 s in
the first case is delayed until about 100 ¢ by a
change in the field during the first 10~ s. (We
note that Saks [25] performed a detailed set of
similar experiments where he systematically
varied the time at which the bias was switched
over a wide range. He obtained comparable
results.) This result can be explained by a dis-
persive charged particle hopping ‘ransport
model, because the ions are initially pushed
away from the interface. Then they have far-
ther to go to reach the interface when the field
is switched positive, and the transit time is a
very strong superlinear function of thickness in
a dispersive transport model, as we have al-
ready explained for the case of hole transport.
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Figure 8. Time-denendent generation of interface states
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MOSFET s determined by charge pumping.

On the other hand, there is no conceivable way
to explain this result with a diffusion model.
Recently, Brown et al. applied CTRW analysis
to the H* transport, with very good restlts [71]).




2.2 Prompt Interface States and
Models

All these experimental results taken to-
gether provide overwhelming evidence that
the main process for radiation-induced inter-
face state generation is the two-stage model
proposed by McLean (14], where the hopping
transport of hydrogen ions determines the time
scale of the interface state buildup. However, it
has become clear that at least two other proc-
esses also contribute to the total interface state
buildup. Although Boesch had reported prompt
interface states in field oxides [39,40], the paper
which started serious discussion of these proc-
esses in gate oxides was presented by Schwank
etal. in 1986 [72]. Schwank pointed out that up
to that time, most of the experiments support-
ing the McLean model were obtained on metal-
gate capacitors. In his experiments, he used
poly-Sigate capacitors because they more nearly
represent advanced MOS processes. He found
that a significant part of the radiation-induced
interface state buildup occurred too rapidly to
be attributed to the slow two-stage hopping
transport process. Schwank et al. speculated,
“the rapid buildup component may result from
hole transport and trapping at the silicon/sili-
con dioxide interface followed by injection of
electrons from the silicon,” which is similar to
the Lai model [35]). Schwank was led to make
the connection between hole trapping and
prompt interface state buildup by results illus-
trated in figure 9. Both interface state buildup
and hole trapping show the same qualitative
field dependence, although the scales for the
two processes are different.

Subsequently, Schwank et al. [73] per-
formed additional studies varying the amount
of hydrogen used in processing the samples.
Schwank et al. then discussed several chemical
processes which might account for the results
in figure 9 and other results which he pre-
sented. Contrary to his earlier speculation [72],
he concluded, “For none of the mechanisms
described above is it necessary for an oxide
trapped charge to be specifically converted di-
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Figure 9. Field dependence of hole trapping and satu-
ration value of AN in Si-gate capacitors.

rectly into an interface trap,” although this
process could not be excluded completely. The
results in figure 9 for the qualitative field de-
pendence of the interface state buildup have
been confirmed by Saks [25] and Boesch [26].
At this time it seems that this field dependence
is the main experimental difference between
the metal-gate samples described by McLean
{14] and other more recent samples with more
advanced gate deposition technologies. This
work by Schwank et al. stimulated other stud-
ies by Saks et al. [24-26] and Boesch [27]) on a
variety of Si-gate samples.

These later studies by Saks et al. [24-26]
and Boesch [27] have shown that the early-time
interface state buildup discussed by Schwank
et al. {72] is usually a small part of the total
interface state buildup in gate oxides, and that
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actually two processes are involved. Indiscuss-
ing these processes, we speak of prompt states,
fast states, and so on. These labels are inter-
changeable, and we use thor to vcfer to states
which build up before the first measurement
after, say, a linear accelerator (LINAC) pulse. If
aradiation pulse of a few micrc,econdsisdcliv-
ered to a MOS structure, the photocurrents will
persist for a time which generally precludes
any measurement of AN before about 0.1 ms.
These fast states are taken to be those already
present at 1 ms at room temperature.

Boesch [27] concluded that the rate of
prompt interface state generation is controlled
primarily by the rate at which transporting
holes reach the 5i/SiO, interface. The reasons
for this conclusion are illustrated in figure 10.
The open circles show the change in interface
state density as a function of time following a
pulsed irradiation at room temperature for a
sample with a field of +1 MV/cm maintained
throughout. The data points (read from the
vertical scale on the left) show an interface state
density of 2 10'°/cm?-eV at 20 ms, the time of
the earliest measurement. Thesolid circles show
the interface trap density for an identical ex-
periment except that the temperature of the
sample is lowered to 200 K. These points are to
beread fromtheright-hand vertical scale which,
we emphasize, is an order of magnitude differ-
ent from the left-hand scale. The final interface
trap density value at 800 s and 200 K is only ap-
proaching the level reached at 20 ms at room
temperature. Thus the prompt buildup can be
slowed down enough for study at 200 K. The
results in figure 10 correlate very well with an
independent calculation of the hole transport.
For example, Boesch estimated that three-
fourths of the transporting holes at 200 K will
reach the interface by about 0.8 s. Almost three-
fourths of the prompt interface traps are ob-
served at this time A number of experiments in
which fields were switched from positive to
negative (or vice versa) at different times are
also described by Boesch [27], and the results
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Figure 10. Low-temperature measurements of “fast”
AN, showing correlaiion with hole transport.

consistently supported the hole transport hy-
pothesis. For a full discussion of these results,
we refer the reader to the original paper.

We note that Saks et al. [25] also discussed
this early time process, and he also concluded,
“the early process appears rate-limited by hole
transport to the interface.” He reached this con-
clusion also from field switching experiments
and calculations of hole transport times. Al-
though both Saks [25] and Boesch [27] agree
that this prompt buildup from the hole trans-
port is typically around 10 percent of the total
buildup, both have observed cases in whichitis
somewhat larger.

We have already cited several models
based on the idea that a hole trapped near the
interface somehow becomes an interface trap
[32-36], and we have pointed out that these
models might be reconciled with this prompt
interface trap generation process. We note that
the rate-limiting step is the hole transport proc-
ess, which means that any trapping and derect
transformation processes have to occur more
rapidly than the transport itself. This constraint
on the defect transformation rate is significant
because the transport process is usually over in
1 ms or less at room temperature, and many ex-
periments do not have this kind of time resolu-
tion. Of course the authors of these hole trap
models [32-36] were not trying to explain a




small, second-order effect which occurred only
at very earlv times and which has often been
overlooked completely. Those authors were
trying to explain the entire radiation-induced
buildup of interface traps, or at least most of it.
Our view is that these models may be appli-
cable to the prompt second-order process, but
they clearly fail to account for the largest com-
ponent of the radiation-induced interface trap
buildup. There are three reasons for this view.

First, in the fieid switching experiments
cited by McLean, sets of measurements were
performed in which the bias was either positive
or negative during the hole transport. Obvi-
ously, the flux of holes at the Si/SiO, interface
was much greater under posilive bias than
under negative bias, as was the number of holes
trapped. But if the bias was switched positive
immediately after the hole transport phase,
essentially the same (large) interface buildup
was observed in both cases. The interface trap
buildup was the same, whether the hole trap-
ping was large or small. Similarly, if the bias
was switched negative after the hole transport,
theinterface trap buildup was thesame, whether
the hole trapping was large or small. Some of
these results are shown in figure 11 [73], where
curve A is maintained under constant +4 MV/
cm. Curve B is from a sample irradiated at
—4 MV/m, but the bias is switched positive at
0.8 s, long after the holes have been swept out of
the oxide at the gate interface. Nevertheless,
sample B and sample A have almost the same
interface trap density by 2000 s. Similarly, if the
bias was switched negative after the hole trans-
port, theinterfacetrap buildup wassuppressed,
whether the hole trapping was large or small
(sec fig. 7).

Second, Winokur et al. {17] showed that
the hole transport and trapping process is sepa-
rated by many decades in time from the inter-
face trap formation process.

Third, the detrapping process (annealing)
of trapped holes has been studied extensively,
and it also has a time dependence different
from that of the interface trap formation proc-
ess {9,74-77]. A full discussion of the trapped

30 —
LINAC. 600 krad
Wet oxide

20 I
o
1
fU
°
= 10
< o |
E
00 | [N N
°5 2 5
Prerad 10° 10' 107 10° 10t

Time (s)

Figure 11. Comparison of hole transport times with
interfuce trap formation.

hole annealing process is beyond the scope of
this report, but many authors have attributed it
to a tunneling process [9,77-83]. Experimen-
tally, the annealing process in gate oxides is
observed to be roughly logarithmic in time,
with approximately the same number of
trapped holes removed (or compensated) dur-
ing each decade of time. Tunneling models
predict exactly a In(t) dependence for this proc-
ess if the hole traps all lie at the same energy
level and if the trap density is uniform with
depth into the oxide. If either of those assump-
tions is not strictly true, the annealing rate will
deviate somewhat from a simple In(t) depend-
ence. But roughly In(t) annealing behavior is
normally observed. In our own annealing ex-
periments, we have observed annealing of
trapped holes from as little as 10 * s to beyond
107 s in some cases, and have observed approxi-
mate In(t) for as long as we continue monitor-
ing (see, for example, fig. 12). For some radia-
tion soft oxides, only a few percent of the holes
anneal per decade. For figure 12, the annealing
rate is about 20 mV /decade (or about 5 percent
of AV, /decade) over 10 decades in time. A
tunneling model predicts that this oxide would
continue to show trapped hole annealing at the

15




same rate for another 10 decades before all the
trapped holes are removed for a uniform spa-
tial density of trapped holes. We point out that
10 more decades would be 107 s, which is
approximately the present age of the earth! For
the sample in figure 12, we did not do detailed
measurements of interface trap formation rate.
But in similar tests of other samples from the
same wafer, the interface trap formation was
complete before about 200 s, which is much less
than the age of the earth. Thus the time history
of the interface trap formation is quite different
from the time history of the trapped hole an-
nealing for the soft oxide in figure 12.

In figure 13, we compare the number of
holesarrivingat the interface per decade (curve
A) with the number of trapped holes removed
(or compensated) by annealing per decade
(curve B) and with the number of interface
traps produced per decade (curve () for a
hardened oxide. These curves were obtained
from a series of exposures of radiation-hard-
ened MOSFET’s to 4-pus LINAC pulses (27,84]
and from the work by McLean [85] on the
generic impulse response function. As we have
noted, there is a small, second-order compo-
nent of the radiation-induced intcrface trap
buildup which correlates in time with curve A,
but which is reduced by about two orders of
magnitude. However, the peak of the main
interface trap buildup occurs about eight dec-
ades intime after the peak of the hole flux at the
interface. Similarly the annealing of trapped
holes begins about three decades in time before
the interface state formation begins. Further-
more, at the peak of curve C the number of
interface traps formed exceeds the number of
holes removed. Clearly a defect transformation
model where one trapped hole becomes one
interface state cannot account for many of the
kev features of the results in figure 13. (In fig.
13, the oxide is a radiation-hardened one which
doesnottrapholes very efficiently.) Thetrapped
hole annealing drops off after about 10% s be-
cause nearly all the trapped holes were an-
nealed atthat time. Thistime doesagree roughly
with the end of the interface trap formation.

This agreement does not hold in general, how-
ever. Recall that the trapped hole annealing
continued at the same rate for many decades
after the end of the interface trap formation
process for the soft sample used in figure 12.
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Theresults wehavediscusseddonotprove
that a trapped hole can never be converted
somehow to an nterface trap, and as we have
said, the small second-order process correlat-
ing with hole transport may actually fit veuy
well with such models. But it is our view that
trapped hole conversion models are—at best—
seriously incomplete in that they fail toaccount
for the main component of the radiation-
induced interface trap buildup.

Nevertheless, these trapped hole conver-
sion models still have proponents. Recently,
for example, Wang et al. [36] concluded, “Our
experiments clearly show that holes must be
present in the oxide until the interface states
form.” They also cited McLean [14] and said,
“Wedo not see any way to integrate our results
with the experirnents which appear to show
interface state generation long after the holes
have been swept out of the oxide.” " Ve see one
possible way to reconcile the results we have
presented here with some of the results of
Wang et al. [36], but it raises the fundamental
question of what an interface trap is. Our view
is that interface traps are dangling bonds lo-
cated at the Si/SiO, interface, having energy
levels in or near the Si bandgap. This statement
implies that interface traps are in equilibrium
with the Si substrate, meaning that they ex-
change charge with the substrate freely in ei-
ther direction in response to small voltage
changes (e.g., a 15-mV ac probe voltage in a
typical high-frequency CV measurement). For
this reason, interface traps tend to appear in
typical CV or IV measurements asslope changes
rather than parallel translations of curves.

Werecently presented the results ofanew
study on the nature of the hole trap [78]. We
concluded that when a trapped hole is “re-
moved” by capturing an electron, it is not nec-
essarily always removed. Rather, it can be
compensated by an electron trap nearby, so
that the entire complex is neutralized. If, how-
ever, a large enough negative bias is applied,
this compensating electron can tunnel back to
the Sisubstrate, jeaving anet positively charged
defect again. In our view these states are hole

traps because they are typically located at least
a few monolayers into the oxide, and we esti-
mate their energy level to be well below the Si
band gap. Forthis reason, these states appearin
high-frequeicy TV and IV curves as parallel
translations rather than slope changes. We rec-
ognize that we are dealing here in a gray arca
where different researchers might reasonably
interpretresultsdifferently. We call these states
hole traps because they do notact electrically as
we expect interface traps to act. That is, they do
not exchange charge with the substrate in the
manner of “standard” interface traps. On the
other hand, they might be taken for interface
traps in some experiments because they do ex-
change charge with the substrate by a different
process. Wang etal. [36] conclude that hole traps
near the interface capture an electron, undergo
an unspecified transformation process, and be-
come interface traps—presumably meaning
that they subsequently exchange charge with
the substrate. Our results [78] suggest that hole
traps near the interface can capture an electron
by tunneling, which they can subsequently ex-
change with the substrate without any defect
transformation process. So we offer as a hy pothe-
sis to be tested the view that no defect transfor-
mation is necessary to account for the results
reported by Wang et al. [36]—hole traps which
remain hole traps are sufficient if charge com-
pensation is taking place.

2.3 Hydrogen Diffusion Process

The third and smallest component of the
radiation-induced interfacetrapbuildupin gate
oxides is a fast process which is field (polarity)
independent Diffusion of neutral hydrogen is
a ratural candidate for the rate limiting step for
this process. The most popular diffusion model
is that of Griscom (30}, who was, however, not
trying to explain a small, second-order, fast
process. He was trying to explain the main
component of the radiation-induced interface
trap buildup, so that he required an electron
from the Si substrate (supplied by a positive
applied bias) to complete the interface genera-
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tion process. He also chose parameters so that
the time scale for the generation process was on
the order of 107 s. The states which are observed
[26,27] experimentally and are attributable to a
diffusion process have a different field depend-
ence (none) and a time scale perhaps six dec-
ades fasterthan theoriginal Griscom [30] model.
For this reason, Griscom [86] has recently pre-
sented a major revision of his earlier work to
bring his model into line with the new results.
In this new work, he also agreed with McLean
(14] that hopping transport of hydrogen ions
controlled the time of formation of most of the
radiation-induced interface trap buildup.

The results which ied Griscom to this new
model were obtained by Saks et al. [26], and we
havealready discussed many of them. In figure
14, we show additional results by Saks et al. [26]
which clearly show the existence of a small
field-independent component of the interface

trap buildup. Samrples were irradiated at 77 K
with either positive or negative bias. At 77 K,
hole transport and many other processes are
suppressed. When the samples are warmed up
through a series of isochronal anneals, a small
interface trap component—independent of bias
polarity—occurs between about 120 and 150 K.
This is the temperature at which diffusion of
neutral hydrogen should be activated. Above
200 K, the familiar hydrogen ion transport
process (released by moving holes) with its
usual field dependence takes over. Saks did not
report this diffusion-controlled process in his
room temperature experiments, but Boesch [27]
did—in some samples, but not others. Summa-
rizing this third process then, it is often not ob-
served at room temperature at all, but depend-
ing on how the experiment is done and which
samples are used, up to 10 percent of the total
buildup has been attributed to this process.
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Figure 14 Isochronal annealing result showing a low-temperature process due to newtral hvdrogen diffusion, and a
much larger high-temperature process due to hydrogen ion transport.
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3. Other Topics

3.1 Dose Dependence

Based on work by Winokur et al. [19],
McLean [14] reported that the final saturation
value of the radiation induced interface trap
density varied as the dose to the two-thirds
power, a result which he characterized as
“anomalous.” However, the result was consis-
tent on several oxide® over two to three orders
ot magnitude in dose, and it was later con-
firmed by Naruke e al. [87]. He speculated that
this dependence might arise {rom shifts in the
energy levels of the traps arising from quantum
degeneracy effects. As the number of traps
increased, the increasing overlap in their wave
functions might shift the energy levels of the
states. If the erergy levels of the states shifted
outside the part of the band gap sampled by the
measurements, a sublinear dose dependence
might be observed even though the basic inter-
face trap generation was linear.

Subsequently, Boesch [39] reported a D*®
dependence for interface traps in thick field ox-
ides. Saks [24] reported a linear dose depend-
ence, except at high doses where some satura-
tion occurred. More recently, Fleetwood et al.
[88] confirmed a linear dose dependence in
some low-dose-rate, long-term irradiations
which they performed.

Finally, Benedetto et al. [89] presented the
result shown in figure 15. Several samples from
the same wafer were irradiated under the same
conditions, and the change in interface trap
density is plotted as a function of dose. There is
a large sample-to-sample variation at the low-
est dose, 20 krad—about a factor of five differ-
ence in AD, between the highest and lowest
sampies. Thenasthedoseisincreased the curves
converge. We note that these samples are very
small area transistors, and that the total number
of states is small at low doses. As the dose is
increased, tne number of states increase and
this statistical variationdiminishes. Largerarea
samples did not show this kind of variation at

low dose. Depending on the sample, a dose
dependence ranging from D'2 to D' could be
observed. On other samples the response was
linear with dose except that saturation was
observed above about 107 rad(SiO,). From these
results Benedetto concluded that the dose de-
pendence of the radiation-induced interface
trap buildup was basically linear, except when
saturation effects or sample-to-sample vari-
ation obscured the general trend. And this view
seems to represent the consensus of workers in
the field. Generally the resporse will be linear
with dose but exceptions will occur, and these
exceptions are too numerous to dismiss
entirely, especially since they are not well
explained.

Over the years, occasional reports have
appeared, raising the possibility of true dose-
rate effects in irradiated devices. One of the
most prominent of these was by Winokur et al.
[90], who reported a small increase in the
buildup of radiation-induced interface traps in
very low dose rate irradiations over results
obtained at higher dose rates. However, a
group including some of the same authors
modified this conclusion the following year
(1988), and attributed the earlier result to a
subtle dosimetry problem at low dose rates.
They concluded, “We have demonstrated that
over 11 decades in exposure dose rate and nine
decades in annealing time, there are no true
dose-rate effects on CMOS device postirradia-
tion response.” At this writing, we are not
aware of anyone who claims to have data show-
ing a true dose-rate dependence to the radia-
tion-induced interface trap buildup.

3.2 Field Oxide Results

Up to this point we have primarily dis-
cussed results obtained on gate oxides, either
in capacitors or transistors. However, some
work has been done on thick field oxides as
well [39,40,90). Generally, interface traps in
field oxides are helpful because they make
parasitic leakage paths harder to turn on. The
problem which is most likely to arise is the case
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Figure 15. Variation of AN, with dose for samples from the same wafer.

in which a manufacturer is relying on a certain
buildup of radiation-induced traps to keep a
leakage path from turning on. If the buildup is
not large enough, excessive leakage current can
result.

Boesch [39,40] has studied the time, tem-
perature, and field dependence of radiation-
induced interface traps in field oxides, follow-
ing in some ways the work he and others have
done on gate oxides. Qualitatively the proc-
esses observed in gate oxides have all been
observed in field oxides, but with one impor-
tant difference: the processes which contribute
to the early-time (fast) buildup are relatively
much more important in field oxides than in
gateoxides. The hopping transportof hydrogen
ions requires 10-? to 10* s at fields on the order
of 1 MV/cm in gate oxides of a few tens or 100
nm. But the transport time depends very
strongly on field and oxide thickness. In a field
oxide, the oxide is perhaps one order of magni-
tude thicker, so the hopping transport time is
several orders of magnitude greater at a given
field. But the field is also about an order of
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magnitude reduced in a field oxide, which also
increases the transport time by several orders
of magnitude. For these reasons, the hydrogen
ion hopping process is not observed on the time
scale of many laboratory experiments (minutes
to hours), where real circuit voltages are ap-
plied to field oxides. (We note that Boesch [40]
has observed interface trap formation by this
process in field oxides, but only at fields typical
of gate oxides.) For this reason, the prompt
processes we have discussed usually dominate
the response of thick field oxides.

3.3 Specific Chemistry and Process
Dependences

Revesz [29] concluded that “hydrogen
is the most important impurity in Si/SiO, struc-
tures,” and that achieving proper control of
hydrogen is the most important task of MOS
processing. Even earlier, Revesz [91] had sug-
gested that Si-H bonds at the Si/5i0, interface
were dissociated, leading to radiation-induced




interface states. Based on the results we have
discussed here, we certainly agree on the cen-
tral role of hvdrogen Two of the generation
processes observed experimentally (and their
models) depend on hvdrogen freed in the bulk
reaching the interface and reacting. Forall three
processes, the suggestion of Revesz that Si-H
bonds at the interface are broken is almost
certainly correct. Thus it is difficult to overstate
the role of hydrogen in the buildup of radia-
tion-induced interface states.

The need to break Si-H bonds at the inter-
face suggests the reason why ionic hydrogen
interactions produce most of the radiation-
induced interface traps. Neutral atomic hydro-
genis very reactive inSi0,, and can break an Si-
Hbond to formSi - +H,. However, Griscom [86]
pomts out that neutral atomic hydrogen reacts
very rapidly to form H;, and it is as H. that most
of the neutral hydrogen reaches the interface.
But, H, does not react with Si-H bonds. On the
other hand, H- is apparently stable when it is
bound toa nonbonding oxygen orbital, so most
of the H* produced by radiation can eventually
reachthe interfaceifappropriatebiasis applied.

We note that in the early experimeats [15-
23], a number of different oxides—hardcned,
unhardened, wet. and dry—were tested. The
tinwe, temperature, and field dependences were
very consistent from one oxide to the next, indi-
cating the same physical and chemical proc-
esses at work. However, the total number of
interface tiaps produced by a given dose varied
widely Generally, the wet or steam-grown
oxides had a much higher density of radiation-
induced traps than the dry oxides. This result is
consistent with hydrogen release in the bulk
triggering the generation process, and again in-
chicates that hvdrogen plays a key role in radia-
tion induced instabi'ity due to interface traps.
Wenote, however, that hvdrogenis ofteninten-
tionally introduced into MOS devices because
it improves device stability in the absence of
radiation For example, Deal [92] (in 1974) and
Balk [93] (recentlv) have discussed low-tem-
perature hvdrogen anneals as a method for
reducing process-induced (pre-iiradiation) in

terface states. The conventional idea is that
dangling Si bonds not passivated by the oxida-
tion wiil be passivated by the hydrogen. But in
the presence of radiation, these hydrogen bonds
will be broken, leaving dangling bonds again.
The point here is that hydrogen is neither a
strictly favorable influence nor an unfavorable
one. We note that hydrogen is present in almost
all oxides in significant concentrations. Typi-
cally even dry oxides have 210" H/cm’. A cer-
tain amount contributes to device stability be-
fore irradiation. Too much leads to a serious
radiation-induced instability—the buildup of
interfacetraps. Fromaradiationhardening point
of view, it is advisable to minimize the amount
of hvdrogen in the oxide.

3.4 Implications of Scaling

Several authors have reported that the
buildup of radiation-induced interface traps is
reduced in thinner oxides [81,87,94-96]. Indeed,
Naruke et al. [87] have reported that AN/ is pro-
portional to (d_~13)*?, where d__is in nanome-
ters. More recently Saks et al 196} havereported
AD,, values ai midgap which vary as d; ford |
>12nm, where n varies fromabout 0.5to 1.5 de-
pending on how the oxide has been prepared.
Ford <12nm, AD, decreases very rapidly for
decreasing d . These reports agree with some of
our own observations [81] that very few inter-
face traps are produced by large doses for very
thin oxides, and the number generally increases
with increasing oxide thickness.

These results suggest that scaling of de-
vices to submicron (or beyond) design rules
may eventually solve the problem of radiation-
induced interface traps in gate oxides. Since it is
wellknownthatthinning the oxide alsotendsto
reduce or eliminate the trapped hole instability
[80,81,97 98], the general problem of radiation-
induced gate-oxide threshold voltage shifts may
eventually be eliminated by the natural devel-
opmentof moreadvanced microelectronictech-
nology with thinner gate oxides. Then the spe-
cial radiation problems in electronic devices
will be found primarily in isolation structures.




4. Summary and Future Work
(Unresolved Questions)

We have discussed a large number of ex-
perimental results and models which have been
proposed to explain them. Generally three
generation processes have been reported for
radiation-induced interface traps. The largest
of those is a slow two-stage buildup described
by McLean [14], who proposed the hopping
transport of hydrogen ions as the rate limiting
step. The second largest generation process
corresponds to the arrival of the radiation-gen-
erated holes at the interface. The third and
smallest generation process depends onthe dif-
fusion of neutral hvdrogen. Although a great
deal of work has been done and many ques-
tions about radiation-induced interface traps
have been answered, there are still several un-
resolved questions which should be the focus
of futiire work.

An interesting experiment to try would be
one detecting the H* motion through the oxide.
The number of charged hydrogens which have
to move through the oxide to produce 10" or
107 interface traps could produce a detectable
electrical signal. This signal has not been ob-
served so far probably for two reasons. First,
the H* signal would be the difference of two
competing effects. On the one hand, as the cen-
trode of the H* distribution approached the Si/
Si0, interface, a negative AV, , or AV, would re-
sult. On the other hand, H* reacts or is neutral-
ized or somehow removed at the interface,
rather than building up. Removal of H* would
produce a positive AV, or AV, and only the
ditference of these two processes would ever be
observed electrically. Second, the remaining H*
clectrical signal would have to be separated
from the normal trapped hole neutralization
process which occurs following irradiation.
Typically, thistrapped hole annealing is at least
an order of magnitude greater than the likdly
H* signal. For these reasons, direct measure-
ments of H* transport have proved elusive.

(2%
o

Generally, radiation-induced interface
states are stable at room temperature, at [east on
the time scale of most experiments, but they
have been observed to anneal out at elevated
temperature [52,53]. Recently, however, three
groups [99-104] have reported changes in the
energy levels of radiation-induced interface
traps following annealing. DaSilva et al. {99-
101] havereported two peaks, oneabove midgap
and a smaller one below midgap immediately
following irradiation. During annealing, the
large peak above midgap is reduced, but there
is a corresponding growth in the smaller peak
at lower energy. DaSilva [100] has proposed
that a one-for-one defect conversion process is
occurring, probably as a result of a structural
relaxation [102]. The other groups have not
confirmed these results; in fact, Stahlbush [103]
has reported the opposite result. In addition,
Barnes et al. {104] have reported that both peaks
increase with time, but that the upper peak in-
creases more than the lower one. We note that
each of the three groups used different experi-
mentaltechniques, samples with different proc-
ess histories, and different test and annealing
conditions. The only thing the three groups
agree on completely is that the energy distribu-
tion does change with time. The physical basis
of these transformations is at this point an
unsettled issue which shouid be the focus of
future work.

Another area for future work is identifying
the nature of the P center on the (100) surface.
It may be that the PP, center will never beanim-
portant contribution to the radiation response
of MOS systems, as Kimand Lenahan [51] have
suggested. But until the nature of the defect is
determined, and it is understood whether it
does or does not contribute to the radiation
response, there should be some study of this
defect.

Neither the role of hydrogen in the forma-
tion of radiation-induced interface traps at the
microscopic level nor the connection with proc-
essing sequences is fully understood. Work on
these questions will undoubtedly continue.
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ATTN L. J. PALKUTI
425 LAKESIDE DR
SUNNYVALE, CA Qu0o86

AT&T BELL LABS

ATTN L. MANCHANDA
6001 MOUNTAIN AVE
MURRY HILL, NJ 07974

AT&T BELL LABS
ATTN R. L. REMKE
PO BOX 13566
READING, PA 19607

JAMES T. BLANDFORD
CONSULTANT

ATTN JAMES T. BLANDFORD
10 CERRITO

IRVINE, CA 92715

BOEING ELECTRONICS
ATTN A. JOHNSTON
ATTN BOR-YEN MAO
PO BOX 243969
SEATTLE, WA 98125

BOEING AEROSPACE CO
ATTN T. CRISWELL

PO BOX 3999
SEATTLE, WA 98124

BOEING AEROSPACE CO

ATTN ITSU ARIMURA

6045 86TH SE 501-369
MERCER ISLAND, WA 98040

BOEING AEROSPACE
ATTN P. R. MEASEL
9510 NE STH ST
BELLEVUE, WA 98004

BOOZ ALLEN & HAMILTON
ATTN P. E. DeBOY

ATTN J. TERRELL

ATTN R. E. McCOSKEY
ATTN D. VINCENT

4330 EAST WEST HWY S623
BETHESDA, MD 20814




DISTRIBUTION {(cont'd)

CEA T FRANCE: HAHN MEITNER INSTITUT
ATTN L. J. LUC ATTN D. BRAUNIG

CENTRE D-ETUDES CTF BRUYERES- GLIENICKER STR.100 PQ BOX 27255
LE-CHATEL PB 12 1000 BERLIN 39 CA GERMANY
BRUYERS LE 7TL 91280 FRANCE GERMANY 030-80092494
TENTRAL HESEARCH LAB-HATACHI HARRIS SEMICONDUCTOR
T-080 ATTN J. C. LEE

ATTN TAKAHIRD CKABE PO BOX 883 MSS4-102

TOKYD 185 JAPAN MELBOURNE, FL 32902
TIMSA RINTRA HARRIS SEMICONDUCTOR

ATTN J. PINEL ATTN W. H. SPEECE

AVE du GENEBRAL EISENHOWER PO BOX 883 M/S 54-10R

5p 009 MELBOURNE, FL 32901

17723 TOULOUSE CEDEX FRANCE
HARRIS SEMICONDUCTOR

TOMSAT ATTN J. B. LONG

ATTN A, MEULENEERC PO BOX 883 MS 53/210

TLARKSBURG, MD 20855 MELBOURNE, FL 32901

CONTROL DATA CORP HARRIS CORPORATION

ATTN D. M. NEWBERRY ATTN J. E. SCHROEDER

&S00 Z BE8TH ST PO BOX 94000

BLOOMINGTON, MN 55420 MELBOURNE, FL 32902

G. C. MESSENGER HARRIS SEMICONDUCTOR

CONSULTANT ATTN R. D. CHERNE

311 BEL AIR DR TF ATTN J. BULLER

LAS VEGAS, NV 89109 PO BOX 883 M/S 54-103
MELBOURNE, FL 32901

CARPA/DSC

ATTN S. A. ROOSILD HARRIS GASD

2027 LAKEBREEZE WAY ATTN WAYNE E. ABARE

SESTON, VA 2200 335 MEADOWWOOD LN DIV, 2147

W. MELBOURNE, FL 32904
FULMER RESEARCH LABS

ATTN A. HOLMES-SIEDLE HONEYWELL
STOKE POGES ATTN J. W. SCHRANKLER
SLOUGH BERKS SL2 4QD ENGLAND 12001 ST HWY 55

PLYMOQUTH, MN 554
GE AERQOSPACE

ATTN J. L. ANDREW HONEYWELL
PO BOX $555 ™M1211 ATTN J. J. SILVER
PHILADELPHIA, PA 19101 1150 E. CHEYENNE MTN BLVD

COLORADO SPRINGS, CO 80906
GENERAL ELECTRIC

ATTN D. TASCA HONEYWELL SYSTEMS & RESEARCH CTR
PO BNX 8555 ROOM M1211 ATTN D. F. BERNDT
PHILADELPHIA, PA 19101 335 PINEVIEW LANE N

PLYMOUTH, MN 5541
SENERAL ELZCTRIC CR&D

ATTN H. H. WOODBURY HONEYWELL SYSTEMS & RESEARCH CENTER
PO BOX 8 KW-B314 ATTN R. A. BELT
SCHENECTADY, NY 12301 17835 18TH CIRCLE

PLYMOUTH, MN 55447
GENERAL ELECTRIC
ATTN J. BLACK
3395 TARLETON EAST
DURHAM, NC 27713
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HONEYWELL, INC
ATTN R. RABE
SSEP-MS/1u-2015
12001 STATE HWY 55
PLYMDUTH, MN 55441

HONEYWELL, INC

ATTN A. P. JOHNSON
2600 RIDGEWAY PKWY
MN1T-2340

MINNEAPOLIS, MN 55413

HUGHES AIRCRAFT CORP
ATTN K. G. AUBUCHON

ATTN A. OCHOA

6155 EL CAMINO REAL

CARLSBAD, CA 92008

HUGHES AIRCRAFT

ATTN D. BINDER

PO BOX 92919

LOS ANGELES, CA 90009

IBM

ATTN N. HADDAD

ATTN A. EDENFELD
ATTN T. F. MAHAF, JR.
ATTN B. A. PLSEY
ATTN L R. ROCKETT

ATTw T. M SCOTT
9500 GODWIN DR

BLDG 867/1B
MANASSAS, VA 22110

ICS RADIATION TECH
ATTN M. GAUTHIER

8416 FLORENCE AVE #206
DOWNEY, CA 90240~3919

IRT CORP

ATTN J. C. AZAREWICZ
ATTN J. W. HARRITY
ATTN M. A. ROSE

ATTN J. M. WILKINFELD
PO BOX 85317

SAN DIEGO, CA 92138

IRT CORP

ATTN T. A. MARTIN

1364 BEVERLY RD STE 101
McLEAN, VA 22101

JAYCOR

ATTN P. G. COAKLEY
ATTN R. E. LEADON
ATTN W. SEIDLER
11011 TORREYANA RD
PO BOX 85154

SAN DIEGO, CA 92138
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JAYCOR

ATTN S. C. ROGERS

2811 WILSHIRE BLVD #5690
SANTA MONICA, CA 90272

JPL-CALTECH

ATTN P. A. ROBINSON
ATTN J. W. WINSLOW
4800 OAK GROVE DR
PASADENA, CA 91109

JET PROPULSION LAB

ATTN M. G. BUEHLER

ATTN J. COSS

ATTN D. K. NICHOLS

ATTN W. STACKHOUSE

ATTN J. A, ZOUTENDYK

ATTN C. A. GOBEN

4800 OAK GROve DR MS 180-202
PASADENA, CA 91109

KAMAN TEMPO

ATTN B. A. ALFONTE
ATTN E. E. CONRAD
2560 HUNTINGTON AVE
SUITE 500

ALEXANDRIA, VA 22303

LOCKHEED

ATTN J. S. SMITH
5321 HANOVER ST
LOCKHEED RES LAB
PALO ALTO, CA 9uO34

LOS ALAMOS NAT LAB
ATTN R. S. WAGNER
LOS ALAMOS, NM 87545

MARTIN MARIETTA LABS

ATTN S. P. BUCHNER

1450 SOUTH ROLLING RD UtM-L24
BALTIMORE, MD 21227

MATRA AEROSPACE

ATTN P. GAUTIER

37 ave LOUIS-BREGUET B.P.1
78146 VELIZY-VILLACOUBLAY CEDEX
FRANCE 33-1-39469600

McDONNELL DOUGLAS

ATTN R. ZULEEG

5301 BOLSA AVE MS 28
HUNTINGTON BEACH, CA 92647

MISSION RESEARCH CORP
ATTN E. A. BURKE
11 INDIAN HILL RD
WOBURN, MA 01801




MISSION RESEARCH CORP
ATTN D. R. ALEXANDER
ATTN R. L. PEASE

1720 RANDOLPFEF RD
ALRUQUERCUF, NM 87106

MISSION RESEARCH CORP

ATTN A. E. KALMA

4925 N 30TH ST

TOLORADO SPRINGS, 0 80912

MISSION RESEARCH CORP
ATTN J. P. BRAYMOND
ATIw L. . SNOWDEN
ATTN V. A, J. VAN LINT
S434 RUFFIN RD

SAN DIEGO, CA 92123

MYERS AND ASSOCIATES
ATTN D. K. MYERS

16415 RUSTLING 0AK
MORGAN HILL, CA 95037

DISTRIBUTION

NATICNAL INSTITUTE OF STANDARDS & TECHNOLOGY

ATTN H. S. BENNETT, ROOM B310

ATTN T. J. RUSSEL

ATTN S. M. SELTZER, 536.01
ATTN J. 5. SUHLE, B308
BLDG 225

GAITHERSBURG, MD 20893

NATIONAL SEMICONDUCTOR
ATTN F. C. JONES

ATTN P, McNALLY

112 BELHAVEN DR

LOS GATO, CA 95030

NORTHROP CORP
ATTN J. SROUR, MS X400-N5
PO BOX 5032

HAWTHORNE, CA 90251

NORTHRQOP RESEARCH & TECH CTR
ATTN A. BAHARMAN

ATTN K. KITAZAKI

ATTN M., M. MORIWAKI

ONE RESEARCH PARK 0365/T60

PALOS VERDES PENINSU, CA 90274

NORTHROP ELECT

ATTN E. KING

23017 W 120TH ST
HAWTHORNE, CA 90250

OAK RIDGE NAT LAB
ATTN R. H. RITCHIE
DAK RIDGE, TN 37830

OUSDA (R/AT) (CET)
ATTN LTC H. BROWN

(cont'd)

OUSDA (R/AT) (CET) (cont'd)
ATTN COL W. FREESTONE

ATTN B. SUMNER

PENTAGON MAIL ROOM 3D-139
1211 FERN ST

WASHINGTON, DC 20310

PHYSICON

ATTN J. D. HARPER

ATTN G. GRANT

ATTN J. SHEEAY

3225 BOB WALLACE AVE SUIT I
HUNTSVILLE, AL 35805

PHYSICON INC

ATTN T. G. HENDERSON
10303 MELANIE DR
HUNTSVILLE, AL 35803

W. E. PRICE
4132 ANDROS WAY
OCEANSIDE, CA 92056

RAYTHEON MICROELECTRONICS CTR

ATTN S. L. KANE
358 LOWELL ST MC 54
ANDOVER, MA 01810

RAYTHEON CO

ATTN H. FLESCHER
12 GRANISON RD
WESTON, MA 02193

GE/RCA

ATTN T. E. SULLIVAN
ATTN H. VELORIC

RT 202 MZ113
SOMERVILLE, NJ 08876

GE AEROSPACE

ATTN J. E. SAULTZ

ATL BLDG 145-3 ROUTE 38
MOORESTOWN, NJ 08057

GE ASTRO

ATTN G. BRUCKER

PO BOX 800 410-2-C-19
PRINCETON, NJ 08543-0800

GE CORP

MOORESTOWN CORP CENTER
ATTN J. S. PRIDMORE
ATL BLDG

MOORESTOWN, NJ 08057

R&D ASSOCIATES

ATTN G. M. SAFONOV

PO BOX 9695 BLDG 870
MARINA del REY, CA 90295
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R&D ASSOCIATES

ATTN F. COPPAGE

PO BOX 9335
ALBUCUERQUE, NM 87119

REVESZ ASSOTIATES
ATTN A. REVESZ

7910 PARK OVERLOOK DR
BETHESDA, MD 20817

REC ELECTRONICS INC
ATTN R. E. CONKLIN
174 WAYNE DR

FAIRBORN, OH 45324

RESEARCH TRIANGLE INSTITUTE

ATTN M. SIMONS

PO BOX 12164

RESEARCH TRIANCLE PARK, NC 27709

ROCKWELL INT. SCIENCE CENTER
ATTN Z. SHANFIELD, MS BAld
3270 MIRALOMA AVE

ANAHEIM, CA 92803

SACHS/FREEMAN ASSOC
ATTN LEON S. AUGUST
6920 BAYLOR DR
ALEXANDRIA, VA 22307

SAIC

ATTN J. SPRATT

2615 PAC COAST HWY #300
HERMOSA BEACH, CA 90254

SAIC

ATTN D. MILLWARD

ATTN D. LONG

102290 SORRENTO VALLEY RD
SAN DIEGCO, CA 92121

SANDIA NATIONAL LAB

ATTN DIV. 1233, W. BEEZHOLD
ATTN DIV. 1232, D. E. BEUTLER
ATTN DIV 7252, D. W. BUSHMIRE
ATTN DEPT 2120, W. R. DAWES, JR.
ATTN DIV 2144, P, V. DRESSENDORFER
ATTN DIV 2147, D. M. FLEETWOGD
ATTN DIV 2126, J. E. GOVER

ATTN B. L. GREGORY

ATTN DIV 113, R. C. HUGHES

ATTN ORG 2151, W. C. LOVEJOY
ATTN DIV. 2144, J. D. McBRAYER
ATTN DIV. 2146, P. J. McWHORTER
ATTN DIV 2144, J., R. SCHWANK
ATTN DIV 2142, F. W. SEXTON

ATTN H. T. WEAVER

ATTN DIV 2146, P. S. WINOKUR
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SANDIA NATIONAL LAB {cont'd)
ATTN DIV 2126, T. F. WROBEL
PO BOX 5800

ALBUQUERQUE, NM 87185

DAVID SARNOFF RESEARCH CTR
ATTN G. W. CULLEN, CN5300
ATTN R. K. SMELTZER

DAVID SARNOFF RESEARCH CTR
{(cont'd)

ATTN K. SCHLESIER, CN5300 3-079

PRINCETON, NJ 07543-5300

SAVE, INC

ATTN N. J. RUDIE

843 SAN JUAN LN
PLACENTIA, CA 92670

S~CUBED, INC

ATTN J. C. PICKEL

24631 LADERA DR

MISSION VIEJO, CA 92691

SDIO/T/IS

ATTN K. WU

ATTN LTC M. KEMP

THE PENTAGON

WASHINGTON, DC 20301-7100

SIMTEK CORP

ATTN G. DERBENWICK

1626 VICKERS DR

COLORADO SPRINGS, CO 80918

SPIRE

ATTN B. BUCHANAN
PATRIOTS PARK
BEDFORD. MA 0177y

STANDARD OIL CO RESEARCH CTR
ATTN H. SCHER

4uy0 WARRENSVILLE CENTER RD
CLEVELAND, OH 44128

TELEDYNE SYSTEMS CO
ATTN J. H. SOKOL

M/S 16

NORTHRIDGE, CA 91304

TEXAS INSTRUMENTS

ATTN T. F. CHEEK, JR
PO BOX 660246 M/S 3145
DALLAS, TX 75266




TEXAS INSTRUMENTS

ATTN MISHEL MATLOUBIAN
PO BOX 655012 MS 9l
DALLAS, TX 75265

TEXAS INSTRUMENTS
ATTN R. SUNDARESAN
MS 944 PQ BOX 655621
DALLAS, TX 75040

TEXAS INSTRUMENTS
ATTN L. R. HITE

PC BOX 655621 MS369
DALLAS, TX 75252

TEXAS INSTRUMENTS
ATTN T. HOUSTON
6527 OPAL LN
RICHARDSON, TX 75080
TEXAS INSTRUMENTS
ATTN G. A. BROWN

1512 RIDGEVIEW DR
ARLINGTON, TX 76012

TEXAS INSTRUMENTS, INC
ATTN F. Ww. POBLENZ
1923 DEEP VALLEY DR
RICHARDSON, TX 75080

TEXAS INSTRUMENTS, INC
ATTN W. BAILEY

PO BOX 655621

DALLAS, TX 75265

TRW

ATTN A. A. WITTELES
6908 VERDE RIDGE RD
PALOS VERDES, CA 90274

TRW

ATTN DAVID W. ALEXANDER
416 THE TERRACE #U
REDLANDS, CA 92373

TRW
ATTN M. HOPKINS
ONE SPACE PARK MS134/8822

REDONDN BEACH, CA 90278
TRW
ATTN JAMES 3. CABLE

ONE SPACE PARK D1/1302
REDONDO BEACH, CA 90278

TRW

ATTN MILTON ASH

ONE SPACE PARK R6/2184
REDONDO BEACH, CA 90278

DISTRIBUTION

{cont'd)

TRW

ATTN A. CARLAN

ONE SPACE PARK 134-9039
REDONDO BEACH, CA 90278

UNITED TECHNOLOGIES MICROELECTRONICS CTR
ATTN S. M. TYSON

ATTN R. WOODRUFF

1575 GARDEN OF THE GODS

COLORADO SPRINGS, CO 80907

UNITED TECHNOLOGIES CORP MOSTEK
ATTN J. P. MIZE
CARROLLTON, TX 75006
WESTINGHOUSE

ATTN F. BLAHA

421 DAVID DR

ARNOLD, MD 21012

WASHINGTONHOUSE ELECT
ATTN D. ADAMS, MS 3AT2
ATTN R. CRICCHI,MS3531
ATTN E. J. VITEK, MS 5210
PO BOX 1521

BALTIMORE, MD 21203

WOLICKI ASSOCIATES INC
ATTN E. WOLICKI

1310 GATEWOOD DR MS12
ALEXANDRIA, VA 22307

UNIVERSITY OF ARIZONA
ATTN K. F. GALLOWAY

ATTN R. D. SCHRIMPF

BLDG 104, ELEC & COMP ENG
TUCSON, AZ 85721

CLEMSONN UNIVERISTY
ATTN P. J. McNULTY
117 KINARD LAB
CLEMSON, SC 29634

HAMPTON UNIVERSITY 6465
ATTN DEMETRIUS D. VENABLE
HAMPTON, VA 23668

UNIVERSITY OF NEW MEXICO
DEPT EEE

TAPY HALL

ATTN D. A. NEAMAN
ALBUQUERQUE, NM 87131

NORTH CAROLINA SU

ATTN J. HAUSER

ECE DEPT BOX 7911
RALEIGH, NC 27695-7911
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PENNSYLVANIA STATE UNIVERSITY

ATTN W. WARREN, 127 HAMMOND BLDG
ATTN H. WITHAM, 227 HAMMOND BLELG
ATTN P. M. LENAHAN, 123 HAMMOND BLDG
UNIVERSITY PARK, PA 173802

RENSSELAER POLYTECHNIC INST
ATTN R. C. BLOCK

RPT LINAC
TROY, NY 12130

VANDERBILT UNIVERSITY

ATTN D. XERNS

ATTN S. KERNS

DepT ot eLeCTR1CAL ENGINEERING
NASHYILLE, TN 37212

VANDERBILT UNIVERSITY
ATTN L. W. MASSENGILL
PO BOX 69-RB
NASHVILLE, TN 37235

YALE UNIVERSITY

DEPT OF ELECTRICAL ENGINEER
ATTN T. P. MA

ATTN E. DaSILVA

DEPT OF ELECT. ENG.

PO BOX 2157 YALE S

NEW HAVEN, CT 06520

US ARMY LABORATORY COMMAND
ATTN TECHNICAL DIRECTOR, AMSLC-TD

INSTALLATION SUPPORT ACTIVITY
ATTN LEGAL OFFICE, SLCIS-CC

USAISC
ATTN TECHNICAL REPORTS BRANCH,
AMSLC-IM-TR (2 COPIES)

HARRY DIAMOND LABORATORIES

ATTN D/DIVISION DIRECTORS

ATTN LIBRARY, SLCHD-TL (3 COPIES)
ATTN LIBRARY, SLCHD-TL (WOODBRIDGE)
ATTN CHIEF, SLCHD-NW-E

ATTN CHIEF, SLCHD-NW-EP

ATTN CHIFF, SLCHD-NW-EH

ATTN CHIEF, SLCHD-NW-ES

ATTN CHIEF, SLCHD-NW R

ATTN CHIEF, SLCHD-NW-TN

ATTN CHIEF, SLCHD-NW-RP

ATTN CHIEF, SLCHD-NW-CS

ATTN CHIEF, SLCHD-NW-TS

ATTN CHIEF, SLCHD-NW-RS

ATTN CHIEF, SLCHD-NW-P

ATTN CHIEF, SLCHD-TT

ATTN R. G. WARDELL, SLCHD-TA-ES
ATTN B. ZABLUDOWSKI, SLCHD-TA-ET
ATTN B. VAULT, SLCHD-NW

ATTN J. INGRAM, SLCHD-NW-E
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HARRY DIAMOND LABORATORIES

(cont'd)

ATTN W. J. PATTERSON, SLCHD-NW-EH

ATTN A. HERMANN, SLCHD-NW-EP

ATTN C. KENYON, SLCHD-NM-EP

ATTN C. LE, SLCHD-NW-EP

ATTN T. MAK, SLCHD-NW-EP

ATTN R. MOORE, SLCHD-NW-EP

ATTN A. NGUYEN, SLCHD-NW-EP

ATTN C. REIFF, SILCHT-NW-EP

ATTN O. TROXEL, SLCHD-NW-EP

ATTN J. BRAND, SLCSM-SE

ATTN J. CORRIGAN, SLCHD-NW-P

ATTN R. POLIMADEI, SLCHD-NW-P

ATTN A. BABA, SLCHD-NW-TN

ATTN L. BELLIVEAU, SLCHD-NW-TN

ATTN G. MERKEL, SLCHD-NW-TN

ATTN R. FLEETWOOD, SLCHD-NW-TN

ATTN B. SCHALLHORN, SLCHD-NW~TN

ATTN M, SMITH, SLCHD-NW-TN

ATTN J .M. BENEDETTO, SLCHD-NW-RP

ATTN K. W. BENNETT, SLCHD-NW-RP

ATTN T. V. BLOMQUIST, SLCHD-NW-RP

ATTN H. E. BOESCH, SLCHD-NW-RP
(5 COPIES)

ATTN M. DIMANNA, SLCHD-NW-RP

ATTN A, J. LELIS, SLCHD-NW-RP

ATTN W. DELANCEY, SLCHD-NW-RP,

ATTN T. GRIFFIN, SLCHD-NW-RP

ATTN J. HARTMAN, SLCHD-NW-RP

ATTN L. MADOO, SLCHD-NW-RP

ATTN J. M. McCGARRITY, SLCHD-NW-RP
(20 COPIES)

ATTN R. REAMS, SLCHD-~-NW-RP

ATTN B. J. ROD, SLCHD-NW-RP

ATTN T. TAYLOR, SLCHD-NW-RP

ATTN C. FAZI, SLCHD-NW-CS

ATTN R. GARVER, SLCHD-NW-CS

ATTN J. TATUM, SLCHD~NW-CS

ATTN A. WARD, SLCHD-NW-CS

ATTN M. ZAHRIGEH, SLCHD-NW-CS

ATTN J. BLACKBURN, SLCHD-NW-TS

ATTN M. BUMBAUGH, SLCHD-NW-TS

ATTN H. EISEN, SLCHD~-NW-TS

ATTN R. GILBEST, SLCHD-NW-TS

ATTN S. MURRILL, SLCHD-NW-TS

ATTN G. OVREBQ, SLCHD-NW-TS

ATTN P. REINER, SLCHD-NW-TS

ATTN C. ROSS, SLCHD-NW-TS

ATTN C. SELF, SLCHD-NW-TS

ATTN C, TIPTON, SLCHD-NW-T S

ATTN J. VANDERWALL, SLCHD-NW-TS

ATTN H. BRANDT, SLCHD-NW-RS

ATTN A. BROMBORSKY, SLCHD-NW-RS

ATTN D. DAVIS, SLCHD-NW-RS

ATTN G. HUTTLIN, SLCHD-NW-RS

ATTN A. KEHS, SLCHD-NW-RS

ATTN K. KERRIS, SLCHD-NW-RS

ATTN R. LAMB, SLCHD-NW-RS

ATTN L. LIBELN, SLCHD-NW-RS




DISTRIBUTION (cont'd)

HARRY DIAMOND LABORATORIES
(cont'ad)

M.

ATTN B

ATTN

ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN
ATTN

A IR B B w e

O X 0O &

.

.

T.
F.

LITZ, SLCHD-NW-RS
RUTH, SLCHD-NW-RS
SOLN, SLCHD-NW-RS
WHITTAKER, SLCHD-NW-RS
ARSEM, SLCHD-ST-SA
BAHDER, SLCHD-ST-AP
BRUNO, SLCHD-ST-AP

B. JOHNSON, SLCHD-ST-A
STELLATO, SLCHD-ST-AP
SIMONIS, SLCHD-ST-AP
MORRISON, SLCHD-ST-AP
NEIFELD, SLCHD-ST-AP
TOBIN, SLCHD-ST-AP
WORTMAN, SLCHD-ST-AP
R. OLDHAM, SLCHD-NW-RP
B. McLEAN, SLCHD-NW-RP

(50 COPIES)
(50 COPIES)
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