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A b s tract

This thesis analyzed the problems of rmodeling staring focal plaite arrays. T wo

prohlem areas were highlighted; the difficulty in modeling the operator interface and~

the inadleyimot characterization of focal plane array noise sources. The effects of

alia.mk'. response nonuniformity, and the two dimensional nature of the spatial ain

temporal nolse require more sophisticated handling than found in present model'.

Three -taring array models were used to predict the Minimum Resolvable Teiinlnr,-

attire D~ifference (NIRTD) for three Platinum Silicide staring array cameras. 'Ilic

Jprediclions were then compared. analyzed, and suggestions for model improvemnit

were miade.

Vill



STARING FOCAL PLANE

ARRAY SYSTEM

MODELING

I. Introduction

The theoretical base for thermal imaging modeling was developed durio i!.w

Vietnarni era and much of that base was borrowed from television models (1-1.

L.iitl has been done since to develop a theoretical foundation of thermal imn;i,itLc

s\st ni (TIb) modeling. Such models can be used to compare system perforrnanc;. of

liftere t I-IS designs, identify critical parameters and material technologies that %%,"-

rant more attention, and determine the operational suitability of TIS designs 7,,

to development. The growing use of ne" detector/scanning concepts, particulai lv

staring focal plane array (FPA) technology, introduce new paramt-ters influenci(_,

systenm performance that are not adequately addressed by existing models (1:Tfi.

An effort within a NATO research working group (Panel 4 on Optics and Infrazcd)

t, assess the advanced IR modeling capability of member nations concluded that 1o

atia]vtical models now exist to adequately describe staring focal plane array systen

performance (2). The inadequacy, of the present TIS models can lead to inadequiate

specifications and the acquisition of systems tiat don't meet operational renioure-

inents. We can't design and build better next generation thermal imaging systems

if there is no generally accepted performance criterion upon whicb to base this im-

provement (3:264). More accurate and predictive (TIS) models are required to guide

Air Force engineers and managers in advancing only the most promising new tech-

nologies.

1-1



1.1 Backgrour.

Ev;-Suating TIS performance touches either directly (human observer) or iMdi-

rer dv (Automatic Target Recognition) on the subject of image quality. The difficulty

in analyzing image quality in TIS models is perhaps conveyed best by the views of

some experts in the field.

Tlic problems inherent in characterizing image quality are "accentu-
ated in thermal systems because thermal image contrasts don't look quite
like the contrasts of a visible scene, so a mental set of standards such as
we apply to commercial TV is difficult to acquire. We are very sensitive
to changes in home television reproduction and in newspaper halftone
pho ographs, but it is possible to overlook relatively serious degradations
i;, FLIR inmage quality because of the somewhat unnatural appearance
of eveCn good imagery and the wide variations in system design which are
clistvmarv., (4:182)

NlIh of thie early work in characterizing image quality involved television images.

O( S hadc, a significant contributor to this field, offers this advicefor TIS desigiiers:

The 'perfect' display is perhaps in a practical sense a piece of the reai
world shown on the screen which looks the same as the real world to
the unaided eye, or, for a different spectral band (IR) 'appears' to be a
piece of the real world, sharp and clear and without distortion. In the
latter case we have no subjective quality equivalent because we cannot
see the infrared world directly. Here we must establish an objective
standard.(5:13)

Because spatial resolution and thermal sensitivity dominate FLIR performance, mii-

11ium resolvable temperature difference (MRTD) has evolved as the primary 'objec-

tive' standard in evaluating TIS systems.

1.1.1 AIR TD The most useful and commonly used figure of merit for thermal

imaging systems is the minimum resolvable temperature difference (MRTD) (6:179).

-MRTID is a measure of the temperature difference at which a 4-bar target can just
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be resolved, as a function of the bar spatial frequency.'(7:268) A close analog to

MRTD is the minimum detectable temperature difference (MDTD). Because MIRTI)

combines both the spatial resolution and noise characteristics of the thermal imaging

system, it represents an excellent summary measure (7:268). One of the strenigth,

of MRTD. its subjective nature, is also one of its major drawbacks. The MRI I)

is measured by increasing the temperature iifference between four bars (of certainl

spacing) and a constant temperature background until the bars can just he r.oh#,,

1,Y a trained observer. This procedure is repeated for various bar spacings (spat iid

frequencies). In this manner. MRTD not only combines measures of sensitivity and

resolution, it also conveniently includes the human factor which is very difficuilt

to model. olowever, because MPTD is a subjective measure, there are significa l

variations in MURTD results obtained by different operators (6:179). Moreover. since,

there is no established criterion for resolution, fh- competitive environment exist irtg

ariuoMg contractors encourages the use of criterion which tends to artificially lower. the .I I). which in turn, further limits MRTD's usefulness (7:269).

1.1.2 MRTD in Modcling NotwitLstanding the problems discussed above.

,IRTD las been used for years to analyze, compare, and predict the performance

of TI Systems. In fact, the major thermal imaging system models used within the

military community use MRTD to model the sensor's contribution to overall TIS

performance. The Night Vision Laboratory Static Performance Model (NVLSMl

and the U.S. Army Missile Command (MICOM) Infrared Imaging System Perfor-

mance Model (MIISPM), and the Army's Fire Control Sensor Simulator (FCSS)

are examples of models that rely upon MRTD to account for the sensitivity anld

resolution of the sensor element in the overall system (8:9).

1.1.3 ATD Shoricorings When compared to measured values, the pre-

dicted MRTI) obtained using the NVL mode! is optimistic (low) at low spatial fre-

quencies and pessimistic (high) at high spatial frequencies (11:32). A number of
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researchers have been working oil an improved eye/brain model to reduce the dis-

crepancy between measured and predicted MRTD in parallel scan thermal viewing

systems. Hepfer (9) and Vortman (10:495) present papers which describe modi-

fied eye/brain spatial filtering techniques which correct for much of the observed

discrepancies, however, Lhese models cannot, without modification, adequately de-

scribe the performance of staring arrays. Also, it should be noted that MRTD is

often associated with 'static' performance models where search and acquisition are

not considered. A 'dynamic' model would probably be more appropriate for many

military applications. In addition, there are serious problems associated with the

use of MRTD as a figure of merit for se-ond generation thermal imaging ,Nystems.

Second generation systems typica!ly employ staring and scanning focal plane arrays

which introduce new parameters that MRTD fails to address. McCracken (11:32)

presents some problems with the use of MRTD in evaluating tiermal imaging sys-

tems ,ipling effects, non-uniform response, and scanning techniques are some of

the parameters not addressed in many MRTD models. Also, the subjective nature

of MRTD makes it ill-suited for use with automated test equipment (ATE) and au-

tomatic target recognition (ATR) algorithms. Currently, a number of researchers in

the infrared community are looking for solutions to the-e problems.

1.2 Probhm Statement

Presently, researchers do not agree or an optimal set of merit figures for assess-

ing the performance of thermal imaging systems which employ staring focal plalle

arrays. Consequently, a generic focal plane array model is required to specify the

relationships among the many parameters which contribute to overall FPA system

performance. The model should establish and integrate a set of merit figures that

may be used by system designers and program managers to more adequately specify

FPA system performance requirements and more accurately predict system perfor-

mance. Specifically, I will address the following research question:
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How call one adequately include the effects of sampling and detector
response nonuniformity into system performance modeling relations?

1.3 Scope

I will identify, compare, and contrast existing models for staring focal plan.-

array systems. The model performance predictions will be compared against experi-

mental data obtained in the laboratory. The most promising models will be examined

further for possible extension and improvements. In doing so, I hope to establish.

in the most general terms, the relationships among the critical FPA parameters af-

fecting IR Imaging system performance. As an aid in evaluating the proposed rnerit

figure(s), 1 will follow the guidance provided in the next section. Because of the Air

Force interest in monolithic silicon technology (Platinum Silicide FPAs), I will look

closely at PtSi Schottky- barrier technology. I will present guidelines regarding the

specification, test, and evaluation of staring FPAs used in thermal imaging systems.

* Lastly, I will present the best modeling approaches for follow-on research.

1.4 Standards

The three primary applications for figures of merit are in controlling production

quality, establishing manufacturer's typical performance specifications, and compar-

ing different approaches prior to system design (12:30). I am primarily interested

in presenting a figure of merit which can be applied to the last item and beyond

perhaps; namely, system design. According to Humphreys (12:30), a good figure of

merit (FOM) must fulfill the following requirements:

1. The FOM must provide an accurate measure of system performance.

2. The test conditions must be 'simple' and reproducible.

3. The FOM must apply to all functionally equivalent devices.

4. All parameters of the FOM must be measured, not inferred.

0
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5. The FONI must provide unambiguous results.

In addition to the above requirements, the model should enable the system designer

to make accurate performance predictions. The above criteria and the 'research

questions' in the problem statement will be used as guidance in selecting the most

appropriate FPA merit figures.

1.5 Gn(ral Approach

Because I will identify proposed staring array models or extend existing first

generation models, my research requires a sound understanding of existing TIS mod-

els and second generation system features. A thorough literature search will be

performed using both the paper indexes and the available computer search services.

This research will also require consultations with experts in the field. The knowledge

gained by comparing the model predictions against measured MRTD values will be

used to establish objectives for further research.

1.6 Thesis Organization

This chapter has provided a brief perspective on thermal imaging system mod-

eling, introduced the MRTD concept, outlined the scope and objectives of the re-

search effort, and identified the basic approach that will be used to accomplish tile

research goals. The next chapter will provide background on FPA modeling and

Chapter Three will provide more information on the most promising system models.

Chapter Four compares model predictions with experimental data for three different

PtSi staring array cameras. Chapter Five presents conclusions and recommenda-

tions.

0
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II. Relevant Background

2. 1 Introduction

In the last chapter, the groundwork was presented for understanding TIS mod-

eling. This chapter presents background material needed to understand basic Focal

Plane Array technology, the linear systems theory commonly used to charact(erize"

optical systems, and how this theory applies to modeling Focal Plane Arrays. Lastly.

a number of staring array models are introduced along with a discussion of how they

might be improved.

Q.2 Focal Planc Arrays

Focal Plane Arrays (FPAs) are electro-optical devices which convert spatial

radiant energy (infrared) into temporal electrical signals. They generally take the

form of large one or two dimensional arrays of detectors. The two dimensional

arrays are often called mosaic detectors. A primary objective of Focal Plane Array

technology is to exploit the advances in solid state technology by using an integrated

circuit approach for detection in thermal imaging (13:183). A major advantage in

this approach is the higher detector density on the focal plane and the improved

sensitivity resulting from longer photon flux integration times. When used as part

of thermal imagers, FPAs sense small changes in radiance caused by local apparent

temperatuce differences. The term 'apparent' is used because differences in emissivitv

across a constant temperature surface also cause scene contrast.

2.2.1 Scanning Techniques i'ocal plane arrays arc either mechanically or elec-

trically scanned. Mechanically scanned FPAs rely on a rotating or oscillating mirror

to scan the scene across a linear or one-dimensional array of detectors. The use of a

conventional (mechanical) scan mechanism causes the systems using these FPAs to be

larger, bulkier, and generally less reliable. The use of a mechanically scanned FPAs,
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however, can lessen the effects of aliasing in the scan direction through oversampling

and in the cross-scan direction by overlapping (interlaced) scan. Here. oversampling

implies a sampling rate which exceeds the Nyquist limit. Also, scanning FPAs are

able to take advantage of an on-focal-plane signal processing technique, time-delay

and integration (TDI). The use of TDI increases the signal to noise ratio (SNfR) in

T)I arrays over those employing simple parallel scanning techniques. Electrically

scanned or staring FPAs use a larger number of detector elements, ordered in a two-

dimensional mosaic pattern, upon which the whole image is projected. Since, fui

each static scene, the detectors in the array constantly 'stare' at a portion of Owic

scene within a frame time, the detector elements of the staring focal plane array arc

able tc integrate the photon flux longer, thereby increasing overall sensitivity. This

increased sensitivity can be seen to arise from long integration periods (33 millisec-

onds) fur 30 Hz frame rates. This is especially important for low light level detection

requirements, such as those specified for early warning systems.

2.2.2 FP4 Fabrication FPAs are either monolithic or hybrid. These terms

describe how they are fabricated. In the mid to far infrared, monolithic FPAs gen-

erally use a silicon substrate with detector elements consisting of narrow band gap

extrinsic silicon. The detection and readout devices are fabricated in the same ma-

terial; hence, the term monolithic applies. Another promising silicon monolithic

FPA technology employs the internal photo-emissive effect. Here, a Schottky-barrier

diode injects photo-generated current into a silicon substrate. Hybrid FPAs rely on

coupling an IR sensitive material (narrow band gap semi-conductor such as mercury-

cadmium-telluride HgCdTe) to a silicon substrate. An advantage of the hybrid ap-

proach is that the detector function can be optimized independently of the silicon

readout device. A major disadvantage for large arrays is the difficulty in reliably in-

terconnecting the detector material to the substrate. This reduces yield and increases

overall system cost.
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2.3 Linear Systems

Linear systems theory is commonly used to assess the performance of imaging

systems by describing the system's response to different spatial frequencies. The

frequency response of a linear-shift-invariant (LSI) optical system is often called the

Optical Transfer Function (OTF). Since the OTF is a complex number, the modulus

of the OTF is often used instead and it is known as the modulation transfer function

(MTF). Gaskill (14) and Goodman (15) provide excellent introductory treatments

of linear system applications in optics.

2.3.1 Sampled Imaging Systems Linear system theory, however, must be ap-

plied carefully to sampled imaging systems. For the MTF to be meaningful as a

system description, the system should be an LSI system. Since sampling is neither

linear nor shift-invariant, special care must be taken when applying linear syzterns

theory to sampled imaging systems.

2.3.2 Isoplanarlity Shift-invariance is a one-dimensional, temporal concept.

For spatial systems, the term isoplanarity is used to indicate space-invariance. Thus,

an imaging system is isoplanatic if, as the object is moved in the object field, the

image remains the same in form (not location) in the image field (15:19). Sampled

imaging systems are not, in general, isoplanatic. Small changes in the location of

periodic objects can produce dramatic changes in the sampled image output. An

example which dramatizes this point is imaging a checkerboard pattern. If the array

detector elements are ordered similarly, one can imagine how the array elements

might all have footprints on the white squares, which would be interpreted as a

bright, uniform background. On the other hand, a small change in the checkerboard

pattern location could cause all the black squares to be imaged, implying a totally

different (darker) scene.
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2.3.3 Aliasing The early work of Whittaker and Shannon was originally ap-

plied to one dimensional sampling in data communication applications (15:21). For-

tunately, the extension to two dimensional sampling is relatively straight forward.

For a band-limited signal to be reconstructed completely, it must be sampled at twice

the highest occurring frequency. However, since the sampling rate at the focal plane

(for staring arrays) is fixed by the detector spacing (pitch), any spatial frequencies

f > 1/2p where p is the detector pitch will be aliased onto the image spectra. TeC

aliasing is a sum and difference heterodyne type effect and introduces artifacts and

moir patterns in the resulting imagery. For non-periodic scenes, tie effects arc

unpredictable, and therefore, very difficult to model.

2.4 FPA Modeling

TIS models generally consist of three rather distinct elements; Lhte include the

target signature/background model, the atmospheric model, and the imaging system

model (8:2). This report examines imaging system modeling only. More specifically.

this report is concerned with the use of staring FPAs in TI sensor systems. The major

FPA modeling elements, which can be analyzed separately, are presented below.

1. The detector array sampling effects.

* Detector geometry, e.g., square, ovoid, etc.

" Array lattice, e.g., hexagonal, rectangular, etc.

" Scanning techn;ques, e.g., staring, micro~wanning, etc.

2. The detector response (quantum efficiency and noise level).

3. Transfer and readout techniques.

4. Response nonuniformity.
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Recent work in these major areas will be presented, some of the proposed figures of

merit for FPAs will be discussed, and lastly, a number of MRTD models for staring

array systems will be introduced.

2.4.1 Sampling Effects The finite detector size in FPAs result in a sampled

;mage. Montgomery (17:700) discusses the cffects of sampling on imaging systems

and concludes that the usual discussions regarding the MTF of sampled systems

arc oversimplified. Wittenstein (18:41) also discusses sampling effects and extends

the concept of the Optical Transfer Function to sampled systems. He does this by

redefining isoplanarity, and presents a modified figure of merit for sampled imaging

systems that requires a description of the residual aliasing present. Bradley (19:53)

discusses the effects of sampling in HgCdTe FPAs and also investigates the non-

isoplanatic nature of FPA systems. He recommends the use of microscanning as

method of reducing the deleterious effects of sampling. Cox (2,,2) ,,,nd ,I-rercau

(21:57) investigate the effects of using hexagonal lattices and detector elements and

conclude that. for certain non-imaging applications, a hexagonal lattice is more effi-

cient than the conventional rectangular lattice. Marshall (22:69) studies the effect on

MRTD of various detector shapes and concludes that an elliptically shaped detector

yields oetter performance than the traditional square shaped detectors.

2.4.2 Ddector Response The primary detectors used in FPAs are photocon-

ductive, photovoltaic, and Schottky-barrier detectors. The photovoltaic detector's

influence on FPA performance is described by the charge diffusion model. Charge

d iusion modeling accounts for the absorption of incident photons, conversion of

the photons to charge carriers, and the diffusion, recombination, and collection of

signal current. Seib (23:210) discusses charge diffusion effects on the MTF of charge

coupled imagers and presents results that could possibly be extended to monolithic

extrinsic silicon FPAs. More recently, Thurlow (24:2) discusses charge carrier diffu-

sion modeling (CCDM) as a tool for evaluating FPA performance by characterizing
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important parameters such as spectral response, noise equivalent irradiance, and

NITF.

2.4.3 Transfer and Readout Once photo-generated electrons are created, they"

need to be transported off the FPA. The two most common readout mechanisms are

those employing charge coupled devices (CUDs) and charge injection devices (CIDs).

Of these, the use of CCDs is most common. The CCD is basically a string of Metal

Oxide Scm iconductor (MOS) capacitors which function as an analog shift register.

The CCD has found its way into many applications; these include their use in CCD

memories, analog signal processing devices, as well as in solid state imaging arrays.

Amelio was the first to publish the results of a CCD computer model in 1972 (24:250).

Barbe presented a classic paper on CCD imaging in 1975 (25:63). He calculates the

Modulation Transfer Function (MTF) for both front and back illuminated CCD im-

agers. Aitnough his paper is primarily a discussion on visible CCD imaging, his

general approach and some of his results transfer directly to the problem of mod-

*] eling FPAs employing a CCD readout. Barbe identified three factors affecting the

MTF of CCD imaging systems. They include the cell geometry (size, shape and

center-to-center spacing of detectors), charge diffusion between photon conversion

and photo-electron collection, and charge transfer efficiency (CTE). Although Barbe

presents a very thorough analysis of charge transfer inefficiencies and their effect on

the CCD MTF, the treatment regarding cell geometry and charge diffusion is not as

complete.

2.4.4 Response Nonuniformity Response nonuniformity of detectors in an ar-

ray seriously limit the performance of staring FPA systems. These nonuniformities

result from the combination of responsivity variations in the detector, imperfect cou-

pling, and fabrication tolerances. Because of the low contrast in thermal imagery,

it is important to control the spatial noise introduced by these nonuniformities.

Since this noise is spatial (fixed pattern) and not temporal, it cannot be removed
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through fran.: averaging. In some cases, the serious effects of nonuniformity may

be corrected with appropriate processing. Mooney and Deraniak (26:223) show how

response nonunifornmity impacts TI system design. For photon-noise limited perfor-

mance, nonuniformities must be less than .01% (27:18). This is beyond what present

photolithography processes can accomplish. Milton et al. (27:855) describe sonie

correction techniques for both linear and non-linear nonuniformities and present a

method for predicting the sensor Noise Equivalent Temperature Difference (NE.\T)

before and after nonuniformity correction. NEAT is the large target temperature

difference required to produce a signal to noise (SNR) equal to one at the output of

a reference filter.

2.4.4.1 Characterization The effects of response nonuniformity must

be adequately characterized before existing models can be modified to account for

the performance degradation caused by fixed pattern Poise. Marguia and Ewing

(28:121) present a statistical model for characterizing the noise contribution: the

result is a variance of the pixel nonuniformity. Boreman (29:988) feels that too much

information is lost by describing the noise simply by the variance. He advocates a

characterization in the Fourier domain to better describe the "nonwhite" nature of

the noise spectrum. Mooney et al. (30) introduce a new figure of merit, the Contrast

Signal to Noise Ratio (CSNR), which reduces to I/NEAT when no spatial noise is

present.

2.4.4.2 Compensation Compensation of nonuniformity can be accom-

plished by irradiating the array with a uniform field and computing corrections

factors. This can be done at a number of irradiance levels, where a N-point fit in-

dicates N calibrated irradiance levels and N sets of correction factors. As one might

expect, the approximation improves with larger N. In principle, the correction could

be accomplished to arbitrary precision, but Mooney et al. (30) show that spectral

variations in responsivity establish fundamental limits on the accuracy of correction
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techniques. The relation between quantum efficiency and fixed pattern noise estab-

lished by Mooney et al. reinforces the need for characterizing response uniformity

in TIS models.

2.5 FPA Figures of Merit

Several papers touting modified FPA figures of merit and a few actual FPA

models have been presented in various technical journals. Mooney and Deraniak

(26:223) show that spatial noise caused by detector response nonuniformity argue

for using signal to noise as the preferred figure of merit. Hlumphreys (12:35) defines

a figure of merit for a staring FPA that reduces to the detector D" for a one element

array. Effects of nonuniformity are not included. Cross and Reese (31:195) present

five figures of merit which apply to FPA sensors-transfer characteristics, spatial

response, spectral response, uniformity of response, and image retention. Deraniak

(32:256) believes no single figure of merit is capable of describing the performance

of FPAs. This seems reasonable considering the enormous complexity of today's

advanced detector arrays. He recommends five measures-filling efficiency (ratio

of photoactive to inactive area on array), spatial resolution, modulation transfer

function, quantum efficiency, and integration time (or bandwidth). Without a model

to tie these five merit figures together, however, it is difficult to perform the tradeoffs

required during system design. A number of researchers simply advocate modifying

the existing MRTD models by adding noise and MTF expressions approprit*e for

the particular FPA (8, 33). The computer model described by Thevdt et al. (34:256)

looks at FPA sensitivity, spatial charge movement, and MTF for a variety of detector

materials using several different read-out techniques. However, since the model only

considers the zero frequency MTF, it would have to be extended to other spatial

frequencies to obtain a useful MRTD model.
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O2.6 Improved MRTD Models

In spite of its drawbacks, MRTD is really the best summary measure we now

have for evaluating thermal imaging systems (35). A great deal of effort has been

spent on validating MRTD models and the correlation with field performance is not

bad (within 20%) (36:4). Improvements to MRTD models may be the best approach

to satisfying the research objectives in Section 1.2.

2.6.1 Sccond Generation Efftcts Presently, many MRTD models do not ad-

dress MTF degradation in the cross-scan direction due to undersampling. \Whern

undersampling does occur, as in staring arrays, the effects on image quality arc-

not well understood. Large detector arrays, staring and scanning, are plagued hb

non-unifornity effects which also are not addressed by some MRTD models.

Q.6.2 Objectirr Standard There are significant misgivings concerning the sul

jective nat ure of MRTD. Not only would an objective measure make standardization

easier, it would help integrate Automatic Test Equipment requirements into the de-

sign process. Currently, work is underway to develop techniques for ob.yfctr?4ly mea-

suring a thermal imaging system's MRTD (6, 7, 16). As mentioned earlier, MRTI)

a figure of merit that accounts for both the sensitivity and resolution of the TI Sys-

tem. Sensitivity depends upon system noise, and the system noise is described by a

number of quantities; these include Noise Equivalent Power (NEP), Noise Equivalent

lrradiane (NEI), and Noise Equivalent Temperature Difference (NEAT) (8:9). The

system resolution is described by its Modulation Transfer Function (MTF). The sys-

tem noise and resolution measures combine to yield MRTD (8:9). Since the system's

MTF and NELIT -an be measured directly or calculated theoretically, modeling the

system's MRTD presumably reduces to a problem of more manageable size; namely,

modeling the system noise figure (NEAT) and resolution figure (MTF). However, as

we will see, even with perfect knowledge of the array NEAT and MTF, the functional

relations existing between them to form MRTD can be many and varied. The source

0
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of much of the difference in various MlTD expressions can be traced to differing

assumptions regarding the eye/brain spatial filtering function.

2.7 Staring Array AIRTD Modl.,

This research has uncovered six candidate staring IR System MRTD models.

Three of the models are modified versions of the NVLSPM; they include the Battelle

Middl' Wave Infrared (MWIR) Sensor Model (37), the MICOM Infrared Imaging

Sensor Performance Model (MIISPM) (8), and Martin Marietta's Model (MNINI

presenied by Contini and Honzik (33). The other three include the RCA model

presented b\ ( antella (38). the Psychophysical Periodic Model (PPM) for Platinum1n

Silicide (PtSi) Staring Arrays presented by Rosell (39), and the two-dimensional

MRTI) rni(,del presented by Kennedy of Texas Instruments (40). Table 2-1 summa-

rizes some general information concerning the above staring array models. General

discussions regarding the eve/brain filtering functions, aliasing and nonuniformity

treatments are found in the following subsections. Detailed discussions concernmc

the MNWI.t, Kennedy and Rosell model arc found in Chapter Three.

2. 7. 1 Ey/Brain Afodds Since the early days of television, extensive researdh

has becn conducted on the perception of information displayed on televisionl ty

monitors. The eye/brain, much like any radiation detector, is subject to random

fluctuations in signal and is plagued by internal noise which interferes with the

detection process. De Vries (1943) postulated and Rose (1918) verified that an image

must have a SNR exceeding a threshold value for detection to take place (5:169).

The hypothesis suggested by this is that the visual system establishes a
signal-to-noise ratio threshold as a reference to test for the significance
of neural impulses. The effect is that low SNR optical signals are not de-
tectable, but also that low level noise events are not mistaken for signals.
Thus we are not constantly mentally disturbed by fleeting impressions
(false alarms) of objects which do not exist. (4:147)
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Staring MTF Eve/Brain Aliasing Nonuniformitv
Array Expression Spatial Treatment? Treatment.
Modcl Defined Filter

M I ISt'M partial matched yes no
filter

MWI yes matched n(,yes
filter

MM \1 yes matched no yes
filter

RCA no synchronous no yes
integrator

Rosell yes synchronous no yes
integrator

hybrid
Kennedv no matched yes no

filter

Table 2.1. Staring Array Models
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Psychophysical research has shown that, for a given target SNR, the larger the angle

subtended by the target at the eye, the easier it will be to detect. This suggests a

spatial filtering process in the eve/brain which improves the perceived SNR (SNRp)

over that of the displayed SNR (SNRd). The matched filter and synchronous inte-

grator models are analytic attempts to model the complex spatial filtering performed

by the human observer. Also, experiments have shown that the eye/brain sums arid

stores signals slightly separated in time. Assuming the noise from frame to frame is

uncorrelated, the eve/brain sums the signal directly while the noise is represented

by its root-mean-square value. This results in a SNR enhancement proportional to

the square root of number of independent frames within the eye integration time

(1:132). Given a frame rate FR of 30 per second and an eye integration time t E of

.1 seconds. the SNR enhancement factor would be equal to (tEFR)I/2 or V/. Maniv

of the differences in the above models can be traced to the different spatial and

temporal enhancement factors assumed.

2.7.2 Aliasing The effects of sampling, particularly aliasing, are often ignored

in MRTD models. Of the six models above, only the MICOM and Kennedy modeling

attempt to handle aliasing.

2.7.2.1 MRTD Range MRTD measurements using staring array sen-

sors indicate that the )bars cannot be resolved, at any temperature, much beyond

half the nyquist frequency. Assuming it takes a minimum of seven samples to rep-

resent a four-bar pattern, the maximum spatial frequency where four bars can be

individually resolved is .57f,,p or 1fo, where f.,,, = I/p and p is the detector

pitch in the direction across the bar pattern (41:100). At spatial frequencies beyond

.5 7 f,p the MRTD is essentially infinite; therefore it would serve no purpose and is

somewhat misleading to present values of MRTD beyond this point.
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2.7...2 Phase Dependence For periodic targets, sampling effects de-
pend a great deal upon the phase between the target and focal plane array sampling

lattice. This phase dependence is most dramatic when the spatial frequency of the
target approaches f,q or .5f,,,. At or near fvq, the alalsed components fari ei-
tiher enhance or diminish the wanted signal. A common procedure followed in the
laboratory for measuring MRTD at or near fviq is to align the bar target for max-
imum response. In this manner, the sampling phase becomes a condition of the

mleasurenent.

2. 7.2. 3 Aliasing and Imagery The above subsections provide a first or-
der treatmeit of aliasing but it does not describe the effect of aliasing on the imagery.

As mentioned earlier, aliasing occurs when the target spatial frequencies are under-
sampled. This results in the folding (about f,,q) of the targe' spectra onto lower
spatial frequencies. Kennedy (40:120) suggests an approach for aperiodic targets
whereby the spectral energy in the scene above fq (as filtered by the system re-
sponse) is treated as an additive white noise source. The MICOM model follows
Kennedy's lead in this regard but goes on to define a separate NEAT due to alias-

ing. In both models, the implication for MRTD is that as the frequency content of
the bar target approaches fq, the amount of noise due to aliasing increases. This

results in a correction term to the MRTD which is very small at first but grows

rapidly as the spatial frequencies exceed fyq. However, we will see that, since most
of the models overpredict (predict high MRTD) at higher spatial frequencies. the

need for this correction becomes moot.

2.7.3 Nonuniformity Treatment All the models discussed above treat nonuni-
formity except the MICOM model and the Kennedy model. However, since the gen-
eral approach followed by the other four models is to incorporate the nonuniformity

into the NEAT expression, the Kennedy and MICOM models could be extended in a
similar manner. Cantella (38) first suggested that noise sources should be classified
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according to their functional relationship to background exposure. Depending upon

background radiance and relevant system parameters, any one of these noise classes

can dominate. The classes are as follows:

" Quantum

* Multiplicative

* Additivc

Quantum noise sources are proportional to the square-root of the background ex-

posure (photon noise). Multiplicative noise varies proportionally to the background

(fixed pattern). Additive noise (dark current shot noise) has no dependence on back-

ground exposure. Fixed pattern noise cannot be removed through frame averaging

the way temporal noise can. Cantella and those that followed have characterized tile

fixed pattern noise in the array as an rms deviation from some mean value. This is

also consistent with the CSNR defined by Mooney et. al (30).

2. 7.4 .4 Closer Look The next chapter will describe in more detail the mod-

els presented by Battelle (MWIR), Rosell, and Kennedy. Of the three NVL type

models, only the MWIR model will be described further. One reasoh ;s the exten-

sive documentation which accompanies this model. Another reason is that there is

evidence (10) that suggests the matched filter approach is not as good as the syn-

chronous integrator model in describing the eye/brain behavior. Only one matched

filter model is needed to test this hypothesis. The RCA model is very similar to the

Rosell model except the RCA model describes noise in terms of electrons per pixel

whereas the Rosell model uses noise current. The last model which will be considered

is the Kennedy model. Since his approach is unique (it combines aspects of both

the Rosell and MWIR) and his model addresses aliasing, further examination of the

Kennedy model is warranted.
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2.8 Summary

This chapter discussed basic focal plane array technology, introduced some lin-

ear systems concepts, addressed their use in describing sampled imaging systems.

outlined FPA modeling areas, presented some recent work on FPA performance

modeling, and identified MRTD as a promising kernel upon which to build further.

Further, a number of staring FPA models were introduced, and their major dif-

ferences and similarities were highlighted. The next chapter will outline the t'asic

steps in MRTD derivations, and describe in greater detail the MWIR, Rosell and

the Kennedy models.
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III. Staring Array System Modeling

3. 1 Introduction

This chapter looks at the MRTD modeling methodology and further examines

the three staring FPA system models discussed earlier; these are the MWJR, Rose])

and Kennedy models.

3.2 Modcling Methodology

3.2.1 MRTD Functional Form The TIS and eve/brain combination are mod-

eled through the MRTD. As mentioned earlier, MRTD combines both the signal

transfer characteristics represented by the MTF (system and eye) and the noise

characteristics specified by the NEAT. The functional form of MRTD can be ar-

rived at heuristically. Higher system sensitivity (lower NEAT) should allow smaller

detectable temperature differences for a given spatial frequency, therefore MRTD

should be proportional to NEAT. At higher spatial frequencies, the signal response

is reduced due to MTF degradation, therefore stronger signals (larger temperature

differences) will be required for small MTF values (higher spatial frequencies). As

will be seen shortly, the functional form for MRTD can be expressed as follows:

NEAT
MRTD cx MT

MTF

As implied by the above relation, modeling the staring array system MRTD requires

knowledge of the array NEAT and MTF, and as we'll see, some basic assumptions

regarding the eye/brain contribution.

3.2.2 Modeling Process Regardless of the model, four basic steps can be

found within the modeling framework. Figure 3.1 illustrates the four step process

involved in mdeling MRTD. MRTD derivations typically begin with a description
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Calculaite Into To0 Calculate
Displayed Perceivred Threshold N I I D

Fi gu re 3. 1. N11 RTD M odelinug Process

Of le trgt.I'll's (erIlto Incue tI TI with respect. to tie( background aI(i

isspaLti al frequo1'iicy (for bar, tar-gets). The backg rounid is assum ed to be at black bu( l

'.vitli conlstanit telliperat nrc (no clutter usilafly Is assumled). The tagtand back-

g ro u 1(1 signal id ergo radolinetrnc transformations to arrive at a video or dIisplay

SI"I ;ltoilie atoS R TreSN d sthen transformed into at perceived S. 'K

by icnios of spattial fil tern g amid temnporal integration. If S NlRp < SN R0,, thlen thle

taj-ret can riolCt be( r-eSol ed. The teml]peratu11re dlifference which yields at SNR B1 = S.NR,

1w a ~'icrsolvable temper)(atur (IiF [TerceCI for that spattial freqnie('icV.

eriII(I of stY1( illidl Jpeferemice thilan substance. However, an approaich tliat lpio\s

very conlvenilent for characterizing large arrays is to characterize the noise Inl terms

of its variance (root- mean-sqluare value per pixel). This rms value is generally given

in units such ats noise electrons/pixel or noise current/pixel. Treating the noise In

this way not only makes it mnuch easier to incorporate nonuniformity effects, it also

allows appl icat ioll of thle Modlel in any spectral region (38:4 1) . Section 3.4.2 outlinies

tlIre milliner Inl which nolnuifor-niitv is incorporated in the Rosell NEFAT model.
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Co mpoll cut AITF Expression

Otc(1:2) 2 [arccos #]-J[-[j]2]11/2]
(Diffiraction Limited)

1Det ector Apert ure(33:62) <i( /)1raJ

o = detector IFOV

L lee tiroiics (39: 18:3) [i+ &]
Nth Order Butterworth

l a y(3): 18:3) fa -flat field parameter

Table 3.1. Basic NITF Expressions

.3'.2..I 1'/ Dctrir ,lio The system MTF is an important paraineter in the

\ I 11), :.:pI <i , i .No ,Ut lUl ( h if ,ccl i l the NI Id I) ,'1ii, 101 Ii nl or. it ;il-, , :

I ll ,, i) eithill I1pw lilc fillcrlelxt,' ssiniils ill tl, IufiilI I or ;!s %.'.1! 1w

I,. , iv l i i I d llo 'I> ( Iith st 'i ii (1 scbnil and T Ii 01w i vi s in i , , Ii I

S) <i')I S(. 5OcIe ll111 lcls defilne NITF parailleters liot found elsewhere. ..\lthLough

this lakes it difficult to establish a 'consensus' MTF expression, four elements are

basic to all tlie mIodCls surveyed; optics, detector aperture, video electronics, and

display. The functional forms for these MTF elements may be found in Table 3.1.

'lie above expressions and iiherent assumptions embodied by them are discussed

in the following subsections. Also, other NITF terms not u;i ''ersally applied will be

(I i:.ilsscdt further.
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3.2.;l. 1 Optics .l 7'! Often a correction consisting of a gaussian lu

W fhiiict ion is ubile for noii-diffract ion limited optics (43:8),(412:3- 1 )J(33:62). Thel( cor-

1(1.011l(i olikOs iieCessa ry to account, for aberrations aiid dlefoclis whiichi are p~resent

ii allI syvst i'is to solne (egree. From at modeling perspective, it is very difficult to

Altain thiis (bata. For th 1 p~1upose of comparing model performance iii Chiapter F'ou r,

l1::actionu KAM11'( opt ics are assumed. Figure 3.2 includes the optical MIT for one

of th e cam meras (C'allera- One) used in the model comparison in Ch1apter Four. Tlhe

.~t,. ~1I'C1nv4' shown in Fiomire 3.2 are (iscussed in the next few sections.

.2-.1-2 IDctcctor A pert! re The detector samples the scene, and( since

tI 11 size of thle detector is Finite ( rather than an impulse), it performs a spatial

I: 'I!iI nct ionl 1 3:S ). A\ssuunimg at un iform response over th e (let ect or acti 1 ara

l ((c1o01 mt'afel Crmonoi is the 21) Fourier Tfransform of, t li (Icetor~) sliapc.

1")!1c ledeltila tectors, this results ini a sin(x)/x fiinct ion ini each direct on as

illstrated in Table 3.1 L or scanNing systems, it is the (detector width which usually

deterini'ies resol ut ion. Ili cont rast. the resolution of staring systems is limited by

lie detector spacing or pitch (441:69). Ini an attempt to model the sampliiig efrects

iuli1(c od by mm g im agers (or thle samnpl ing effect iii Olie cross-scan (Iirecltion

iii parallel scanl viewers) somfe imodels (3:3, .8 12) introduce a NITF factor dule to

2 Ilf sihi ful 11.

i. (911 (1 1u ll iaipi tc il t li horizonta (x ie tinl

!Ii. aploc is ini quiestionl alil cali be considered only a first order approximat-ionl

of the sampling effect (41:7). Since sampling is not a linear process, attem pts to

1110(A( it by simply using a deterministic transfer function should be viewed with

tilt 1011. A Iliore p)-(Wi5c, an presumfably more accurate apIprach is (lsculseml iii

cI'1 ~tin :3.5.2. Becauise of thle long diwell times associatedl withI staig Wii a gers.

i'tll fip ral respoonse-. of the (detector (essentiall, unity in passbandP) need not be



col usi(ered for static alp pIicat ions. Fi gure 3.2 shows te(eetrN 1froeo i

cierais (( al nera- () ti) usedi iii th li odel compa ri son in Chap)ter F'onr

2...,, LE. ctron)i? Us MIT Tle electronics transfer fuiict ion repre(seIt dS

11w coutribuit jotis from a number of elements: these may IV inICld ilIIIlt circui;t rc-

5)u'.CCl) tranusfer iieflicieiicv effects, aperture correction (bLoost ), miii t ilc-l(>-

plo.1iupliler. uni1formlity correctijon. aind video amplifier anld filter (416:159). Obtain-

pa a et rsfor thlese f unrct ions is difficul t for available systcifls and p~rojectingu

ra meiI I(t rs" for futuiire systems wonuld, again. be a mratter of guesx or. r I I Ie

p : rpose of coinpa ri iig the various NIRTD models, a second ordler but terworthI filter

is' as.sumled withi thle poles at thle nyquist frequency ftyq. .Alt houigh this is ad nut -

!t:1" anl ovt/rsl II hicat loll. it should not unduly bias the comparison result- It

K 11>0 "in a'0oeliielt wvit i the st.iidl by Vortmuil an.d Bar-Lev (.7: 13 5) wliicli i;ld

Il u)PIIIII Cnn l ct roiiic respolise for Sampi1 led Systemls I's a doulble pole filter atl lit

iiv qu ist frequten cv. F igu re :3.2 Illuistrates t le electronics NI TF for- one of thei cait teras

I (aiiiera-Oie) us"ed III tile Iiiodel Comparison In Chtapt er Four.

3... i.1*,jay ir'' Th functional form for tHe display transfer fic-

ii loli is a siiiwithi a spread (leteril ed by thle factor f~j where f, is chloseii to v ici t

I ~elit it lt. A flat Ii oIi coIn lit.*i iS acliievedi t..hi tie ras'ter in t liedp!a

dettI.tt'rIla1;l)lt'. .\lthlouijli this: depenids III part onl t le iwii distatiit. 11

Thiis relation wvas used in modli ug the display NITF for the model com pari sonls In

( Ic p ttr Fm i r. F igu re 3.2 inclides the display NITE for one of thle camneras (Cameira-

One) iise' l i the model comparison in Chapter Four.
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3.2.4.5 Eye MTF A number of models employ a simplified "r~un of

he eyt transfer function presented by Kornfeld and Lawson (49). These include the

N\L, MWIIR, Martin Marietta, and the MICOM models. In its simplified form the

transfer function is a decaying exponential which decays at a rate determined by, F,

a light-levc dependent decay factor and NI, the system magnification.

Hey(f) = exp - rf/I m

1 lhc eye MTtF depends upon the light level because at higher light levels, the pupil

I,,comes smaller. This stopping down of the eye aperture reduces the number of

ofr axis rays reaching the retina which, in turn, reduces the effect of aberrations in

Ii,, eve lcni. Hence, for higher light levels, the curve decays more slowly. Figure 3.2

ii1,( ides, along with the other MTF curves, a typical eye MTF as a function of

spatial frequency (cycles/milliradian). This model is an adequate description of the

diffraction and aberration effects of the eye for spatial frequencies exceeding atout

.3 cycles/nrad (10, 4). "For lower spatial frequencies there is a decrease in response

tlhat cannot be attributed to the eye lens and must be related to some type of

image proce.,sing done in the inner eye-brain system (10:494)." It is this decrase

iin responsc at low frequencies which causes some models to include a saturation

tii which limits the spatial integration at low frequencies. As mentioned earlier.

I lie eye transfer function above is a simplified version of the excitation-inhibition

1iuodel presented by Kornfeld and Lawson. In fact, the above expression is only the

excitation portion of the model presented by Kornfeld. The inhibition portion forces

h ,e response function toward zero at lower spatial fequencies. NATO conducted

a modeling exercise in which a number of member countries compared the results

of their thermal imaging system models. All the member countries, save the U.S.

(N, hich used the NVL model) , either employed the excitation-inhibition eye model

or employed a low spatial frequency correction factor by limiting spatial integration

in the low frequency range (50:37). It would appear wise to keep separate the
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I,;,ssive elements (diffraction and aberrations) which are easily de.ribed by transfer

f, unctions from the 'active' signal processiig functions accomplished in the eye/brainl

subsystem. Since Kennedy (40) and Vortman (10) already account for the low spatial

fiequency behavior of the eye/brain, it wouldn't make sense (in those models) to

include an eve MTF which attempts to do more or less the same thing. Moreover.

all the modcls based on the NVL model ignore this inhibition term in modeling the

,%", MTF. lhe Rosell model doesn't even use an MTF for the eye. The exclusion

ra eve NITF can be justified in part because the reduction in response is sinall

(Sce Figure 3.2). Thermal imaging system magnification is chosen such that the eve

rIVponse is not a limiting factor. Also, during MRTD measurements, the trained

ol,- urvr (coiduicting measurements) is allowed to move his head toward and away

frirn the display, which tends to o-limize his viewing position. As a practical matter.

because of the lack of information regarding the display luminance and magnificat ion

for the caniciras used in the model comparison, an eye MTF was not used in the model

comparison in Chapter Four.

3.2.4.6 Other MTF Contributions A number of MTF parameters have

I)een introduced to account for factors such as line of site jitter (vibration), atmo-

sphere, an( overexposure (8:10). Vibration and atmosphere can usually be ignored

ii laboratory measurements and will not be inciudeai iii ui, mvdcX ,Lu1qy rison. The

(Pverexposure MITF was introduced by Borg (8) to describe the effect of transferring

chiarge off the array while the array is still exposed to the scene. Assuming the trans-

fer is rapid, usually a good assumption, this effect is small and also will be ignored

ii the model comparison.

3.2.5 Tmporal Integration The eye/brain combination performs temporal

noise filtering which is approximated by a fixed integration time, tE, which is not

precisely known, but is generally held to be between .1-.2 seconds (4:133). There is

As~o some evidence that the integration time is not fixed but varies with light level,
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huit this is generally ignored in most models (4:132). This integration improves the

perceived SNR by a factor of (tEFR)' 1 2 , where FR is the frame rate.

3.2.6 Spatial Integration The eye/brain combination also performs narrow

Kind spatial filtering which may be described by either one of two submodels: an

adaptive matched filter model or a synchronous integrator model (10:492).

3.2.6.1 Adaptive Matched Filthring This submodel models the spatial

itegration performed by the eve/brain as a postulated matched filter having the

same spatial frequency content as the bar target. A matched filter is a filter which

maximizes the SNR. Although matched filtering isn't the actual physical process per-

formed by the eve/brain, it does provide reasonably good agreement with percept ioI

tu-.t data. In order to resolve four bars, it is often assumed that at least one bar

must 11e resolved. Therefore, the representation of the matched filter in the spatial

fr-queiicv domain is the two-dimensional Fourier Transform of a single bar. The

0 ~ -umptioI inherent in the above discussion is that the image detection takes place

ii the presence of white noise. Since the image is sampled after the lens aperture.

anid because of the filtering function of the lens, the distribution of the noise is not

wlhile. Failure to account for the non-white nature of the noise leads to the choice

of a filter which fails to maximize the SNR (10:494).

3.2.6.2 Synchronous Integrator Model Originally proposed by Schade,

te synchronous integrator model has beer, used for years to evaluate television

and other electro-optical systems. This theory actually predates the matched filter

concept by 15-20 years (48:181). The model views the eye/brain as "an area inte-

grator synchronized to the perturbation inserted by the target edges (10:498)." The

Cve/brain integrates signal and noise over an angular region defined by the target

shape as it is modified by the system response. Another way of looking at this

Model is in terms of noise equivalent apertures. It can be shown using basic Fourier

0
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relations that the ener&Nin an optical signal is spread but not lost through optical

apertures (assuming no dissipation) (5:176). Apertures (here the term really iiplie'

any MTF or transfer function) have been shown to decrease the SNR of signals.

Since the signal energy is unaffected by the aperture, the conclusion is that aper-

tures increase noise. Since the image area is larger, and photodetection is a nois\

process, the increased noise from apertures is due to the integration of the signal

over a larger (noisy) area.

3.2.7 Threshold The eye/brain combination requires a certain SNR to ,c

alde to perform detection and recognition tasks. The threshold SNR is an empiri

cally derived constant and is expressed as SNRth to emphasize threshold. The tern

crstarit is used loosely here because at lower spatial frequencies, it tends higher a,!

at higher spatial frequencies, it tends to be lower. The general approach is to a_--

s'inif a conRtant threshold and make appropriate empirical curve fitting correction-

at the extreme spatial frequency ranges. The NVL and MWIR models use 2.2-) as

tihe nominal SN{th value. The Kennedy and Rosell models are silent on this point: a

conversation with Rosell indicated anywhere from 2-2.5 was fine depending on liow

(,timistic one wanted to be. The Rosell model, however assumes a tE of .1 serOnd,

a, opposed to .2 for the NVL and MWIR models. This is in agreement with studies

Ib\- Schade and others (4:132) and will be used for all model comparisons.

3. 3 M IVIR-Modified NVL Modcl

The most common model used for first generation thermal imaging systems

is the Night Vision Laboratory Static Performance model, or NVL model (46:155).

Tlie popularity of this model is due in part to the extensive field performance vali-

dation that has been accomplished over the years. The limitations of the model are

Acll known; the model ignores sampling effects in the cross-scan direction, provides

optimistic results at low spatial frequencies and pessimistic ones at high spatial fre-

q(lencies, apd it is unable to handle staring systems where aliasing occurs in both
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. directions (36:1).

3.3. NVL MRTD There are a number of equivalent forms for MRTD. Bchuv.

is the most general form used by the NVL model to describe parallel scanned thermal

viewing systems. It is expressed as a function of spatial frequency along the scan

direction (43:53):

W2 SNRt,, NEAT
MRTD(8) = 8MTF(f1 ) L ff H L 

t D df , x

AJytFE 0J0- S(f 0r)HH2 H2H2H2df d f  
/ (3.1)

hi ere

S.NRt = required SNR to recognize bars

Av = vertical IFOV in milliradians

1 = detector scan velocity in mr/s

f, =target frequency in cycles per mr

F€ 1 = frame rate per second

t. - eye integration time

Af7  = electrical bandwidth

lIL(f) = electronic noise filtering function

S(f,) = system noise power spectrum referenced to detector

.S'(f, = detector noise power spectrum at bar frequency

d (f,) = display transfer function

it, (f,) = target filter function of bar-width W

HlL(fU) = target filter function of bar-length L

tID(fz) = noise filter function from detector to display

L = Bar Length (mrad)
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and NEAT is given by

4 F ( A f ) 12

NEAT = r(NAd)1 /2 Tro fa D*WdA (3.2)

where

F = F-number

A- = detector area

7c, = average atmospheric transmission

T, = optics transmission

= detector specific detectivity

. = number of detectors in series (if TDI used)

IV' = temperature derivative of Planck blackbody equation

A, = spectral band of interest

3.3.2  Simpler Forms Although the MRTD relation given in Equation 3.1 is

the most general form, a more useful form may be found by making the following

substitutions (43:54):

q=L H2 2df

p -,M2W fo SY") 2 2 f

2W S (fo.) HEHd (f.)H'dfr

p L H 2 2H(fy)df

7

2f.
1

2f,
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The quantities L and W are the angles in milliradians subtended by the bar

length and width respectively. Using the above relations, the expression for MRTD

reduces to (43:54)

V') SNR~h NEAT (Ay iv 7 \2q . 1/2

MRTD = q FtE -.lfxpzp) (3.3)

Since the bar length is long compared to the system response, t. e. , the transfer

function of matched filter is narrow compared to system response function, the quan-

tities q, and p, will be approximately equal to one. With this assumption, the above

.MRT expression reduces to (43:54)

MRTD = 7
r 2 SNRthNEATf, ( Ayvp 1/2 (3.1/)

4v/D MTF(f-) FRtEAf,(

Also Ay, can be expressed
Ay =AY

77o.,C

Where Ay is the detector angular -itch in the vertical direction and r/,,, is the over-

scan ratio generally equal to one for staring systems. Finally, assuming S(f1 )/S(f0 :-)

equals one, i. f. , assuming white noise, p, can be given by (43:56)

1
pX = (4f (A )2 + 1)1/2

Using these two approximations yields the following expression which represents the

MRTD form employed by the MWIR model (42:4-4):

r2 NEATf, ( A YV \ /1-4 4m~'DTF~ )\rt,,oF-f J' (4ff ( z " 1) -1/4)

MRTD SNRD ( + (3.5)
VI4VT T(Z ?7O,FRtEAJf

For staring array systems, a few terms must be redefined. The term V is now the

3
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equivalent scan velocity for the staring array defined by (42)

V = VHF,3 ,c

w here I" and H are the number of detectors in the vertical and horizontal directions.

FR is the frame rate, and Y7, is the scan efficiency. The noise bandwidth Af,, is also

redefined as follows (42):
X=HFp

2

It is the expression represented by Equation 3.5 which will be used to evaluate the

predictive power of the MWIR model in the next chapter.

3.4 Roscil Modcl

The Rosell Model is a simplified version of the one presented by Sendall and

Rosell in 1979 (48:200). These models are based upon the noise equivalent aperture

0 theory introduced by Schade and discussed in Section 3.2.6.2. The basic formula is

presented here with notation consistent with the MWIR model presented previously.

3.4.1 Rosell AIRTD The following MRTD expression differs from the one

presented by Rosell in that the term NEAT is explicitly represented here (39:185).

The NEAT term is included in the expression below to emphasize the similarity in

the models presented.

MRTD(f) = SNRth [ 2 2 f ) NEAT [N(f-) (3.6)
LE 14MTLF(f) 2A J

where

SNRih = required SNR to recognize bars

Ir = picture aspect ratio (H:V), typically 4/3

E= bar pattern length-to-width ration (7)

3
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tr = eye integration time

.- = vertical field of view (mrad)

3A, = noise filtering function

Af, = noise equivalent bandwidth

where
IVHFR

with ',H.FB, and 77,, defined as before and the noise filtering function is given by

ON(f) = I if [HE(f)Hd(f)]2 df

where HE(f) and Hd(f) represent the electronic and display transfer functions as

before (39:181).

3.4.2 Rosell NEAT The NEAT derivation is presented to highlight the man-

ner in which fixed pattern noise arising from response nonuniformity may be incor-

porated into MRTD expressions. This treatment is very similar to that found in the

RCA and Martin Marietta models. A number of additional noise sources can easily

be included but for the purpose of demonstration, only background, fixed pattern.

and dark current noise are considered.

3.4.2.1 Calculating SNRd The Responsivity of PtSi Schottky Barrier

Diode devices is often represented by the modified Fowler equation (39:171)

= Ce 1 1.24 )

in units of amps/watt where Ce is the quantum efficiency coefficient expressed in

eV- ' and p,. is the metal-semiconductor Schottky barrier expressed in eV. The
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change in irradiance due to incremental changes in temperature is given by (39:172)

ro(A) OM(A, T)AT
2= 4T

where ro is the optical transmittance, F is the lens F#, M(A,T) is the radiant

exitance, and T is the background temperature K'. As long as expC2/,T > 1. the

temperature derivative of the radiant exitance can be given by (4:22)

OM(A,T) _ CC 2  -C 2/T r

aT T 2A6 '

where C' and C 2 are the first and second radiation constants respectively. The

incremental signal current Ai due to changes in temperature is given by (39:172)

(, = - H7?fAfpR(A)AE(A)

where rfj is the array fill factor, A1 , is the focal plane area, and r7., is the scan

efficiency. Substituting the expression for AE(A) and integrating over the spectral

band of interest yields (39:173)

AiA [ 4r_____F ____ T 2 [ ,,] 2 eC/T 1
Al == T T7f Afp CI C2C, A2Ii-OM ]2ex-- A dAt'%-*F T.,J 1 1 1.24 A6

For a given spectral band and ambient temperature, the quantity in brackets is a

constant and is denoted K, whereby

At = KAT

Assuming unity optical transmission, the background current is given by (39:174)

171 jfAjP { 2
-6 = A2 R(A)M(A,T)dA
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where rI, and F, are the cold shield efficiency and F# respectively. The blackbody

exitance M(A, T) is given by

C1  - 2 A

AI(A,T) = e-exp - C

The photon noise is given by

I 2qibAf,

where q is the electron charge and Af, is the noise equivalent bandwidth as defined

before. Combining the above yields (39:175)

1= q'fn'fAfpCI Ce, A2[ ,sA1 2 exp- c2/ \T

Y1 1 - 1.24 A5

The fixed pattern noise can be written in terms of the background noise as follows:

ly, = [4- A-I3 12
f [4qAf,

Where M is the fixed pattern noise modulation factor. Because the modulation

factor is defined as the ratio of the rms fixed pattern noise to the rms shot noise due

to the background, it represents a measure of the degree of nonuniformity (39:176).

The dark or leakage current for a Schottky Barrier device is due almost entirely to

thermionic emission and its current density is given by (39:177)

JD = ART] exp--p

where AR is the Richardson emission constant for silicon, Ttp is the focal plane

temperature, and k is Boltzmann's constant. The current density represented by JD

is very sensitive to temperature and it is this noise source which makes cryogenic

(77K 0 ) temperatures necessary for optimum performance. The dark current noise is
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. given by

1D = 2qrjffAfpJDAf,,

For large area images, the large image video SNR is defined as (39:177)

Ai
SNPVo=

[I2 + J2 + 2]1/2

which can be written

SNR,o =AT
[J2 + I2 + I2]1 2

Now, by definition, NEAT is defined as the temperature difference for a large target

which yields a SNR equal to unity. Setting SNRo equal to one and solving for AT

yields

NEAT = [J2 + I2 + I2]1/ 2

K.

The above derivation is intended to show how the fixed pattern noise is added in

quadrature with the other noise sources. Also, the background noise dependence

of the fixed pattern noise is made evident. In general, the fixed pattern noise is

the dominant noise source (39:169). Any number of additional noise sources may

be added in quadrature with the three noise sources described above. These would

include kTC noise, a type of thermal noise associated with the charging and discharg-

ing of capacitors, readout and transfer noise, and an additive noise often termed the

noise floor (39:173).

3.5 Kennedy Model

The Kennedy model is unique in that it combines aspects of both the matched

filtering concepts employed in the NVL model and the synchronous integrator ap-

proach employed by Rosell and Wilson (40:122). In the form presented below, the

Spatial Integration Factor (SIF) and Temporal Integration Factor (TIF) are explic-

itly represented. Since the Kennedy NEAT expression doesn't account for response

0 ,1
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nonuniformity, its derivation will not be presentea.

3.5.1 Kennedy MRTD The Kennedy MRTD expression is given as follo ,;

MRTD(fZ) = 7rSNRthNEAT
4MD TF(f ,)T!FSJF( f )SAT(f (3.7)

where the temporal integration factor TIF is defined as

TIF = (FRtE)1/
2

The spatial integration factor is given by

SIF = [ ]p 1/2

where Q, is the solid angle subtended by the target at the eye and ip, is the solid

angle of a noise pixel subtended at the eye. For staring arrays, the size of the noise

pixel is determined by the detector spacing. The spatial integration factor SIF in

the MRTD expression is shown as a function of spatial frequency because Qt, is a

function of spatial frequency. For a single bar, f1 t, can be given by

7

The saturation term SAT(f ) is necessary because the eye/brain cannot perform the

spatial integration function when the target area subtends a solid angle at the eye

exceeding fQ, (40:130). This term is essentially unity for high spatial frequencies

but reduces the SIF at low spatial frequencies to conform with the results of psy-

chophysical studies (40:122). The functional form of the saturation term is presented

below

SAT 
-faL 't /2
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. where Q,,,, is equal to 225 microsteradians (40:130). A different SIF is required for

aperiodic targets at high spatial frequencies, when the target dimensions approach

the size of a noise pixel but this is not a problem for standard bar targets (7:1 aspect

ratio).

3.5.2 Kennedy Alasing Treatment In most communications applications, the

preferred way to handle aliasing is not to allow it to occur. Images obtained with

staring arrays are apt to be afflicted to some extent with spurious response and

moir6. The central question is, given that aliasing will occur, how does this effect

the spatial frequency dependent sensitivity or MRTD of the system? Before trying

to answer that question, some additional background is in order.

3.5.2.1 Post Filtering versus Aliasing One way to eliminate aliasing

is to post filter the scene specia pri,-, to sampling so that the Nyquist criteria is

satisfied. This could be accomplished by slightly defocusing the objective lens. It has

been shown however that the prefiltering required to eliminate aliasing often does

more harm than good (51:252). Kennedy assumes that the impact on recognition is

the same whether aliasing is permitted or filtered out prior to display (40:135).

3.5.2.2 Effect of Signal Aliasing Kennedy takes this idea a step further

and attempts to determine the loss of recognition that results from undersampling.

He claims that the image degradation due to aliasing can be modeled as a coherent

noise source for periodic targets and as a random noise source for aperiodic targets.

Because noise is introduced into the individual detector elements after sampling,

noise aliasing or foldback is not a factor (40:138).

3.5.2.3 Four-Bar Target In an effort to model the laboratory MRTD

measurement, we need to quantify the effect that aliasing has on resolving the stan-

dard four bar MRTD chart. Does this chart const tute a periodic or aperiodic pat-

tern. Strictly speaking, because of the charts finite extent, it is an aperiodic pattern.
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However, most models assume the four-bar pattern can be replaced by an infinite

bar pattern whose transform, by way of Fourier techniques, is easily obtained. The

Fourier Transform of both the infinite bar pattern and the foqr bar pattern are

presented in Figure 3.3.

3.5.2.4 Impact on MRTD The Kennedy approach is to treat the four-

bar pattern as a periodic scene. In calculating the amount of spurious signal caused

by aliasing, he advises the periodic bar "Fourier transform may be replaced for all

frequencies expected to show strong aliasing, by 4/x times a delta function at the

fundamental frequency of the aliased four-bar target... (40:137)." This assumption.

Kennedy admits, is not very realistic, yet it contains the essence of the problem.

Another approach is to treat the four-bar pattern as an aperiodic pattern and com-

puting the noise introduced by aliasing. Following the approach suggested by Borg

(8), the NEAT expression is redefined as follows:

NE" - [=NEAT2 +-NEAT 2

where NEAT, is the system noise figure calculated without aliasing as before and

NEATa represents the noise introduced by signal aliasing. The NEAT due to alia..ig

may be given by

NEATa = AT [ 1 q MTF(f)B4R(f)df

where AT is the temperature difference between the background and target, and

BAR(f) is the Normalized Fourier transform of the four-bar pattern. Since the

amount of aliased signal, for a given frequency, is proportional to the target radiance

which influences MRTD, an iterative procedure is necessary to calculate MRTDa

from MRTD. There is some question, however, concerning how damaging aliasing

is in terms of loss of recognition. The problem with treating the problem in the

frequency domain is that "... the viewer is influenced primarily by the spatial content

of the reproduction rather than the frequency content. Although a moir6 pattern
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might occupy the same frequency domain as the true signal, it does not occupy the

same space in the image plane, as is the case with additive noise."(51:252) Further

validation of the Kennedy-Borg approach is needed before it is incorporated into

other models. As will be seen in the model comparison, incorporating aliasing effects

mI;ht be considered overkill since the models tend to overpredict the MRTD near

the nyquist frequency.

3.6 Summniary

This chapter introduced essential elements of the MRTD modeling pioce .s.

diuscussed eye/brain SNR enhancement mechanisms, MTF and sensitivity relatiOns.

Three staring array models were presented in greater detail. The NEAT derivation

for the Rosell model was presented to highlight the nonuniformity treatment, which

we!l represents the manner in which nionuniformity is treated in other models. Also

the Kennedy aliasing treatment is presented and some minor modifications are in-

troduced. The next chapter attempts to evaluate the three models by comparing

the MRTI) predictions against those obtained by direct measurement.
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0
IV. Model Comparisons

4.1 Introduction

This chapter discusses the modeling process and' c..-pazizes the importancc

of validation in this process. Through the use of experimentally measured M1- 1)

curves and the necessary camera parameters, the predictive power of the M\VIIH,

Kennedy. and Rosell models is examined. Significant trends and deviation, arc

noted. All the MRTD measurements presented in this chapter were performed IA

the Electro-Opt ical Techniques Group, WRDC/AARI, Wright-Patterson AFB. 011.

4.2 Moding Proces

The first step in modeling is to establish a modeling parameter or criterion.

This was accomplished by choosing the sensor system MRTD as the modeling crite-

tion. Through extensive research and the use of existing staring array models, critical

parameters which strongly influence MRTD have been identified. The relationships

among these parameters are more or less established by the models themselves. How

well these models actually predict MRTD is the next area of inquiry. In a sense, this

step might be considered model validation though the term validation implies the

use of a much larger data set than set forth here. Interestingly enough, it is this lack

of validation (due in part to hardware (staring array camera) unavailability) that has

greatly slowed the progress in modeling staring array cameras. Since modeling is an

iterative process, the results from this cycle should provide feedback for succeeding

mode!irig efforts.

4.3 Camera-One Comparison

The first staring array camera, herein referred to as Camera-One, used in -he

model comparison is a Rome Air Development Center (RADC) 160 x 244 detector

element Platinum Silicide camera using a 100mm focal length lens. Camera-Two
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Description Parameter

Number of Vertical Detectors 214
Number of Horizontal Detectors 160
Vertical Detector Size (Active) 25 um
Vertical Detector Pitch 40 pm
Horizontal Detector Size (Active) 50 Pm
Horizontal Detector Pitch 80 Pm
Array Fill Factor 39%
Vertical Detector Pitch 5.550 96.8 mrad
Horizontal Detector Pitch 7.46* 130.2 mrad
Focal Length of Objective Lens 100 mm
F-number 1.8
Instantaneous VFOV .25 mrad
Instantaneous HFOV .5 mrad
Vert Detector Angular Pitch .4 mrad
Horiz Detector Angular Pitch .8 mrad
Noise Equivalent Temperature .0550 C
Nominal Cutoff (Nyquist) Vertical 1.25 cycles/mrad
Nominal Cutoff (Nyquist) Horizontal .625 cycles/mrad

* Table 4.1. Camera-One Parameter Listing

is essentially the same camera with a 299mm focal length lens. Table 4.1 contains

a detailed listing of the essential camera parameters used in the model compari-

son. Since the measured NEAT values were available for these cameras, predicted

sensitivity results were not necessary. Predicted values of NEAT were calculated

for Camera-One within 20% but estimates were re-mde regarding certain ncise pa-

rameters (dark current, degree of nonuniformity, and the like). Table 4.2 lists the

measured vertical and horizontal MRTD values for Camera-Oiie. Note the increased

vertical resolution yields improved MRTD only for higher spatial frequencies. At low

spatial frequencies, the influence of sensitivity dominates whereas at higher spatial

frequencies, the fall-off in frequency response becomes more influential.

Figure 4.1 shows the predicted versus measured vertical MRTD for Camera-

One. None of the models appears to be a clear winner in this one though both
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Test Spatial Vertical Horizontal
Frequency MRTD °C MRTD °C

cycles/mrad
0.25 0.02 0.02
0.50 0.04 0.07
0.75 0.05 -

1.0 0.06 -

Table 4.2. Camera-One Measured Values (52:7)

the Rosell and MWIR model appear close at .75 cycles/mrad. These two models

also seem to have the same difficulties as the NVL model at low spatial frequencies.

The Kennedy model is pessimistic throughout the range. All the models predict

pessimistically (high) for the highest spatial frequency MRTD. Figure 4.2 compare-

the measured horizontal MRTD against the predicted results obtained using the

MWIR, Kennedy and Rosell models. Here it looks like the measured values are well

bracketed, again with the Kennedy model yielding the higher MRTD values. With

only two measured points, it is difficult to establish any trend. As before, the MWIH

and RosHl' model are optimistic (low) at the lower spatial frequencies.

4.4 Camcra-Two Comparison

The second staring array camera, herein referred to as Camera-Two, is a Rome

Air Development Center (RADC) 160 x 244 Platinum Silicide camera with a 299mm

focal length lens. Because of different transmission characteristics of the 299mm lens,

the NEAT for this camera is slightly larger. The higher resolution of this camera

yields more data points for comparison purposes. Table 4.3 contains a detailed

listing of the essential parameters for Camera-Two. Table 4.4 lists the measured

vertical and horizontal MRTD values for Camera-Two. Again, note the similarity in

measures at low spatial frequencies where sensitivity dominates. At higher spatial

frequencies, the benefits of small detector size and pitch become pronounced. The

last MRTD measure in the vertical direction is surprising and will no doubt be missed

by the models. Figure 4.3 shows the predicted versus measured vertical MRTD for
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Description Parameter

Number of Vertical Detectors 244
Number of Horizontal Detectors 160
Vertical Detector Size (Active) 25 pm
Vertical Detector Pitch 40 pim
Horizontal Detector Size (Active) 50 pUm
Horizontal Detector Pitch 80 Pm
Array Fill Factor 39%
Vertical Field of View (VFOV) 1.910 33.3 mrad
Horizontal Field of View (HFOV) 2.56' 44.7 mrad
Focal Length of Objective Lens 299 mm
F-number 2.35
Instantaneous VFOV .0836 mrad
Instantaneous HFOV .167 mrad
Vertical Detector Angular Pitch .134 mrad
Horizontal Detector Angular Pitch .268 mrad
Noise Equivalent Temperature .080 C
Nominal Cutoff (Nyquist) Vertical 3.73 cycles/mrad
Nominal Cutoff (Nvquist) Horizontal 1.86 cvcles/mrad

Table 4.3. Camera-Two Parameter Listing

Test Spatial Vertical Horizontal
Frequency MRTD 0C MRTD 'C

cycles/mrad
0.25 0.02 0.02
0.50 0.03 0.03
0.75 0.03 0.04
1.0 0.04 0.05
1.5 0.04 0.07
2.0 0.08 0.18
2.5 0.09 -
3.0 0.15
3.5 0.20
4.0 0.20

Table 4.4. Camera-Two Measured Values (52:7)
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Camera-Two. Here, at least for the higher spatial frequencies, the models do a better

job. Again, the MWIR and Rosell model predict low at low spatial frequencies. The

Kennedy model seems to give the best match overall with only the first and last

data points deviating significantly from the measured values. As with the Camera-

One measurements, at the highest spatial frequency, all the models predict high.

Figure 4.4 shows the predicted versus measured horizontal MRTD for Camera-Two.

Again, the Rosell and MWIR model predict a MRTD much lower than measured

at the lower spatial frequencies. The Kennedy model, which was undistinguished

in the Camera-One comparisons, seems to predict the Camera-Two MRTD fairly

well, or at least, better than the other models. Here, however, the measured MRTD

for the highest spatial frequency surpasses the predicted values. Since resolution

dominates in the high spatial frequency region, this might be the result of an error

in the modeled MTF.
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Description Parameter

Number of Vertical Detectors 256
Number of Horizontal Detectors 256
Vertical Detector Size (Active) 29.24 pm
Vertical Detector Pitch 30.0 pm
Horizontal Detector Size (Active) 29.24 pm
Horizontal Detector Pitch 30.0 pm
Array Fill Factor 95%
Vertical Detector Angular Pitch 1.430 25.0 mrad
Horizontal Detector Angular Pitch 1.46' 25.5 mrad
Focal Length of Objective Lens 299 mm
F-number 2.1
Instantaneous VFOV .0978 mrad
Instantaneous HFOV .0978 mrad
Vertical Detector Angular Pitch .1 mrad
Horizontal Detector Angular Pitch .1 mrad
Noise Equivalent Temperature .080 C
Nominal Cutoff (Nyquist) Vertical 5 cycles/mrad
Nominal Cutoff (Nyquist) Horizontal 5 cycles/mrad

Table 4.5. Camera-Three Parameter Listing

4.5 Cam~ra-T,- Con'pnrison

The results of the first two comparison exercises are perhaps inconclusive.

Adding to the confusion is the matter of MTF uncertainty. In order to remove dif-

fcrences in MRTD predictions that might result from the variance between predicted

and measured MTF, the Camera-Three Comparisons will use laboratory measured

MTF values. With this approach, it is hoped the MRTD models can be evaluated

directly to see which model translates the NEAT and MTF measures into the most

accurate MRTD. The third staring array camera, herein referred to as Camera-Three,

is a Rome Air Development Center (RADC) 256 x 256 Platinum Silicide camera with

a 299mm focal length lens. Table 4.5 contains a detailed listing of the essential pa-

rameters for Camera-Three. Unlike the previous two cameras, which had monolithic

arrays, Camera-Three has a hybrid array. Although this allows for higher fill factors,
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0 r Test Spatial Vertical Horizontal
Frequency MRTD 0C MRTD °C

cycles/mrad
0.25 0.033 0.028
0.50 0.052 0.019
0.75 0.080 0.024
1.0 0.099 0.052
1.5 0.113 0.062
2.0 0.137 0.071
2.5 0.104 0.094
3.0 0.127 0.113
3.5 0.179 0.127
4.0 0.400 0.151
45 0400 0.16
5.0 0.494 0.155

Table 4.6. Camera-Three Measured Values (53:14)

the amount of transfer noise and the degree of nonuniformity are generally higher.

Table 4.6 lists the measured vertical and horizontal MRTD values for Camera-Three.

Note that the MRTD values in the vertical direction are quite a bit higher than the

horizontal. I his is contrary to what one would expect based on the measured MTFs

which implied better v~rtica! response. Although the MTFs would be approximately

equal based on detector spacing, the horizontal MTF is reduced further by the elec-

tronics MTF (whereas the vertical is not). Further investigation by the Avionics

Lab showed that the discrepancy resulted from asymmetrical noise within the ar-

ray. The measured fixed pattern noise power in the vertical direction was twice

that found in the horizontal direction and the vertical temporal noise power four

times the horizontal value. Figure 4.5 shows the predicted versus measured vertical

MRTD measurements for Camera-One. All the models predict low at the lower spa-

tial frequencies. Since the higher noise power in the vertical direction hasn't been

accounted for in the models, agreement with this data doesn't necessarily reflect

well on the model. In this case, the MV R model shows the best agreement. Both

the Rosell and Kennedy models predict low, as they should, based on the measured

0
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1\ITF values. Figure 4.6 shows the same information for the horizontal MRTD. Here,

with more modest noise figures, the MWIR model overpredicts for most the spatial

frequency range. The Kennedy model is consistently optimistic for both directions.

The Rosell model is the nearest to the measured values over the frequency range

in terms of minimum mean square error. Contini and Hoznik (33:73) recommend

combining the vertical and horizontal MRTD in the following manner to arrive at a

single measure of system performance:

MR R- 2 /2

MRT = MRTh: + MRT_2 /

When the predicted and measured results are combined in this manner, and the

mean square error calculated, the Rosell model yields the closest fit to the measured

data.

4.6 Summary

T wo things regarding the model comparison are particularly noteworthy. First.

from just viewing the graphical results, no one model stands out as the being that

much better than any of the others. The second point worth mentioning is. for

whatever reason, the agreement wasn't much better when the measured MTFs were

u' d In any contest, thcre has to be a winner, so I've devised a way in which

the relative model performance might be measured which is consistent with mean

squared error comparisons. For each of the six sets of data (3 sets of vertical and

horizontal measurements), a cumulative error calculation was made to rank order

the model performance; a '1' indicates lowest cumulative error for those measures

and a '3' indicates highest cumulative error. The results are contained in Figure 4.7.

The average scores for the models in this comparison are 1.5 for the Rosell Model,

2 for the Kennedy Model, and 2.5 for the MWIR model. Granted, the data set is

much too small to make any sweeping judgments about any of the models, but the

Rosell model did well to avoid any of the lowest scores.
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Model CamlV CarnlH Cam2V Cam2l1 Cam3V Cam3A
MWIR 3 2 3 3 1 3
Kennedv 2 3 1 1 11 3 2
Rose]] 1 1 2 1 2 1 21

Table 4.7. Model Performance
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V. Conclusions and Recommendations

5.1 Conclusio0, s

This thesis has shown that we are still a long way from properly character-

izing staring foca! pl.-ne array performance. The variance between the measured

and predicted results was in general high, particularly at the extreme ranges it) spa-

tial frequency. The difference in shape between the measured and predicted results

would seem to imply the existence of fundamental flaws in the staring array modeling

expressions in general and the operator interface submodels in particular. Perhaps

mo.,s indicting are the results of the Camera-Three comparisons. Even when the

measured square-wave response was used instead of the theoretical MTF expres-

sions. the variance between measured and predicted results was still high. The best

Camera-3 match, the Kennedy horizontal MRTD prediction, was an average of 20714

off over the ten MRTD data points. The Rosell model was off an average of 45V in

the horizontal direction and the MWIR a whopping 1577%,. The results in the ver ic a

direction were in general much worse. However, in fairness to all three models, the

increased noise power in the vertical direction in Camera-Three wasn't accounted

for in the model. This is significant because, even with this knowledge. there is no

validated way to include asymmetrical noise distributions into the MRTD expres-

sion. It is clear that, in addition to work on the MRTD expressions themselves, a

more realistic description of the noise is required. This suppcrts the contention by

Boreman (29) that reducing the fixed pattern noise contribution to a simple rms

value throws away too much information. A two-dimensional noise figure is required

to better describe the performance of arrays with asymmetrical noise distributions

such as that found in Camera-3. Of all the models examined, the Rosell model

would have to be termed the better overall. However, the Rosell model, much like

the MWIR and other NVL derivatives, is generally optimistic (low) at low spatial

frequencies. An improved eye MTF along with a limitation to thespatial integration
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at low spatial frequencies would help improve the model's predictive power. This,

however, doesn't solve the problems evident at higher spatial frequencies. Because

of the models' tendency to overpredict the MRTD near the nyquist frequency, there

didn't seem to be much sense in adding an aliasing factor. Part of the reason for

the lower MRTD measurements at or near f, might result from the manner in

which the measures are made. Earlier, it was mentioned that the phase between

the target and sampling lattice was critical at or near fnq. By adjusting the phase

for maximum response, the aliased components actually reinforce the signal and im-

prove the bar visibility. This would explain how the measured MRTD could be .2 at

both 3.5 and 4 cycles/mrad during the vertical Camera-Two measurements. Even if

the models didn't overpredict at high spatial frequencies, further data is required to

validate the aliasing approach introduced by Kennedy and modified by Borg.

5.2 Rtcomnicndations

The following items are the major modeling problem areas and, through this

research, the nature of the modeling problem can now be more precisely stated and

suggestions can be made regarding the direction of future modeling research.

* Operator Interface

* FPA Noise Characterization

The ope- Ator interface is still not well understood but there is reason for some op-

timism. With the Rosell model results and the findings presented by Vortman and

Bar-Lev (10) regarding the Limited Synchronous Integrator Model, there is reason

to believe that an improved operator interface can be achieved by either adapting

the Vortman Limited Synchronous Integrator Model for staring arrays or modifying

the Rosell model by limiting spatial integration at low spatial frequencies. All the

models would benefit from an improved eye MTF for use in system MTF expression

and the noise filtering functions. Just how (MTF or empirical correction fActors) to
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account for the nonlinearities (edge enhancement, adaptive spatial filtering) intro-

duced by the eye/brain is not clear. How far can linear systems theory and the MTF

concept be extended in describing the eye/brain behevior? How much variability

is there in terms of individual eye/brain response? These are questions that have

not been answered. A major stuldy by Horst on the MTF of the eye is scheduled

,o be published in SPIE soon. The study, associated with the LANTIRN program.

.upposedly involved thousands of test subjects.

As far as FPA noise charac"-rization is concerned, work remains on character-

ization of noise in two directions, both spatial and temporal. Also, regarding the

aliasing effects upon imagery, there is still some doubt that frequency domain reason-

ing can answer the question of how aliasing in the frequency domain affects images

in the spatial domain. More empirical data on the relationship between aliasing and

pattern recognition is required. Also deserving a closer look is the phase dependence

of sampling and the common practice of peaking the signal by adjusting the sam-

pling phase. Would MRTD models do better at higher spatial frequencies if, as a

condition of the measurement, the phase is chosen midway between the maximum

and minimum response? Also, since there is a certain amount of inherent variability

n the MRTD measures made between different operators (and the same operators

on different days), the question arises as to how close can one model something as

variable as MRTD? How close is close enough? More research is necessary to answer

these questions. Perhaps this highlights the danger of using MRTD, a subjective

measure, as the summary measure for TIS systems. More research is also required

to identify objective correlates with staring array performance.
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