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Launching of several Star 48 Communication Satellites from the Space Shuttle have consistently resulted in a nutating motion of the spacecraft. Sloshing fluid stores have been suspected as the source of this dynamic instability. A mathematical model of the sloshing fluid motion coupled with the satellite dynamics was developed and the launch phase simulated. The flight simulation shows similar behavior when compared to the telemetered flight data. Additionally, a control law was developed using an equivalent mechanical model of the fluid motion, which results in a stable dynamic system. The control law may also be used for pointing maneuvers and is implemented by sensing only the main body angular rates and attitude.

(continued on other side)
An experimental satellite-simulator test rig has been designed and built to study the interaction of the sloshing fluid and spinning structure. The test rig has been instrumented to monitor the motion of several rotating configurations. A mathematical model of the simulator has been developed and is presented here. Simulation of experimental results has been achieved. The computational fluid dynamic analysis has now developed a primitive variable numerical algorithm for a two-dimensional and three-dimensional sloshing problem. The key feature of the formulation is the use of a coordinate transformation that maps the fluid body into the fixed geometric shape of the containing rectangle or sphere. The formulation removes an initial singularity from the governing equations that would otherwise cause the numerical method to diverge.
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I. INTRODUCTION

This final technical report presents a comprehensive summary of the research accomplishments supported by Grant #AFOSR-86-0080 over the period January 1, 1986 to August 31, 1989. The report reviews the objectives of the research in Section 1. The status of the research effort is reported in Section 2. Section 3 of Chapter 1 presents a chronological list of written publications resulting from this research effort. Manuscripts planned for imminent submission to technical journals are also listed. Following this, the report presents a recapitulation of the advanced degrees awarded, a list of thesis titles, and a history of the professional personnel associated with this grant. Seminars, presented papers, and advisory meetings with Air Force and other DOD laboratories are reviewed in Section 5.

Appendix A of the report summarizes the results of the dynamic simulation of the Star 48 spacecraft. The results of a control law analysis to stabilize the spacecraft are considered in Appendix B of this report.

The need for a convenient stationary bench model of a nutating spacecraft is outlined in the research objectives. This model was developed as the satellite simulator test rig and its design is described briefly in Appendix C. The development of the instrumentation which was used to measure the dynamic motion of the simulator is given in Appendix D. Appendix E is a discussion of the successful computer simulation of the test-rig dynamic response from a Lagrangian formulation of the equation of motion.

Appendices F and G summarize the results of the computational fluid dynamic analysis of 2-dimensional and 3-dimensional models of the sloshing fluid. The dynamics of a fluid in a rectangular space was analyzed and, more recently, the response of a free surface liquid in a spherical tank has been studied.
1.1 Research Objectives

The objectives of this research grant were to derive the equations of motion of a spacecraft containing liquid fuel stores; the modeling of the free-surface liquid was to be done by (a) equivalent two-dimensional pendulum representation and (b) by computational fluid dynamic modeling.

This project proposed to build an experimental test rig which simulated the spinning and coning motion of a spacecraft. The satellite simulator would contain symmetrically placed spherical tanks with adequate instrumentation to study the dynamic state of the free surface liquid as well as the instantaneous structural response. It was the stated objective of the project that the physical system modelling be continued and adapted until total agreement was achieved between the analytical response and the experimental data obtained from the satellite simulator.

It was the purpose of this research that it produce a mathematical model of the spacecraft capable of predicting the precession of the spin axis of a satellite that develops as the spacecraft responds to a sudden axial thrust.
1.2 Status of Research

The work of simulation of the Star 48 Communication Satellite flight dynamics, begun in June 1983 at AEDC-Arnold AFS, was completed and culminated in a published paper (see Appendix A). The analysis of a control law to provide dynamic flight stability to the satellite was completed. A technical publication abstracted from this work has been submitted for review (see Appendix B).

The analysis and design of the satellite simulator test-rig model was completed. A technical publication will be abstracted from this and submitted for review for publication in the literature (see Appendix C). Instrumentation of the spinning and nutating simulator was completed to provide measured dynamic response of the basic structural components as well as the fluid response. A technical publication abstracted from this work will be submitted for review for publication in the literature (see Appendix D). The equations of motion of the simulator were formulated from a Lagrangian analysis and were programmed for solution on the digital computer. The successful computer simulation of measured response of the test rig resulted. This work is abstracted for publication in Appendix E of this report.

The computational fluid dynamic analysis completed under this grant has produced a primitive variable simulation of two-dimensional fluid response (see Appendix F). The three-dimensional modeling of a free surface viscous fluid in a spherical container has now simulated the dynamic response to basic centrifugal disturbance and is presented in Appendix G in abstract for review for publication.
1.3 Publications

Listed below are the technical publications resulting from this work which have been previously submitted to the Air Force Office of Scientific Research.


Listed in the following are technical publications resulting from this work which are currently under review and which will be submitted for publication.


1. List of Research Personnel, Thesis Title, and Degrees Awarded

(A) This research was initiated in June 1983 by D. E. Hill and J. R. Baumgarten during an AFOSR summer faculty appointment to AEDC Engine Test Facility at Arnold Air Force Station, Tennessee. As indicated in Appendix A, AEDC had tested a typical PAM rocket motor and had found no instabilities that could explain the coning motion of spinning communication satellites. A forerunner to this present grant, AFOSR Research Initiation Grant, Subcontract No. 87RIP33 allowed Hill to initiate the study of the dynamic response of sloshing fuel stores as a possible contributor to spacecraft coning motion. Dr. Hill received the Ph.D. degree in December 1985 and the present grant supported publication of this thesis titled:


(B) The desire to have a bench test device to duplicate the relative fluid motion in a spinning-mutating structure motivated the study of D. S. Cowles. Under direction of D. R. Flogstad, Cowles designed and built the first working version of the satellite simulator described and pictured in Appendix C. Douglas S. Cowles received the B.S. in Mechanical Engineering Degree in December 1987. His thesis was titled:

(C) The need for measured response of the sloshing fluid and the nutating structure prompted the instrumentation effort of M. D. Anderson. Working under the direction of D. R. Flugrad, Anderson reconfigured the simulator, instrumented the fluid tanks, the two degree of freedom universal joint, and set up a data collection system as outlined in Appendix C. Michael D. Anderson received the M.S. Degree in Mechanical Engineering in August 1988 and his thesis was titled:


(D) Having a working bench model of the spin stabilized satellite, it was now desired to complete the dynamic modeling of the simulator. Under direction of D. R. Flugrad, Lisa Ann Obermaier completed the formulation of the test-rig equations of motion. Her successful computer simulation of the test rig allowed the study of many response parameters and will be a valuable tool in subsequent work. She received the M.S. Degree in Mechanical Engineering in December 1988 and her thesis was titled:


(E) The need to replace the pendulum model of the sloshing liquid in its spherical tank with a computational fluid dynamic modeling of the free-surface liquid motivated the work of A. C. Kassinos. Directed by
J. M. Prusa, Kassinos has formulated a primitive variable computer program for analysis of the dynamic fluid response. Adonis C. Kassinos expects to receive his Ph.D. degree in December 1989 and his thesis will be titled:


(F) The desire to study the fluid and structure interaction during the sloshing and nutating phase of the simulator motion prompted Janet L. Meyer to instrument the upper arm assembly of the simulator. Under direction of J. R. Baumgarten, Meyer made strain gage measurements of structural deflection of the spinning simulator. Lt. Janet Meyer's graduate study program was interrupted after one year by her orders to report to her first U. S. Air Force duty station at the Los Angeles Aerospace Command. It will be necessary for her to complete her M.S. dissertation in absentia. Her thesis is tentatively titled:

Meyer, J. L., "Correlation of Liquid Motion and Structural Deflection in the Spacecraft Simulator Response," no date of graduation is committed.
1.5 Seminars, Papers, and Laboratory Visits

J. R. Baumgarten visited Dr. Anthony Amos at AFOSR Bolling AFB in March 1986 and at Wright Patterson AFB in March 1988. These visits coordinated the work of various technical personnel with the interests of the Air Force during the term of this grant. Dr. Amos visited the Mechanical Engineering Department, Iowa State University in August, 1987 to review research progress.

J. R. Baumgarten visited the Naval Research Laboratory on March 7, 1986 to study the construction of the Gyrodynami Motion Simulator. Mr. Samuel Hollander, Head of Control Systems, Space Systems Division was his host. Baumgarten presented the seminar "Sloshing Fuel Stores in Spinning Spacecraft" to the Landing Dynamics Branch, NASA Langley Research Center, March 10, 1988. Mr. John Tanner, Branch Manager, was the host. Baumgarten visited the Engine Test Facility, AEDC, Arnold AFS, on March 9, 1989 to discuss research results with Mr. J. R. Smith, Section Manager. The seminar "Tumbling Satellites" was conducted for the Society of American Military Engineers at Iowa State University, on April 3, 1989.
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Introduction

LAUNCHINGS of several communications satellites have consistently resulted in a nutating motion of the spacecraft. Flight data from the roll, pitch, and yaw axis rate gyros indicated a constant-frequency, equal-amplitude, sinusoidal oscillation about the pitch and yaw axis. The vector combination of these two components of oscillation resulted in a coning motion of the satellite about the roll axis. The vehicle was spin-stabilized at launch about the minor axis, having a one revolution per second (rps) roll angular velocity imparted to it.

After launching from the carrier vehicle in the perigee phase of its orbit, the satellite's perigee assist module (PAM) fired its thruster to establish a geosynchronous Earth orbit. It is this axial thrust that gives rise to the coning that predominates after PAM motor burnout. Consistently, flight data from rate gyros indicated the steady-state one half cycle per second (cps) coning frequency and a one half cycle cps small-amplitude disturbance superimposed on the 1 rps roll angular velocity.

Combustion instabilities in the PAM rocket motor were suspected to be the source of a side force that would induce the coning motion. In order to investigate the presence of any such combustion instabilities, a PAM rocket motor was fired at the Engine Test Facility, Arnold Engineering Development Center, Arnold Air Force Station. A test fixture having lateral and axial load cells was utilized, allowing the PAM to be spun at 1 rps during firing. A spectral analysis was completed of the resulting load cell records obtained during firing. The test results indicated no forces at the required frequency (one-half cps), and it was concluded that combustion instabilities were not the source of moments causing coning motion.

A preliminary analysis of the payload (communication satellite) was completed indicating that sloshing fluid stores may induce the coning motion. It was suspected that sloshing motion of the liquid stores in the vehicle, excited by the axial thrust, was the mechanism for creating the nutation of the spacecraft.

The modeling of fluid slosh is extensive and has been used by researchers to study its effect on space vehicle motion. Michelini et al. outlined a procedure for developing the equations of motion of a spinning satellite containing fluid stores. The equations of motion were not presented, but the study supplied the analytical background for the experimental identification of the dynamic model. Experimental results showed that small-amplitude free surface wave motion does not cause instabilities in the vehicle. Instabilities were found to be generated by the fundamental mode of fluid slosh, which is not excited by small-amplitude free surface wave motion. The consequence of the first-mode natural frequency causing instability in the vehicle justifies the use of an equivalent spherical pendulum model of fluid slosh.
The equivalent spherical pendulum model, which is based on experimental results, is a means of simplifying the extremely complicated problem of modeling the free surface fluid behavior coupled to the vehicle dynamics. The problem would normally consist of solving a boundary value problem and an initial value problem. The simplified equivalent mechanical model reduces the complexity to an initial value problem, which is handled with much more ease mathematically. This study uses the experimental results of previous researchers to develop a simplified mathematical model that describes the interaction between the fluid mass and main vehicle body.

**Numerical Simulation of the Equations of Motion**

The equations that define the motion of the system shown in Fig. 1 are a set of nonlinear coupled ordinary differential equations. The equations must be solved by numerical methods because an analytical solution is not available.

Numerical values for the vehicle geometry and fuel tank configuration were obtained from test data. The vehicle main body mass varies from 6400 to 2000 lbm during the 85.3-s PAM burn while the roll axis moment of inertia varies from 18869 to 10240 lbm-ft² and the transverse axis inertia from 67652 to 19513 lbm-ft². Sloshing fluid stores were modeled to have a pendulous mass of 5 lbm and a length of 7.2 in. with the centers of the four tanks positioned symmetrically 25 in. along and 18 in. radially from the main body centerline. Fluid damping was estimated to have a 0.01 dimensionless damping ratio. The dimensionless damping ratio is determined from a single degree of freedom slosh analysis based on fluid type, mass, level, and tank geometry. The damping coefficient used in the model is then determined from the classical vibration relationships between the dimensionless damping ratio, pendulum geometry, and pendulum natural frequency. Symmetry of the tank geometry allows the same damping coefficient to be used with respect to both of the pendulum degrees of freedom.

The flight simulation was made with the vehicle spin-stabilized about the minor axis. Initial conditions on the vehicle were simple spin about the minor axis, with the main body fixed axis aligned with the inertial frame, an altitude of 200 miles and a 1.5-h orbital period. Figure 2 shows the body fixed angular rates vs time with instability occurring near the PAM burnout at 85.3 s. It is reasoned that the instability is caused by increasing torque on the main body resulting from mass expulsion coupled with the fluid sloshing mass motion. Expulsion of mass not only produces time-varying inertia but also generates what may be interpreted as external torque on the main body even if the exit velocity vector is aligned with the spin axis. The torque is zero if there is no coning motion, but any small disturbance, i.e., fluid sloshing mass motion, perturbs the main body, causing it to cone more, which, in turn, excites the sloshing mass motion. The torque and sloshing mass motion effects will be diminished if the main body is gyroscopically stiff enough. Before PAM burnout, the motion of the vehicle is still relatively stable because the system is gyroscopically stiff and has a transverse to roll axis inertia ratio of 3.6. After PAM burnout, the inertia is constant while the transverse to roll axis inertia ratio is reduced to 1.9 and there is a step...
change in the main body acceleration. The step change in acceleration excites the sloshing mass motion which, when coupled with the main body decreased inertia ratio, produces an unstable oscillation.

Figure 3 shows telemetered flight data from a previous mission. The pitch and yaw rate gyro data show approximately equal amplitude with 90-deg phase shift, indicating a coning response. Comparison of Figs. 2 and 3 shows that the growth of the coning motion is substantially different, indicating that sloshing mass motion is not the mechanism causing the anomaly.

Conclusions and Recommendations

This study has shown that powered flight of a spacecraft carrying fluid stores within the main rigid body can be a source of dynamic instability.

The major conclusions and recommendations drawn from this study are:

1) Explicit dynamic response equations for this complex system were derived using both Kane's method and Lagrange's equation, with the fluid modeled as an equivalent spherical pendulum.

2) Sloshing fluid stores are not the source of dynamic instability seen in the launches of STAR 48 rocket-motor-equipped spacecraft that carried the fluid stores.
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Control of Spin-stabilized Spacecraft with Sloshing Fluid Stores

Daniel E. Hill, Senior Engineer, Martin Marietta Astronautics Group
Joseph R. Baumgarten, Professor of Mechanical Engr., Iowa State University

Abstract

Spin-stabilized spacecraft with sloshing fluid stores are known to be a source of dynamic instability for certain spacecraft configurations. A control law was developed, using an equivalent mechanical model of the fluid motion, which results in a stable dynamic system. The control law may also be used for pointing maneuvers and is implemented by sensing only the main body angular rates and attitude.
Introduction

Spin-stabilized spacecraft carrying fluid stores are known to be dynamically unstable for certain spacecraft configurations [1,2]. Spacecraft design constraints cause many vehicles to have the unstable configuration. The excitation of the fluid motion may be constrained by baffle systems but any added weight is costly in terms of payload reduction. Equivalent mechanical models have been developed by various investigators to approximate the complex free surface sloshing fluid behavior [3,4,5]. The control law development in this study is based on an equivalent pendulum model of the fluid motion coupled with the main body dynamics [6].

The dynamic system using the equivalent mechanical model is highly nonlinear and coupled which complicates the control system analysis. Many nonlinear systems may be linearized about a nominal operating point and linear optimal control theory can then be applied to construct a closed loop controller [7]. Stability of the nonlinear system with the linear controller cannot be guaranteed but simulation of the system within the region of operation can be used as a check on the design.

The goal of this study was the development of a closed loop control law which may be applied to a spin-stabilized spacecraft with sloshing fluid stores without baffling or changing the design of the spacecraft. The closed loop feedback control law developed stabilizes the spacecraft and may also be used for pointing maneuvers. A closed loop control system tries to maintain a prescribed relationship of one system variable to another by comparing functions of these variables and using the difference as a means of control [8]. The method of closed loop control
used in this application consists of external torque reaction jets which are normally used on spin-stabilized spacecraft. Spacecraft angular rate and attitude are measured and compared to a reference state as input to the controller for command of the reaction jets.
Control System Analysis

The model of the spacecraft system is shown in Figure 1 and was used as the basis for control law development. Figure 2 shows the spherical pendulum relative to the body fixed reference frame. The dynamic system is highly nonlinear (see Appendix A) which complicates the control analysis. In many cases a nonlinear system may be linearized about a nominal operating point and a feedback control law developed using linear control theory to control the nonlinear system. Linear control theory was used in this study to obtain a control which when applied to the nonlinear system, brings the system to the desired angular rate and attitude.

The linearized equations [6] are time varying because the Euler parameters are periodic if the vehicle is spin-stabilized. Euler parameters are an efficient method of defining the orientation of a body [9]. Assumptions made in the analysis were,

1. The rocket motor has burned out and the inertia of the main body remains constant.

2. The mass of the fluid, therefore the equivalent pendulum length, does not change as fuel is expelled for control.

The problem to be solved in this study is known as the Linear Quadratic Regulator Problem (LQRP). This consists of minimizing the functional,

\[ J = \frac{1}{2} \left[ \begin{array}{c} \tilde{y}(t_f) - \bar{r}(t_f) \end{array} \right]^T H(t_f) \left[ \begin{array}{c} \tilde{y}(t_f) - \bar{r}(t_f) \end{array} \right] \]
subject to,
\[ \dot{\bar{y}}(t) = A(t) \bar{y}(t) + B(t) \bar{u}(t), \]  
which is the linearized system of the equations of motion.

The variables in the functional are defined as,

- \( H(t), Q(t) \equiv \) Positive semidefinite weighting arrays
- \( \bar{r}(t) \equiv \) Reference state vector
- \( R(t) \equiv \) Positive definite weighting array
- \( t \equiv \) Time
- \( t_0 \equiv \) Initial time
- \( t_f \equiv \) Final time
- \( \bar{u}(t) \equiv \) Control vector
- \( \bar{y}(t) \equiv \) State vector

Kirk [10] derived the necessary conditions for optimality which results in the following matrix differential equations:

\[
\dot{P}(t) = -P(t) A(t) - A^T(t) P(t) - Q(t) + P(t) B(t) R^{-1}(t) B^T(t) P(t) \\
\dot{s}(t) = \left[ A^T(t) - P(t) B(t) R^{-1}(t) B^T(t) \right] s(t) + Q(t) r(t)
\]

with boundary conditions,

\[
P(t_f) = H(t_f) \\
\dot{s}(t_f) = -H(t_f) \bar{r}(t_f)
\]
Equation 3 is known as the matrix Riccati equation. \( P(t) \) is symmetric and consists of \( n(n+1)/2 \) independent equations where \( n \) is the dimension of the system. \( S(t) \) is an \( n \) vector. If the solutions to equations 3-6 are found, then the linear optimal control law is given by,

\[
\bar{u}(t) = -R^{-1}(t) B^T P(t) \bar{y}(t) - R^{-1}(t) B^T(t) \bar{s}(t) \\
\equiv F(t) \bar{y}(t) + \bar{v}(t)
\]  

(7)

The linear optimal control law may be found by integrating the \( [n(n+1)/2] + n \) system of equations backward in time and storing the values of \( F(t) \) and \( v(t) \).
Control System Simulation

Equations 3-7 were solved by numerical methods and the feedback gain matrix, $F(t)$, and command vector, $v(t)$, were stored. The control law was then applied to the nonlinear system of equations. An initial coning state was given by setting the roll, pitch, and yaw rates to 360, 0, and 35 degrees per second with the pitch and yaw angles set to 15 and 0 degrees, respectively. The vehicle was spin-stabilized about the minor axis. Simulation of the nonlinear controlled system showed that the linear feedback control law stabilized and reoriented the vehicle to the desired attitude. The feedback gains shown in Figures 3 and 4 reflect the time varying nature of the Euler parameters as each gain is associated with its respective Euler parameter. Figures 5 and 6 show the gains associated with the roll, pitch, and yaw angular rate states while Figures 7-10 are the gains with respect to the pendulum relative angular velocity and position states.

The linear feedback control law simulated requires that the entire state vector be measured. Measurement of the fluid relative angular velocity and position would be impossible. Techniques of estimating states have been developed with the Kalman-Bucy filter being very popular. A controller that would neither have to measure or estimate the pendulum (fluid) states would be the most practical to implement. Simulation of a reduced order controller consisting of only main body fixed angular rates and attitude measurements showed virtually identical response to the system with the entire state vector measured.
The assumption that the mass of the fluid remains constant as fluid is expelled for spacecraft control was also checked, i.e. robustness. A control law was computed for seventy percent full fluid tanks and the nonlinear response of the system with ninety percent full fluid tanks was computed. Figures 11-13 show the body fixed angular rates, orientation angles, and thrust forces, respectively. The only state variables which were assumed measurable were the main body fixed angular rates and attitude parameters. The simulation shows that the control law in equation 15, using a reduced order controller, can stabilize the vehicle.

A pointing maneuver was also simulated by applying the reduced order controller to orient the spinning vehicle so that the pitch angle was ten degrees while maintaining the yaw angle near zero. Figures 14 and 15 show the body fixed angular rates and orientation angles which indicate the final desired orientation is approached. Figures 16 and 17 show the thrust and command forces required to perform the maneuver. The command forces correspond to components $v_1$ and $v_2$ of the $v(t)$ vector in equation 7.
Conclusions

This study has shown that the dynamic instability caused by sloshing fluid stores carried in the main rigid body of a spacecraft may be controlled by use of a linear optimal feedback control system with the fluid modeled as an equivalent spherical pendulum and only the first mode of fluid oscillation included.

The control system presented here uses easily measured state variables (only main body fixed angular rates and attitude) and was shown to be stable for a wide variation in fluid level. It was shown that sensing the dynamic state of the fluid was not necessary for this specific spacecraft under study. A pointing maneuver was also successfully accomplished by this control system.
Acknowledgements

This study was completed under partial support of contract no. AFOSR - 86 - 0080 and subcontract 83RIP33, U.S. Air Force. The authors wish to acknowledge the support of Iowa State University in accomplishing the lengthy digital computer simulation required in this study.
References


The equations of motion may be written as,
\[
\sum_{i=1}^{n} \sum_{k=1}^{5} \sum_{l=1}^{3} \left[ -m_i u_{i+(3j-3)} u_{i+(3k-3)} \right] \begin{bmatrix} \ddot{Y}_k \text{ for } k \leq 3 \\ \ddot{Y}_{k+2(l-1)} \text{ for } k > 3 \end{bmatrix} - l_j \dot{Y}_j
\]
\[
+ \sum_{i=1}^{n} \sum_{k=1}^{3} \left[ -m_i u_{i+(3j-3)} B_i \right] + C_j + [-RF] = 0 \text{ for } j=1,\ldots,3.
\]
\[
\sum_{k=1}^{5} \sum_{l=1}^{3} \left[ -m_i u_{i+(3j-3)} u_{i+(3k-3)} \right] \begin{bmatrix} \ddot{Y}_k \text{ for } k \leq 3 \\ \ddot{Y}_{k+2(l-1)} \text{ for } k > 3 \end{bmatrix}
\]
\[
+ \sum_{i=1}^{n} \sum_{l=1}^{3} \left[ -m_i u_{i+(3j-3)} B_i \right] - D_{\beta_3} \dot{Y}_{3+2n-1} - D_{\alpha_4} \dot{Y}_{3+2n} = 0 \text{ for } j=4,5 \text{ and } l=1,\ldots,n.
\]

The equations relating the main body angular rates to the Euler parameters are given by,
\[
\dot{\epsilon}_1 = \frac{1}{2}[\epsilon_4 \omega_1 - \epsilon_3 \omega_2 + \epsilon_2 \omega_3]
\]
\[
\dot{\epsilon}_2 = \frac{1}{2}[\epsilon_3 \omega_1 + \epsilon_4 \omega_2 - \epsilon_1 \omega_3]
\]
\[
\dot{\epsilon}_3 = \frac{1}{2}[\epsilon_2 \omega_1 + \epsilon_1 \omega_2 + \epsilon_4 \omega_3]
\]
\[
\dot{\epsilon}_4 = \frac{1}{2}[\epsilon_1 \omega_1 - \epsilon_2 \omega_2 - \epsilon_3 \omega_3]
\]

The coefficients and parameters in the equations of motion are defined as,
\[
B_1 = (\dot{\beta}_i(\omega_3 + \dot{\alpha}_i)csa_i - \dot{\alpha}_i(\omega_1)) L_3 - (\dot{\beta}_i(\omega_1 sna_i - \omega_2 csa_i)) L_2
\]
\[
+ \omega_1 \omega_2 r_2 - r_1(\omega_2^2 + \omega_3^2) + \omega_1 \omega_3 r_3
\]
\[
+ ((\omega_1 + \dot{\beta}_i csa_i)(\omega_2 + \dot{\beta}_i sna_i) L_2 - ((\omega_2 + \dot{\beta}_i sna_i)^2 + (\omega_3 + \dot{\alpha_i})^2) L_1
\]
\[
+ (\omega_1 + \dot{\beta}_i csa_i)(\omega_3 + \dot{\alpha}_i) L_3
\]
\[
B_2 = (\dot{\beta}_i(\omega_1 sna_i - \omega_2 csa_i)) L_1 - (\dot{\beta}_i(-\omega_3 - \dot{\alpha}_i)sn_i + \dot{\alpha}_i(\omega_2)) L_3
\]
\[
+ \omega_2 \omega_3 r_3 - r_2(\omega_1^2 + \omega_2^2) + \omega_1 \omega_2 r_1
\]
\[ + ((\omega_2 + \beta \sin \alpha_1)(\omega_3 + \dot{\alpha}_1) L_3 - ((\omega_1 + \beta \cos \alpha_1)^2 + (\omega_3 + \dot{\alpha}_1)^2) L_2 \]

\[ + (\omega_1 + \beta \cos \alpha_1)(\omega_2 + \beta \sin \alpha_1) L_1 \]

\[ B_3 = (\beta_1(-\omega_3 - \dot{\alpha}_1)\sin \alpha_1 + \dot{\alpha}_1 \omega_2) L_2 - (\beta_1(\omega_3 + \dot{\alpha}_1)\cos \alpha_1 - \dot{\alpha}_1 \omega_1) L_1 \]

\[ + \omega_1 \omega_3 r_1 - r_3 (\omega_1^2 + \omega_2^2) + \omega_2 \omega_3 r_2 \]

\[ + ((\omega_1 + \beta_1 \cos \alpha_1)(\omega_3 + \dot{\alpha}_1) L_1 - ((\omega_1 + \beta_1 \cos \alpha_1)^2 + (\omega_2 + \beta_1 \sin \alpha_1)^2) L_3 \]

\[ + (\omega_2 + \beta_1 \sin \alpha_1)(\omega_3 + \dot{\alpha}_1) L_2 \]

\[ C_1 = (I_2 - I_3) \omega_2 \omega_3 \]

\[ C_2 = (I_3 - I_1) \omega_1 \omega_3 \]

\[ C_3 = (I_1 - I_2) \omega_1 \omega_2 \]

\[ D_{\beta_i} = \text{Damping coefficient wrt } \beta \text{ angle} \]

\[ = 0.35 \text{ ft-lbf-sec} \]

\[ = 0 \] for \( j = 4 \) and \( i = 1, \ldots, n \)

\[ \text{for } j > 4 \]

\[ D_{\alpha_i} = \text{Damping coefficient wrt } \alpha \text{ angle} \]

\[ = 0.35 \text{ ft-lbf-sec} \]

\[ = 0 \] for \( j = 5 \) and \( i = 1, \ldots, n \)

\[ \text{for } j > 5 \]

\[ F_i = \text{Control thrust} \]

\[ = 0 \] for \( j = 1, 3 \)

\[ \text{for } j = 2 \]

\[ l_1, l_3 = \text{Transverse axis inertia} \]

\[ = 19513 \text{ lbm-ft}^2 \]

\[ l_2 = \text{Roll axis inertia} \]

\[ = 10240 \text{ lbm-ft}^2 \]

\[ L = \text{Pendulum length} \]

\[ = 7.2 \text{ inches} \]

\[ L_1 = -L \sin \alpha_i \cos \beta_i \]

\[ \text{for } i = 1, \ldots, n \]

\[ L_2 = L \cos \alpha_i \cos \beta_i \]

\[ \text{for } i = 1, \ldots, n \]

\[ L_3 = L \sin \beta_i \]

\[ \text{for } i = 1, \ldots, n \]
$m_l =$ Pendulum mass = 5 lbm for $l = 1, \ldots, n$

$n =$ Number of pendulums = 2

$r_1 = -18\cos\left(\frac{\pi}{2}\right) (l-1) \text{ inches} \quad \text{for} \ l = 1, \ldots, n$

$r_2 = 25 \text{ inches}$

$r_3 = 18\sin\left(\frac{\pi}{2}\right) (l-1) \text{ inches} \quad \text{for} \ l = 1, \ldots, n$

$R =$ Thruster moment arm = 6 ft

$u_1 = 0$

$u_2 = -(r_3 + L_3)$

$u_3 = r_2 + L_2$

$u_4 = r_3 + L_3$

$u_5 = 0$

$u_6 = -(r_1 + L_1)$

$u_7 = -(r_2 + L_2)$

$u_8 = r_1 + L_1$

$u_9 = 0$

$u_{10} = L_3 \sin\alpha_l$

$u_{11} = -L_3 \cos\alpha_l$

$u_{12} = L_2 \cos\alpha_l - L_1 \sin\alpha_l$

$u_{13} = -L_2$

$u_{14} = L_1$

$u_{15} = 0$

The state variables for numerical solution of the equations are defined as,
\[ Y_1 = \text{Angular velocity of main body along } b_1 \text{ direction wrt main body fixed frame} = \omega_1 \]
\[ Y_2 = \text{Angular velocity of main body along } b_2 \text{ direction wrt main body fixed frame} = \omega_2 \]
\[ Y_3 = \text{Angular velocity of main body along } b_3 \text{ direction wrt main body fixed frame} = \omega_3 \]
\[ Y_4 = \text{Angular velocity component of pendulum about } \beta_1 \text{ degree of freedom relating the pendulum relative angular velocity wrt the main body fixed frame} = \beta_1 \]
\[ Y_5 = \text{Angular velocity component of pendulum about } \alpha_1 \text{ degree of freedom relating the pendulum relative angular velocity wrt the main body fixed frame} = \alpha_1 \]
\[ Y_{3 + 2n} = \beta_n \]
\[ Y_{3 + 2n} = \alpha_n \]
\[ Y_{4 + 2n} = \text{Angular position component of pendulum about } \beta_1 \text{ degree of freedom relating the pendulum position wrt the main body fixed frame} = \beta_1 \]
\[ Y_{5 + 2n} = \text{Angular position component of pendulum about } \alpha_1 \text{ degree of freedom relating the pendulum position wrt the main body fixed frame} = \alpha_1 \]
\[ Y_{2 + 4n} = \beta_1 \]
\[ Y_{3 + 4n} = \alpha_1 \]
\[ Y_{4 + 4n} = \varepsilon_1 \]
\[ Y_{5 + 4n} = \varepsilon_2 \]
fixed frame to inertial frame

\[ Y_{6+4n} \text{ Euler parameter 3 relating orientation of main body} \]
fixed frame to inertial frame

\[ Y_{7+4n} \text{ Euler parameter 4 relating orientation of main body} \]
fixed frame to inertial frame
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SATELLITE SIMULATOR TEST RIG DESIGN
A TEST FIG TO SIMULATE LIQUID SLOSHING IN SPIN-STABILIZED SATELLITES -- PART I: DESIGN AND INSTRUMENTATION
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ABSTRACT

Several communication satellites with liquid stores on board have experienced an undesirable coning motion when boosted into a geosynchronous orbit about the earth. These spin-stabilized satellites carry tanks filled with liquid for station tending and attitude adjustment of the spinning structure. If a significant amount is used to eliminate an initial nutational motion, the useful life of the satellite is correspondingly decreased. On the other hand, sloshing of the liquid is believed to be the cause of the problem. A test rig was built to study the interaction between the rotating body and the sloshing liquid. The design and instrumentation of the rig is described in this paper with experimental results presented in the companion paper, Part II. The spinning assembly, which is mounted atop a universal joint to allow coning, includes two liquid-filled tanks. Instrumentation monitors the spin speed of the rig, the rigid body orientation of the assembly, and the motion of the liquid.
Launchings of several of the STAR 48 communications satellites from the space shuttle have resulted in an unstable, nutating motion of the satellite. Flight data from roll, pitch, and yaw axis rate gyros have indicated a constant frequency, equal amplitude, sinusoidal oscillation of the spacecraft about its pitch and yaw axes. The pitch and yaw oscillations have been $90^\circ$ out of phase. The vector combination of these two components of vibration are consistent with a coning motion of the satellite spin axis. This nutation occurs even though the spacecraft is spin-stabilized at launch with a one revolution per second roll velocity.

After launch from the shuttle in the perigee phase of its orbit, the satellite's power assist module (PAM) is fired to establish a geosynchronous earth orbit. At first it was theorized that the axial thrust gives rise to the coning motion which predominates after PAM motor burnout. Combustion instabilities in the PAM rocket motor were thought to be the source of a side force that could induce the coning motion [1]. But an investigation performed at Arnold Engineering Development Center's Engine Test Facility indicated that no significant forces at the required frequency (one-half cycle per second) were present. Therefore, it was concluded that combustion instabilities were not the source of moments about the principal axes of the spacecraft causing coning motion.

It was then proposed that the sloshing motion of the liquid fuel stores in the vehicle was the mechanism for inducing the nutational motion. If a perfectly rigid body spins about its axis of maximum moment of inertia or about its axis of minimum moment of inertia with no external forces acting on the body, then the resulting motion is stable [2]. If, however, there is any
internal energy dissipation, then the only stable spin is about the axis of maximum moment of inertia. This axis provides a minimum rotational energy state for a given constant angular momentum. Spin about the intermediate axis of inertia is an unstable motion.

Although spin-stabilization of a body about its axis of maximum moment of inertia produces a stable spin, this is subject to some constraints with regard to the design of flexible spacecraft with liquid-filled tanks. Agrawal [3] presented stability conditions for a flexible spinning spacecraft by a Liapunov method. Various techniques have been developed to determine the effects of liquid propellant motion on the spacecraft's moments of inertia. The stability conditions require that the spin to transverse moment of inertia ratio be greater than $(1+C)$, where $C$ is a positive definite function of spacecraft parameters, such as propellant density, tank size and location relative to the spacecraft center of mass, and spacecraft inertias.

The STAR 48, and many other spacecraft, are prolate spinners -- spin-stabilized about their axes of minimum moment of inertia. This is the maximum energy state for a given angular momentum. Therefore, if there is any internal dissipation of energy, the spacecraft will attempt to conserve its angular momentum, and it will begin to reorient its spin about an axis associated with a lower energy state. This is commonly referred to as "coning" since the spin axis generates a cone with its vertex located at the center of mass of the spacecraft. If this coning motion is not controlled, the spacecraft will eventually enter a flat spin -- a spin about the axis of maximum moment of inertia (the minimum energy state for a given angular momentum). Since the STAR 48 and many other spacecraft contain a large liquid propellant mass fraction, it seems probable to consider sloshing fluid stores as a major source of internal kinetic energy dissipation, hence a mechanism
for the destabilization of a prolate spinner.

Many investigators have studied the basic characteristics associated with sloshing liquids. This has formed a basis for researchers interested in the sloshing effect on space vehicle dynamics. The motion of a spinning spacecraft with liquid propellant is described by very complex mathematical equations for the rigid spacecraft dynamics and partial differential equations for the liquid in the tanks, including appropriate initial and boundary conditions.

In order to simplify fluid slosh studies, researchers have sought a mechanical model to represent the fundamental mode of fluid slosh. Sumner [4] conducted an experimental investigation to determine the general liquid sloshing characteristics (fundamental frequencies, horizontal or side slosh forces, and damping ratios) as well as quantities for a pendulum analogy that would effectively represent the fundamental mode of liquid sloshing in unbaffled oblate-spheroid and spherical tanks over a range of liquid depths. Although the fundamental slosh damping was measured by the log decrement method, the pendulum model he used didn’t allow for any viscous damping.

Hill [1] coupled the pendulum model of Sumner [4] to a set of nonlinear ordinary differential equations for the rigid spacecraft dynamics and simulated the system on a digital computer. The pendulum model was also augmented by adding viscous dashpots to represent the viscous damping of the fundamental slosh mode. Results were compared to actual telemetered flight data with good correlation. A control scheme was presented and implemented in the simulation, also with good results.

Zedd and Dodge [5] devised a mechanical model composed of a pendulum, a rotor, and viscous dashpots. The pendulum represented the free surface modes of oscillation (sloshing) and the rotor represented the inertial wave modes of
oscillation--circulatory or to-and-fro motions in the liquid interior. In this model the rotor was connected to the tank by a dashpot to simulate the forcing of inertial waves by the boundary layer shear at the tank wall. Other dashpots were used to simulate the viscous damping of the fundamental and inertial modes of fluid oscillation. The model was used to simulate liquid forces and moments; to predict liquid resonances and energy dissipation rates; and to scale-up test results to flight conditions. A forced-motion spin table was used to estimate the numerical values for the model parameters.

Using the principles of similitude, Garg, Furumoto, and Vanyo [6] directly scaled test data from a forced motion test apparatus to predict energy dissipation rates. Results were compared to previous drop test data and to actual flight data.

This present study involves the design and instrumentation of a physical test rig to demonstrate the dynamic characteristics of a spin-stabilized system with sloshing liquid stores. A vertical spin axis was chosen for a horizontal beam that supports two six inch diameter plastic spheres located at an equal radial distance from the spin axis. A two degree-of-freedom Hooke's type universal joint was located just below the horizontal beam in the vertical shaft to allow the spin axis of the beam structure to cone. A yoked sleeve, actuated by a straight-line motion four-bar mechanism, was utilized to cover the universal joint to give initial stability and rigidity to the system during spin-up.

The initial design configuration resulted in a spin about the axis of intermediate moment of inertia. This was a very unstable mode of operation. The second configuration involved the addition of another crossbar, perpendicular to the main horizontal beam, to act as an inertial counterbalance. This resulted in a spin about the axis of maximum moment of
inertia. This system configuration was very stable and any perturbation to induce coning quickly disappeared (within 2-3 seconds). The third configuration, attained after considerable design modification, allowed spin about the axis of minimum moment of inertia. This proved to be unstable.

Also described in this paper are the transducers and instrumentation system used to monitor the motions of the rotating structure and the sloshing liquid. It was decided that the most important factors to observe were the driving spin rate, the oscillations of the spinning test rig assembly, and the liquid motion in the spheres. A computer based data acquisition system was employed to rapidly record data and to perform quantitative analysis of large data files. The test rig was redesigned to incorporate the instrumentation. Simultaneously, the rig was modified so the weight could be redistributed to achieve a static balance condition with the center of mass located near or slightly below the supporting joint.

TEST RIG DESIGN

The test rig design had to allow modification of most major dimensions to allow testing of various sizes of tanks and geometric configurations. It was decided that a minimum of instrumentation would be implemented until the operation of the system was better understood and decisions could be made about which parameters to instrument.

A physical system was designed, consisting of a vertical spin shaft with a horizontal crossbar. Figs. 1 and 2 show assembly views of the test rig design. Two plastic spheres were supported by the horizontal bar at equal radial distances from the vertical spin axis. A two degree-of-freedom Hooke's type universal joint was located just below the horizontal beam in the
vertical shaft to allow the spin axis of the horizontal beam structure to cone. A yoked sleeve, hand-actuated by a straight-line motion four-bar mechanism was utilized to cover the universal joint to give initial stability and rigidity to the system during spin-up. A 1/4 hp electric d.c. motor was selected to drive the system.

Six inch diameter spheres were used. A fill height of approximately 3.9 inches produced a beam load on each end of about five pounds. The length of the steel horizontal beam for the first design was 27.32 inches. It was 0.625 inches wide, and 0.25 inches thick. The overall crossbar length was 54.64 inches.

A 10:1 right angle gear reducer was inserted between the motor and vertical drive shaft to utilize the more efficient upper speed range of the motor. Since the STAR 48 satellites are spin-stabilized at one revolution per second, this was chosen as the nominal operating speed, although speeds up to three times this were possible with the motor and gear reducer system.

Test Rig Operation and Analysis

Operation of the initial design of the completed test rig, as shown in Fig. 3, resulted in a very unstable motion. As soon as the supporting sleeve was lowered, the upper assembly would instantly drop over, rotating about an axis parallel to the main horizontal beam.

An analysis of the system inertias indicated that the spin axis was the axis of intermediate inertia. The transverse inertias were 0.02 and 2.37 slug-ft\(^2\), and the inertia about the spin axis was 2.36 slug-ft\(^2\). From Greenwood [2], spin of a torque-free, rigid body about its axis of intermediate moment of inertia is an unstable motion. Although the test rig is not absolutely rigid, it is assumed to be nearly so, and it is further
assumed to be torque-free since the system center of mass is approximately located at the intersection of the universal joint axes.

For the second design configuration a shorter main support beam of 35.2 inches was chosen (compared to 54.6 inches for the initial design). A 54.6 inch inertial counterbalance beam was added normal to the main beam to produce a maximum moment of inertia about the spin axis. The inertias were 0.13 and 2.38 slug-ft$^2$ about the transverse axes and 2.46 slug-ft$^2$ about the spin axis.

Operation of the second configuration pictured in Fig. 4 proved to be very stable. Any perturbation disappeared within one or two seconds. It was impossible to determine visually whether or not any significant fluid slosh was present and whether or not there was any interaction between the fluid and the physical structure.

It was decided that a spin about the minimum axis of inertia—a spin that is stable only if there is no internal energy dissipation—would best demonstrate the destabilizing effects of sloshing liquid fuel on a spin-stabilized vehicle.

Test Rig Modifications

The major change in the rig structure to allow for instrumentation of additional configurations involved lengthening the main vertical shaft by 15 inches to provide additional clearance between the universal joint and the bearing supports. This clearance allowed the spheres to be mounted low enough to place the center of mass at or below the universal joint, even when the assembly was spun about an axis of minimum moment of inertia. Decreasing the radial distance from the main shaft to the sphere centers while raising the cross-beams higher above the universal joint provided the key to achieving spin about the minimum axis of inertia. The only other obvious way to produce
a spin about the minimum axis of inertia would have required a substantial addition of weight concentrated near the spin axis. The new design allowed investigation of a wide variety of inertia ratios both greater than and less than one by changing cross beams or by raising and lowering the spheres.

A new upper collar was designed to restrict the cone angle and to prevent damage to the unit under unstable operating conditions while providing the ability to restabilize the rig during spin. This can be seen in Fig. 5. The collar is free to slide vertically along the length of the spinning shaft and allows the operator to stabilize the rig while bringing it up to speed. The top of the collar has an oversized inner diameter to restrict the half-cone angle to a maximum of 10°. If the collar didn’t have this feature, the nutational motion could produce an interference between the lower shaft and spheres. The oversized diameter affords clearance necessary for the universal joint to pivot within the collar, and it contacts the shaft about one inch above the pivot to allow sufficient leverage to restabilize the rig.

Providing a fixed reference on which to mount the rotational potentiometers, while maintaining the features of the collar described above, proved to be a significant instrumentation challenge. It was determined that the upper collar could be slotted to allow it to slide vertically with the potentiometer mounting pins extending through the slots. The potentiometers were mounted on two threaded rods which pass through the lower shaft to provide a rigid reference. A small brass tube was placed around the protruding threads to provide a bearing surface between the rods and the slots in the upper collar. The two sets of threaded rods together maintain alignment and reduce binding of the collar.

The slip rings were mounted below the collar arrangement on the lower shaft. Therefore, the redesign required machining a groove in the lower shaft
to allow the instrumentation wires to pass through the inside of the shaft to avoid contact with the fork of the linkage. Because the upper collar was already restrained from rotating relative to the shaft, it seemed logical to slot the collar and pass the wires through the slot. The wires exit the lower shaft in an intermediate collar section to avoid disturbing the natural motion of the rig.

INSTRUMENTATION

Instrumentation was developed to study the effects of liquid motion on the test rig dynamics. It was anticipated that the important quantities would be liquid position, test rig rotation rate and orientation. One obstacle to instrumentation was the collection of transducer signals from the rotating assembly. Slip rings were chosen based on cost and anticipated ease of use. It was decided to track the position of the liquid by monitoring the free surface profile. A d.c. tachometer was chosen to sense the input rotational speed. The rig orientation was monitored with two rotational potentiometers used to sense rotation of the test rig about perpendicular axes through the universal joint. The tachometer and potentiometers were sufficient to allow comparison of experimental data with satellite parameters from the literature such as half-cone angle, precession rate and relative spin rate. A computer data acquisition system was utilized because of its analysis capability and its ability to handle large quantities of data.

Slip Ring Selection

Transmission of transducer signals from the rotating structure to a stationary data recording system was an important objective in the
instrumentation of the satellite test rig. Slip rings were selected over alternatives such as telemetry based on cost, anticipated reliability, and simplicity of use. A through ring design was chosen to mount on the supported portion of the lower shaft. After selection of all transducers, a slip ring assembly was picked based on satisfactory noise level, current capacity, and an acceptable design suited to the work envelope provided by the test rig.

A fourteen ring assembly was chosen to supply 10 volt d.c. power to the sensors and to receive up to ten signals. An external brush block design was specified based on its ample performance specifications at reasonable cost. This slip ring set was used to receive readings from two rotational potentiometers and six light sensitive photopotentiometers. The signals were of sufficient magnitude so that any noise associated with the slip rings was negligible. The assembly has additional capacity to handle future addition of strain gauges on the rotating structure. Amplification of the strain gauge bridge signal prior to transmission through the rings is expected to produce satisfactory results.

Measurement of Tilt, Nutation and Precession

The important parameters for tracking the rig orientation include the tilt angle from vertical (the half-cone angle), the nutation rate (the time rate of change of the half-cone angle), and the precession rate. The precession rate is specified as the angular velocity of the main axis of the spinning test rig about a ground fixed vertical axis. To determine these quantities, the instrumentation was designed to sense rotations about the axis of each pin of the universal joint. This approach provided information about the rig orientation relative to the lower input shaft.

Two inexpensive rotational potentiometers were selected for this task. A
light weight spring was designed to overcome the friction of the rotational
potentiometer and maintain tension on the pulley string. Thirty pound
monofilament fishing line was selected over a variety of other possibilities
for resisting stretch, and for closely conforming to the pulley radius with
little tension.

During the design phase, it was anticipated that each of the rotational
potentiometers would be insensitive to rotation about the axis on which it was
mounted. However, trial calibrations showed that this was not the case. One
cause was found to be a slight misalignment between the beams of the test rig
and the axes of the potentiometers. Because of the complexity of the
geometry, it was decided that the nonlinear equations describing the system
with its misalignment should be developed and solved rather than have the
parts remachined. The orientation of the rig at any time can be determined by
first rotating through an angle, \( \lambda_3 \), about the vertical \( \vec{k}_2 \)-axis; by then
rotating about the \( \vec{j}_2' \)-axis through an angle \( \lambda_1 \); and finally by rotating
through an angle \( \lambda_2 \) about the \( \vec{i}_4 \)-axis. This sequence is illustrated in Fig.6. The equations that describe the system are a combination of six equations
from two vector loops and four equations relating the extension of the pulley
strings and the rotation of the potentiometers. Development of the equations
is presented in the appendix. The construction error of the rig associated
with the misalignment of the cross beams was determined by using a computer
program to first solve for a theoretical rotational potentiometer position for
known rig rotations. Voltage readings were experimentally determined at
positions located by measuring the tilt of the cross bars with a carpenter's
level and adjustable triangle. The theoretical voltages were determined by
interpolating between the experimental voltages corresponding to \( +\theta^0 \) and \( -\theta^0 \)
of rotation about each axis for the theoretical potentiometer positions.
Construction angle, \( \lambda_3 \), was then determined as the value that minimized the sum of the absolute differences between the experimental and calculated voltages.

To ensure accuracy of the data, it was decided that the calibration procedure should be carried out before and after each set of trials. After initial practice to gain familiarity with the system, this procedure proved quite workable.

Once the set of fourteen nonlinear equations describing the geometry of the rig and potentiometer were solved, the two axis rotations were used to derive more information regarding the motion. For instance, the two rotations alone were used to solve for the half-cone angle and nutation rate. In addition, the projection of a vertical, body-fixed unit vector was located in a horizontal plane fixed to rotate with the input shaft. Furthermore, once the rig input speed was known, the precession rate was determined relative to a stationary reference frame.

Input Speed Measurement

Measurement of the driving rig speed is important because of the associated centrifugal acceleration. Furthermore, the input speed is used in the determination of the precession rate as discussed previously. A d.c. tachometer that produces a voltage proportional to rotational speed was used to provide a continuous reading of the instantaneous angular velocity.

For greater sensitivity, this tachometer was mounted on the high side of the 10:1 gear reducer that drives the rig. For calibration, the HP-85 data collection computer was used to average 15 voltage readings at each of several spin speeds. Simultaneously, the rig rotations were visually counted for a period ranging from 45 to 60 seconds to determine the average rotation rate.
This calibration was completed just once for the entire set of runs. The performance of the tachometer was characterized by a linear least squares fit technique.

Sensing The Liquid Sloshing Motion

The decision was made to instrument both spheres for liquid movement to allow determination of any interaction between the sloshing liquid on the two sides. It was assumed that the water would not break away from the free liquid surface. A photosensitive device which could give quantitative output based on light blockage by the moving liquid surface seemed ideal.

A light sensitive photopotentiometer was located with a working range of 3.4 inches. The operation of this device is similar to common wirewound potentiometers with the exception that the resistance and hence the voltage output is proportional to both intensity of incident light and sensor area exposed to light. The device was tested with various dyes introduced into the water in the spheres to block the transmission of light through the liquid. Blue dye #2 was selected for its high opacity. Yet it is highly soluble in water which prevents permanent discoloration of the spheres. Plans called for six photopotentiometers—two sensors on each sphere to measure oscillations in a radial direction and a third sensor mounted on each sphere to measure oscillations in the circumferential direction. See Fig. 7 for mounting locations.

The two radial sensing photopotentiometers were mounted at a 45° tilt angle based on estimates of the water position for half-filled spheres at expected spin speeds. The circumferential sensor was mounted perpendicular to the 45° tilt for maximum sensitivity. Since the photopotentiometers are rigid, they were encased in receptacles to ensure that their output would
depend only on light passing through the sphere. The current design of the structure holding the spheres doesn't allow for easy repositioning of these sensors. Thus, both radial sensors were nominally located for runs made with the spheres half filled. In the case of one-quarter volume fill, the lower inside sensor was inactive because it was uncovered at most experimental run speeds. Similarly, only one sensor was active at three-quarter fill since the upper, outside sensor was completely covered for this case.

During initial test runs the photopotentiometers exhibited erratic output with variations of nearly one volt. Similar variations were encountered even with the collar restraining the rig from nutating. The primary root of the problem was determined to be the uneven lighting provided by parallel rows of fluorescent lights in the laboratory. The variation in output was greatly reduced by repositioning the test rig midway between parallel rows of lights and by constructing a large six foot diameter "lampshade" from translucent material. With the shade in place over the rig, the signal noise measured during steady rotation was found to lie between 0.10 and 0.15 volts. Although not perfect, this level of noise was relatively small compared to the expected output signal.

Initially the photopotentiometers were calibrated statically to relate voltage output to an equivalent water angle. This calibration assumed that the liquid surface would remain flat and that tilting the sphere statically to a known angle would produce the same output as the water being spun outward during operation of the test rig. Reduced experimental data showed liquid oscillations of roughly $10^\circ$-$15^\circ$. The data indicated roughly the same magnitude of radial slosh from the radial sensors on each sphere, but the difference between the absolute water angles for the radial transducers on each individual sphere was too large to be ignored.
So that the sensors would better agree, the static calibration was replaced by a dynamic calibration technique using the HP-85 computer. This procedure related the voltage output of the photopotentiometers to an equivalent pendulum angle with the help of the following expression [4]:

$$\tan \gamma_0 = \frac{g}{\Omega^2} \left( X_0 + \cos \gamma_0 \right)$$

(1)

In Eq. (1)

- $\gamma_0$ = the angle between a horizontal reference and the equivalent pendulum arm
- $g$ = gravitational acceleration
- $\Omega$ = the drive spin rate
- $X_0$ = the radial distance from shaft center to the pivot of the equivalent pendulum

The computer was used to average ten readings of each photopotentiometer while the spin speed was determined by the tachometer. A calibration curve of calculated angle vs. voltage output was developed by a polynomial curve fitting routine. The results of this calibration showed good agreement between the radial sensors on each respective sphere. However, the output of the lower inside sensor was slightly clipped when the liquid sloshed outward from the center. It is believed that this phenomenon was observed because the outer sensor saw the liquid advancing toward a previously clean portion of the sphere surface, while the inner sensor detected a sheeting action of the retreating liquid. Because the radial sensing photopotentiometers were mounted at a 45° angle, the output for the half full spheres exhibited a near
linear relationship between tilt angle and voltage. The calibration curves for both one-quarter and three-quarter fill was better described by a cubic expression.

Data Collection System

The goal of the data acquisition system was to sample all measurements at a rate at least ten times the signal frequency to accurately record the quantity. The schematic diagram of the instrumentation and data collection system is shown in Fig. 8. Based on its ease of use, the Hewlett-Packard HP-85 computer was used to record up to 200 readings per second. To achieve this sample rate, the computer was used in the voltmeter complete mode, data were taken in binary coded decimal format, and both the filter and display were turned off.

The sample rate used for most runs was approximately 65 readings per second because a compromise had to be made between high sample rate and length of the data file created. This means each of the nine transducers was sampled seven times per second. This sample rate proved to be sufficient for most runs. For a few cases, such as runs with the spheres empty or runs that were physically perturbed, the sample rate was doubled to provide sufficient accuracy. The data were ultimately transferred from the HP-85 computer to a VAX 11-785 computer system for greater computing and plotting capabilities.

SUMMARY

The test rig described in this paper makes it possible to study the interaction between the dynamics of a rotating structure such as a spin-stabilized satellite and the sloshing motion of onboard liquid stores.
The rig was designed to allow different crossbeam configurations to be mounted on the supporting universal joint. In addition, the tanks can be repositioned vertically to adjust the location of the center of mass of the spinning assembly.

Instrumentation has been provided to monitor the input speed for the rig, the angular orientation of the rotating body and the motion of the liquid contained in the two spherical tanks. Slip rings are used to transfer the transducer signals from the rotating assembly to an automated computer data collection system. Additional rings are available to add strain gages to the system to measure the deflection of the rods on which the tanks are mounted. The data collected during test runs have been transferred to a VAX 11-785 computer which is used to calculate specific quantities of interest and to plot the results.

In the companion paper, Part II, several experimental runs are described in which such things as the inertias, tank fill heights and input speeds were varied to determine the effects these factors have on the overall stability of the motion. Many additional test cases are planned for the future.
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APPENDIX

The equations for the rotational potentiometers are based on the quantities shown in Fig. 6. The rig orientation with cross beams parallel to the rotational potentiometer shafts can be determined by a rotation $\lambda_3$ about the $\vec{k}_2$ axis, followed by a rotation $\lambda_1$ about the $\vec{j}_2'$ axis and finally by a rotation $\lambda_2$ about the $\vec{i}_4$ axis. The rig orientation expressed in coordinates of the lower shaft is described by the concatenation of the following transformations:

\begin{align}
\bar{x}_3' &= \bar{x}_4 \\
\bar{y}_3' &= \cos \lambda_2 \bar{y}_4 - \sin \lambda_2 \bar{z}_4 \\
\bar{z}_3' &= \sin \lambda_2 \bar{y}_4 + \cos \lambda_2 \bar{z}_4 \\
\bar{x}_3 &= \cos \lambda_1 \bar{x}_3' + \sin \lambda_1 \bar{z}_3' \\
\bar{y}_3 &= \bar{y}_3' \\
\bar{z}_3 &= -\sin \lambda_1 \bar{x}_3' + \cos \lambda_1 \bar{z}_3' \\
\bar{x}_2 &= \cos \lambda_3 \bar{x}_3 - \sin \lambda_3 \bar{y}_3 \\
\bar{y}_2 &= \sin \lambda_3 \bar{x}_3 + \cos \lambda_3 \bar{y}_3 \\
\bar{z}_2 &= \bar{z}_3
\end{align}

A loop closure equation for the rig shaft, cross-beam, pulley string, and the potentiometer mount dimensions can be written for the x-axis potentiometer as follows:

\[ \bar{z}_4' + \bar{R}_4 - S_2' - \bar{r}_p - \bar{H}_x - \bar{V}_x = 0 \]  

where,

$\bar{H}_x$ = horizontal distance and direction from lower shaft center to pulley center
\( \bar{V}_x \) = vertical distance and direction from potentiometer shaft to universal joint pins

\( \bar{r}_p \) = pulley radius directed to tangent point

Eq. (5) is then separated into three scalar component equations:

\[
\begin{align*}
& 4x_2 - S_{2x}' - Hx = 0 \quad (6) \\
& 4y_2 - S_{2y}' - r_p \cos \Theta_2 = 0 \quad (7) \\
& 4z_2 - S_{2z}' - r_p \sin \Theta_2 + V_{x2} = 0 \quad (8)
\end{align*}
\]

where,

\( S_{2x}', S_{2y}', S_{2z}' \) = rig components projected into the (2) reference frame

\( S_2' \) = free length of the pulley string

\( S_{2x}', S_{2y}', S_{2z}' \) = components of \( S_2' \) in (2)

\( \Theta_2 \) = pulley rotation from horizontal to the line tangent point (positive CW)

An additional required equation can be derived by applying the Pythagorean theorem to triangle \( \bar{s}_2 \bar{s}_2 r_p \). Neglecting the slight misalignment between \( \bar{r}_p \) and the actual pulley string attachment point, the expression may be written as

\[
S_2^2 = S_2'^2 + r_p^2 \quad (9)
\]

with,

\( S_2 \) = distance from the potentiometer shaft center to the line attachment point on the test rig beam

If distance \( S_2 \) is expressed in terms of rig dimensions in the \( x_2y_2z_2 \)-coordinate system, then Eq. (9) yields

\[
S_2'^2 + (r_p)^2 - \left( \left( \frac{4x_2 - Hx}{r_p} \right)^2 + \left( \frac{4y_2}{r_p} \right)^2 + \left( \frac{4z_2 + V_{x2}}{r_p} \right)^2 \right) = 0 \quad (10)
\]
The quantity $S_2'^2$ can be written as the sum of the squares of the components

$$S_2'^2 = S_{2x}'^2 + S_{2y}'^2 + S_{2z}'^2 \quad (11)$$

The voltage drop measured for the potentiometer is proportional to the overall rotation, $\phi_2$. This rotation is the sum of the rotations due to the elongation of $S_2'$ and the rotation of $S_2$ in space:

$$\phi_2 = \psi_2 + \Theta_2 \quad (12)$$

where,

$$\phi_2 = \text{total rotation of x-axis potentiometer}$$

$$\psi_2 = \text{rotation due to elongation of } S_2'$$

$$\Theta_2 = \text{potentiometer rotation due to rotation of } S_2$$

The rotation, $\psi_2$, due to elongation is determined from

$$S_2' - S_{20}' - r_p \psi_2 = 0 \quad (13)$$

with,

$$S_{20}' = \text{arbitrary initial length of } S_2'$$

Similarly, the equations for the potentiometer on the y-axis are:

$$4x_1 - S_{1x} - r_p \cos \theta_1 = 0 \quad (14)$$

$$4y_1 - S_{1y} - H_y = 0 \quad (15)$$

$$4z_1 - S_{1z} - r_p \sin \theta_1 + V_y = 0 \quad (16)$$

$$S_1'^2 - (4x_1)^2 - (4y_1 - H_y)^2 - (4z_1 + V_y)^2 + (r_p)^2 = 0 \quad (17)$$

$$S_1'^2 - S_{1x}'^2 - S_{1y}'^2 - S_{1z}'^2 = 0 \quad (18)$$

$$\phi_1 - \psi_1 - \Theta_1 = 0 \quad (19)$$

$$S_1' - S_{10}' - r_p \psi_1 = 0 \quad (20)$$

From the above development, Eqs. (11-20) fully describe the position. These 14 equations contain 14 quantities - $x_1, y_1,$
$S_{1x}'$, $S_{1y}'$, $S_{1z}'$, $S_{2x}'$, $S_{2y}'$, $S_{2z}'$, $\Theta_1$, $\Theta_2$, $\psi_1$, $\psi_2$, $\phi_1$, and $\phi_2$. The rotational potentiometer voltage drops are utilized to experimentally determine $\phi_1$ and $\phi_2$. A Newton-Raphson iterative technique can then be used to solve the equations for the 14 remaining entities. At the start, values are calculated for an orientation of $\lambda_1 = \lambda_2 = 0$ to establish estimates of the unknowns to be used in initiating the iterative technique. The initial guesses are then updated to the values from the previous solution for each successive position. The data reduction was carried out after the data had been transferred to the VAX computer. With the sampling rate used in this study, the scheme has proved to be quite satisfactory.
FIGURE 1. Test rig assembly, front view, initial design
FIGURE 2. Test rig assembly, side view, initial design
FIGURE 3. Initial rig design, spin about axis of intermediate inertia.
FIGURE 4. Initial rig design, spin about axis of maximum inertia
FIGURE 5. Modified test rig design
FIGURE 6. Schematic moving coordinates associated with tie rig orientation
FIGURE 7. Photopotentiometer mounting location.
FIGURE 8. Data collection and instrumentation schematic
APPENDIX D

SATELLITE SIMULATOR
TEST RIG EXPERIMENTS
ABSTRACT

Certain spin-stabilized satellites have exhibited an undesirable nutating motion when transferred to a geosynchronous orbit about the earth. It is believed that sloshing liquid stores on board the satellite are responsible for the nutation. A test rig was constructed to study the interaction between the spinning structure and the sloshing liquid. Its design and instrumentation were discussed in the companion paper, Part I. Experimental results are reported in this paper for spin about minimum and maximum axes of inertia. All runs for spin about an axis of minimum moment of inertia were found to be unstable and those for spin about an axis of maximum moment of inertia were stable. Results were generally found to be consistent with the findings of other investigators.
INTRODUCTION

Sloshing liquid stores onboard spacecraft have caused stability problems throughout the brief history of space travel. A rigid body, for example a rifle bullet, may be spin-stabilized about its axis of minimum moment of inertia. However, instability has been observed when attempting to spin-stabilize bodies containing a significant liquid mass fraction such as the XM761, which is a 155-mm cylindrical shaped artillery projectile [1], the INTELSAT IV satellite [2], and the STAR 48 communications satellite [3].

The STAR 48 communications satellites have consistently exhibited nutational motion in flight, despite being spin-stabilized at one revolution per second. Following launch from the space shuttle, the STAR 48's power assist module (PAM) is fired to thrust the satellite into a geosynchronous orbit about the earth. Coning motion about the spin axis predominates following the PAM motor burnout. Constant frequency, equal amplitude, sinusoidal oscillations about the pitch and yaw axes have been noted from flight data sensed by roll, pitch, and yaw axis rate gyros [3]. The liquid stores within the tanks of the satellite are intended for restabilization and directional pointing maneuvers.

It was initially hypothesized that combustion instabilities in the PAM rocket motor could produce a transverse thrust component which would induce the coning motion. The Engine Test Facility personnel at Arnold Engineering Development Center, Arnold Air Force Station, tested a STAR 48 motor for such forces [3]. The test stand was instrumented with axial and transverse load cells, and it had the ability to spin the PAM motor at one revolution per second during firing. The test results discounted this theory since no significant forces at the required frequency (one-half cycle per second) were
Currently, the sloshing motion of the liquid stores is suspected of causing the unstable coning. Spin about the minimum axis of inertia, which is characteristic of a prolate spinner, corresponds to the maximum energy state, and spin about the maximum axis of inertia for an oblate spinner corresponds to the minimum energy state. The damping effect of liquid motion in a nutating spacecraft tends to reduce the kinetic energy which results in an increase in the nutational motion of the prolate spinner. If unrestrained, the satellite will seek a minimum energy state, resulting in spin about the axis of maximum moment of inertia. This is known as a flat spin.

Several researchers have attempted to model the fluid analytically to gain insight into the phenomenon of instability with liquid fluid stores present [4, 5, et al.]. The second order differential equations of motion for a mechanical analogy such as an equivalent pendulum model are usually selected over the more direct fluid equations because they are easier to solve in carrying out a computer simulation.

Sumner [5] conducted an experimental investigation on general liquid-sloshing characteristics and determined an experimental based pendulum analogy to represent the fundamental mode of liquid sloshing in unbaffled oblate-spheroidal and spherical tanks. His results were presented in terms of dimensionless parameters that are generally independent of tank size, imposed lateral acceleration, and density and viscosity of the contained liquid. The liquid tank was modeled as a combination of a stationary fixed mass and a fictitious pendulum mass to represent the sloshing liquid. Only the fundamental mode of liquid sloshing was simulated since the higher frequency modes are generally much higher than observed frequencies, and the side forces produced are small. The pendulum model of liquid sloshing is adequately
described by the pendulum mass, the pendulum arm length, the maximum angles through which the pendulum can oscillate, the fixed mass, and the centroid location of the fixed mass. Additional liquid slosh characteristics determined by Sumner were the fundamental frequencies, horizontal or side forces and damping ratios. All tests were performed using water as the liquid.

Zedd and Dodge [4] developed an equivalent mechanical model consisting of a pendulum, rotor and viscous dashpot to simulate the liquid motion. They also built an experimental test rig to create forced nutational motion of liquid-filled spherical tanks. This was used to measure the energy dissipation associated with the liquid motion. Their objectives were to determine all liquid resonant frequencies, and to relate oscillating liquid forces and moments to spin rate, nutation rate, coning angle and liquid fill height. In addition, the test results were used to observe and quantify liquid phenomena that could adversely affect prolate spacecraft under the control of spin-stabilization. The Zedd and Dodge model can be used to simulate liquid forces and moments, and to predict liquid slosh resonances and energy dissipation rates. Results can be scaled-up to actual flight conditions.

Slabinski [2] studied instability of the INTELSAT IV satellite due to liquid stores. He was able to supplement ground testing with in-orbit testing of the INTELSAT IV dual-spin satellite. The work of Slabinski is particularly relevant to this research because favorable comparisons can be made between the actual flight data presented by Slabinski and experimental results to be presented later in this work. One of the significant findings of Slabinski is the presence of a liquid slosh frequency in orbit that is approximately one-third of the predicted fundamental frequency based on ground testing.
Also, he found that products of inertia had a significant effect on stability.

Hill [3] developed a computer simulation to model a spacecraft with liquid fluid stores through the use of an equivalent spherical pendulum. The equivalent spherical pendulum models the liquid sloshing by matching the fundamental slosh modes. A closed loop feedback control law was derived for earth pointing maneuvers and stability correction of the spacecraft. Hill also outlined a means of implementing the control scheme.

This paper describes the results of an experimental investigation of the dynamic motion of a test rig built to simulate the interaction of a satellite with onboard sloshing fluid stores. Details of the design and instrumentation of the system were presented in the companion paper by Anderson, Cowles and Flugrad. The prolate spinner with a minimum inertia spin axis, and the oblate spinner with rotational motion about the axis of maximum moment of inertia were both tested, and the results compared with those of other researchers.

MINIMUM AXIS SPIN

Tests run during the first phase of the investigation involved configurations spun about the principal axis associated with the minimum moment of inertia. It is well known from classical dynamics that a perfectly rigid torque-free body will be stable when spun about either the minimum or maximum axis of inertia, but unstable when rotated about the intermediate axis of inertia. Because of the liquid in the spheres and the long length of unsupported rods, the test rig built for this study cannot be considered rigid. Many researchers working with spin stability have concluded that a non-rigid body, in the absence of an active stabilization mechanism, can only have a stable spin about the maximum principal axis. If a non-rigid body is
spun about the axis of minimum inertia, any internal damping present causes the system to move towards its minimum energy state, which requires spin about the maximum axis of inertia.

The previous work of Covles [6] showed spinning the test rig about the maximum axis of inertia was indeed very stable with rapid dissipation of any perturbation imparted to the system.

Experimental Test Conditions

Location of the center of gravity at the center of the universal joint was necessary to allow instrumentation for spin about the axis of minimum inertia. Test runs were made with empty, one-quarter, half and three-quarter filled spheres by volume. The structure was statically balanced before each run, and experimental data were collected at constant input speeds between 70 and 100 rpm.

Test runs were made at three different speeds for each fill volume. For brevity, one run was selected to represent the results, but the parameters for all minimum inertia spin test runs are listed in Table 1. The inertias were estimated for the test rig to account for the nominal liquid position.

Large deflections were noted in the rods supporting the liquid spheres due to centripetal acceleration of the liquid mass. Consequently, monofilament line was tied between the rods on opposite sides of the rig to restrain the radial deflections of the spheres. The resulting coning motion exhibited a higher frequency of oscillation when the rods were tied together.

Results for a Specific Test Condition

Figs. 1-7 show experimental data collected for test run 2 of Table 1. Fig. 1 shows the oscillations of the rotating assembly about the x and y axes.
in degrees. The collar was dropped at approximately 1.5 seconds, and the oscillations began immediately. Roughly 12.5 seconds later, the upper shaft made contact with the lowered collar, ending the oscillatory motion. The motion of the rig is perhaps best visualized by viewing a plot of the tip of a unit vector aligned along the center of the upper shaft. The projection of the tip onto a horizontal plane fixed to rotate with the lower shaft is shown in Fig. 2. The small diamonds indicate discrete data points. The rig started in the center and spiraled outward until the upper shaft came to rest on the collar. Fig. 3 shows the time history of the half-cone angle measured from vertical and the nutation rate. The nutation rate considered in this study is defined as the time rate of change of the half-cone angle. The precession rate, shown in Fig. 4, is defined as the time rate of change of the rotational position of the upper shaft about the vertical axis. These figures together show that the rig oscillated radially from vertical as it precessed. Thus a unit vector along the upper shaft traces out an oblong shape when projected onto the horizontal plane.

The angle $\gamma_r$, which locates the water surface in a radial plane, is zero for the static position and is defined to be positive as the water moves outward from the center shaft. The plot of the equivalent radial water angle vs. time for the half-filled case is shown in Fig. 5. The solid line represents the photopotentiometer located nearest the vertical input shaft on the inside of the sphere. The dashed line is the data recorded for the photopotentiometer located farthest from the shaft. It was expected that both devices should record identical signals. However, the signal of the photopotentiometer mounted nearest the shaft did not perfectly match the signal of the photopotentiometer mounted farthest from the shaft. Fig. 6 shows the opposite sphere with the same oscillation magnitude. The convention
for measuring the pendulum angle is such that when the oscillations are in phase the pendulum angle for one of the spheres decreases as the other increases. Thus, Figs. 5 and 6 show that the liquid sloshing is in phase. For half-filled spheres, the radial slosh amplitude is approximately 10-15 deg. The magnitude of the circumferential oscillations recorded is of the same order of magnitude as the expected noise in the signal as shown in Fig. 7. The circumferential photopotentiometers were calibrated statically, so the measured angle should be considered on a relative rather than an absolute basis.

General Results for Minimum Axis Spin

The experimental data for rig oscillations and cone angles for empty, one-quarter and three-quarter filled spheres appear in Figs. 8-13. Three runs were made at different spin rates for each fill volume, but only one run speed is shown at each fill volume for brevity. For all fill heights with spin about the minimum axis of inertia, the instrumentation recorded oscillations that increased rapidly restricted by the collar. It took less than 15 seconds to reach the outer motion limit for all test conditions. The half-cone angle was found to oscillate about an increasing amplitude.

Precession and Relative Spin Rate Analysis

For this research, precession is defined as the angular rotational rate of the axis of the upper shaft relative to ground about a vertical reference. When the upper shaft made contact with the collar, the precession rate increased until there was no relative motion between the collar, which was rotating with the drive shaft, and the upper shaft. The precession rate was visually observed to be slower than the drive speed. The precession rate wa
calculated in terms of the drive spin rate of the body, the body inertias, and the center of gravity location by the following equation:

$$
\psi = \frac{I_s \Omega \pm \left( I_s \Omega^2 - 4 (I_t \cos \Theta) W_{rcg} \right)^{1/2}}{2I_t \cos \Theta}
$$

(1)

Where,

- $\Omega$ = the drive spin rate of the test rig
- $r_{cg}$ = the distance from the universal joint pivot to the rig center of gravity (positive for center of mass above the pivot)
- $I_s$ = the moment of inertia for the spin axis
- $I_t$ = the moment of inertia for the transverse axis
- $W$ = the weight of the rig supported by the universal joint
- $\Theta$ = the half-cone angle

Since differences were noted in the literature regarding nomenclature of precession and nutation, the development of Eq. (1) is provided in the appendix. Eq. (1) can be simplified by approximating $\cos \Theta = 1$ with no greater than 1.5% error for all possible cone angles of the rig. This equation assumes a body symmetrical about the z-axis, a constant input spin rate, and no torques except that due to gravity. Figs. 14-17 show the predicted precession rates, from Eq. (1), superimposed on the experimental data. For all runs, the observed root corresponded to the larger of the two solutions from Eq. (1). It must be noted that for the test rig to be truly axisymmetric, a different crossbeam would be required for every fill volume and spin speed combination. Therefore, a compromise was decided upon to use a crossbeam that provided nearly axisymmetric conditions for three-quarter filled spheres. Figs. 14-17 show that the predicted precession rate based on either $I_x$ or $I_y$ is near the average precession rate for the test runs. The predicted precession rates for the empty and one-quarter filled spheres both
appear reasonable, even though these two cases have markedly different transverse inertias.

The literature frequently refers to the relative spin rate, which is defined as spin rate of the test rig about its upper shaft independent of precession. It can be calculated based on the weight, center of mass location, body inertias, and drive spin rate as:

\[ \dot{\phi} = \frac{(2I_t - I_s)\Omega + [2I_s^2 - 4I_t W_{cg} \cos \Theta]^{\frac{1}{2}}}{2I_t} \]  

(2)

The development of Eq. (2) is also presented in the appendix. The predicted spin rate has been superimposed on the experimental data presented in Figs. 14-17. Both transverse inertias were used, and either choice yields good results for all runs. The smaller of the two roots of the quadratic of Eq. (2) was observed for all runs. For all runs made with water in the spheres, the predicted relative spin rates were near the average experimental relative spin rate. Fig. 14 shows a slightly different result since the predicted relative spin rates are approximately positioned at the extreme values of the observed relative spin rate. However, this case also had the most dissimilar transverse inertias. The empty spheres case shown in Fig. 14 was also slightly different in that the predicted relative spin rates based on the two different inertias form bounds for the majority of the data.

Analysis of Liquid Slosh for Minimum Axis Spin

It was anticipated that the instability of the test rig would be affected by the sloshing liquid. It was hypothesized that the force driving the oscillations was associated with the nutational motion. The frequency of the liquid oscillations was determined from the photopotentiometer data. The results of hand data reduction consistently showed the experimental liquid
slosh frequency at a value much lower than the predicted natural modes based on the research of Zedd and Dodge [4] or Sumner [5]. The results of frequency analysis for all minimum inertia spin runs are presented in Table 2.

Static Frequency Determination

The fundamental frequency of oscillation for the liquid in the test rig tanks in the static case can be found by perturbing the tank and timing the oscillations. Ten oscillations were counted for increased accuracy and three trials were made at each fill height. The stationary natural frequency of the six inch diameter tanks was determined to be 2.3 Hz, 2.55 Hz, and 2.65 Hz at one-quarter, half and three-quarter fill volumes respectively. The natural frequency of the stationary tank is much greater than the radial or circumferential liquid oscillations determined by hand reduction, as shown in Fig. 18. This observation that liquid sloshing occurred during dynamic testing at a much lower frequency than observed in the stationary tank was not expected. The work of Slabinski [2], however, agrees with this study as he found the liquid slosh frequency from dynamic testing on earth and in orbit to be roughly one-third of the expected value based on stationary tank resonance.

Sumner's Slosh Frequency Parameter Method

During an experimental test run, the spheres were subjected to an effective gravity that is the vector sum of the earth gravitational force plus the force due to centripetal acceleration. The method of Sumner [5], which relates the spherical tank to an "equivalent cylindrical tank", was used to estimate the fundamental slosh frequency for the tank. Sumner has related the ratio of tank fill height over the tank diameter to a fundamental frequency parameter which can be used to estimate the fundamental frequency for a
spherical tank. No distinction is made regarding radial or circumferential modes. The calculations demonstrate that increasing the rotational speed will cause the fundamental frequency to increase due to gravitational effects. This can be seen in Table 2.

Analysis of Forced Liquid Oscillations

The variation of the half-cone angle was investigated as a possible forcing function. The time history of the half-cone angle varied irregularly, so the cycles were estimated based on the highest peaks. In Figs. 14-17, the frequency of the water and half-cone angle calculated in cycles/min are in reasonable agreement for any given input speed and fill height. Slabinski [2] defined a driving frequency ratio as follows:

\[ \rho = \frac{f_d}{\omega_{rz}} \]  

where

- \( f_d \) is the liquid driving frequency
- \( \omega_{rz} \) is the total rotor spin rate about the bearing axis of the satellite

For a simple spinner, that is, a spacecraft rotating as a single integral unit about a principal axis, is determined by the mass properties according to [2]

\[ \rho = \left| \frac{I_{rz}}{I_t} - 1 \right| \]

Slabinski’s liquid driving frequency based on Eqs. (3) and (4) corresponds to observed coning and liquid oscillations. For the test rig to have equal transverse inertias would require a unique beam for every fill height and spin rate combination. Therefore, practicality suggested a compromise beam that would yield nearly equal transverse axis inertias for the three-quarter fill volume. The transverse axis inertias remained close for half filled
conditions but were markedly different for one-quarter filled spheres, Fig. 19. For half and three-quarter filled volumes, the predicted frequencies were 4 to 35 percent too high as shown in Figs. 20 and 21. The relation of Slabinski correctly predicted the nonlinear increase in nutational driving frequency with increased spin rate.

For the one-quarter fill volume case Figs. 19-21 show the experimental slosh frequencies between the high and low values predicted by Slabinski's relationship. The wider range of predicted frequencies was due to the greater difference between the two transverse axis inertias.

By use of the driving frequency parameter, the calculations showed that the relationship between spin rate and nutational frequency depends on a product involving the spin rate and inertias of the body. The inertias of the rig were calculated as accurately as possible. This included an attempt to account for the liquid mass at a nominal position dependent upon the input speed. However, the fact that the inertias are actually variable during spin was not accounted for.

Although the numerical values don't match exactly, the work of Slabinski correctly predicted a nonlinear relationship between spin rate and liquid slosh frequency dependent on the inertias of the body. Table 2 shows that the driving frequency ratio was between 0.3 and 0.9 for all minimum inertia spin configurations tested. Therefore, to excite the tank resonance would require a spin rate of at least 190 rpm for the given inertia properties. This speed could not be achieved with the present test rig design. Based on system frequency response theory, it is anticipated that violent oscillations of the test rig would occur if the nutational motion, acting as a forcing function, were to have the same frequency as the fundamental slosh frequency of the liquid in the spheres.
Zedd and Dodge Equivalent Pendulum Method

The third method of determining the fundamental slosh frequency is based on the pendulum model of Zedd and Dodge [4]. The derivation involves summing moments about the hinge point of the pendulum. These calculations continued to exhibit the trend of increased fundamental frequency with increased rotational speed, as shown in Table 2. At one-quarter fill, the fundamental frequency of radial slosh was determined to be 2.289 Hz and 2.915 Hz at 82 and 101 rpm respectively.

The test rig was unable to directly excite the fundamental frequency of the tanks since all the primary observed nutational frequencies were less than 0.5 Hz, and the estimated fundamental frequencies of the liquid were all greater than 2 Hz. An increase in the drive speed had the general effect of increasing the nutational frequency, however it also increased the liquid natural frequency.

Experimental Work of Slabinski

The work of Slabinski based on the INTELSAT IV flight data concurs with the experimental results of this investigation and also concurs with the conclusion that the liquid sloshing is excited by the nutational motion. Under the sponsorship of the International Telecommunications Satellite Organization, Slabinski [2] found that the nutational frequency for dynamic testing is about one-third of the liquid slosh frequency determined by stationary ground testing. Since ground testing of spinning systems produced the same nutation frequencies, he concluded that this does not correspond to a simple resonance of the liquid. The work described in this study has already detailed an observed correlation between nutation and liquid sloshing. In addition, the slosh frequencies observed during testing were roughly one-third
the resonance of the static tank frequencies as shown in Fig. 18. Slabinski stated that the reason for lower natural frequencies is not understood, but consideration should be given to possible swirl oscillations of the liquid. The present instrumentation was not able to detect swirl motion.

MAXIMUM AXIS SPIN

The second area investigated in this research involved spin about an axis of maximum inertia. Cowles [6] demonstrated that the test rig was very stable for spin about the axis of maximum inertia and perturbations damped out very rapidly for this system. This is in good agreement with the work of many researchers who state that in the absence of an active stabilizing mechanism, the only stable spin for a body with flexible elements will occur about the maximum axis of inertia. However, Agrawal [7] developed a more stringent stability criterion for non-rigid, torque-free spinning bodies. He stated that the ratio of spin axis inertia to transverse axis inertia must be greater that \(1 + C\) for a stable configuration, where \(C\) is a positive constant that depends on certain specific parameters.

The configurations tested in this work had inertia ratios ranging from 1 to 1.5, and the center of mass was located at or below the universal joint. The important parameters for all maximum inertia spin configurations are shown in Table 3. The motive behind testing spin to transverse inertia ratios only slightly greater than one was to determine if a spin about the maximum axis of inertia could be unstable as suggested by Agrawal. The upper shaft was shortened, and the spheres were moved farther away from the center drive shaft to achieve these goals. A maximum inertia ratio of approximately 1.4-1.5, depending on fill height, was achieved by decreasing the vertical distance
from the universal joint to the sphere center. By lowering the spheres until they just cleared the supporting structure, the inertia ratio was decreased to approximately unity.

Typical Results for Spin About the Maximum Spin Axis

Figs. 22-28 show experimental results for the half-filled spheres spun about the maximum axis of inertia. This is analogous to the data presented for the minimum spin configuration in Figs. 1-7. The conditions for run F shown in Figs. 22-28 include \( I_x = 0.289 \), \( I_y = 0.289 \), and \( I_z = 0.325 \) slug-ft\(^2\).

The center of gravity was determined to be 2.69 inches below the universal joint for the input spin rate of 75 rpm counterclockwise. Fig. 22 shows that after the collar was dropped at roughly 2.5 seconds, the rig immediately sought a steady orientation. Approximately 6 seconds later, the rig exhibited only a small oscillatory motion about the steady orientation. In Fig. 23, which shows the trace of the tip of a unit vector embedded in the upper shaft projected onto a horizontal plane fixed to spin with the lower shaft, it can be seen that the rotating assembly was approximating the motion of a rigid body. That is, there was very little movement of the upper shaft relative to the lower shaft. The half-cone angle and nutation rate are shown in Fig. 24. This figure confirms that the rig precesses with the upper shaft slightly off vertical. The experimental data presented in Fig. 25 show that the test rig had almost pure precession since the relative spin rate of the body about the upper shaft had only small oscillations about zero. The precession rate is shown to have a small oscillatory component about the driving input spin rate. The spike in both relative spin rate and precession at roughly 2.5 seconds was caused by interaction between the upper shaft and upper collar when the collar was lowered. Similar results were observed when dropping the collar for spin
about the minimum axis of inertia.

The radial liquid slosh data presented in Fig. 26 and Fig. 27 show small oscillations about a steady value. Only photopotentiometers 2 and 5, mounted farthest from the shaft, produced a clean signal of the radial liquid oscillations. This was attributed to liquid sheeting and orientation of the liquid relative to the spheres. The frequencies of the half-cone angle variation and of the liquid slosh in the radial direction were found by hand reduction of information in Figs. 24 and 26 to be 1.12 Hz and 1.15 Hz respectively. The circumferential liquid slosh was also seen to have nearly the same frequency as the half-cone frequency and the radial liquid frequency. Similar agreement between the half-cone and radial and circumferential liquid slosh modes is presented for all test cases in Table 4.

Stability Analysis for Maximum Axis Spin

The unexpected result noted during spin about the maximum axis of inertia was that the test rig did not seek a true vertical orientation. The collar was dropped, and the rig was allowed to seek its equilibrium position before the data collection began. To verify stability, the rig was struck with a hammer handle while spinning, and it was observed that the oscillations rapidly dissipated as the rig returned to its nonvertical equilibrium position as shown in Figs. 29-31.

The test cases considered were unable to verify the \((1 + C)\) stability criterion suggested by Agrawal. The rig exhibited stable motion for all inertia ratios and operating speeds attempted. One possible explanation is the fact that the test rig did not meet the torque-free requirement. To achieve an inertia ratio of nearly one, the half-filled spheres were lowered 8 inches below the universal joint, moving the center of gravity 2.85 inches
below the joint for the stationary configuration. Gravitation had a significant stabilizing effect under these conditions.

Analysi of Half-Cone Angle for Maximum Axis Spin

As noted before, when spun about the maximum inertia axis, the rig tilted to one side and rotated as a rigid body with the lower shaft. It returned to this position when perturbed for all fill heights, as shown in Figs. 29-31. When the spin rate was increased, the half-cone angle also increased. Initially, it was thought that due to friction in the universal joint the rig might be statically balanced in a vertical position without being dynamically balanced. The rotational potentiometers were disconnected since they apply a slight force on the test rig, but the same tilting effect was observed. Another hypothesis suggested that the center of gravity might not be located exactly at the center of the shaft with the centripetal acceleration causing an increased half-cone angle with an increase in speed. The center of mass can be moved along the y-axis by tightening both rods that support the spheres on one side of the x-axis. More tests were run with different static balance points to attempt to create a stable spin with the upper shaft spinning vertically. Because small tilt angles had little effect, the sphere support rods were tightened on one side until the static half-cone angle was 10 deg. Under these conditions at moderate speed, the rig lifted up off the collar, and the half-cone angle continued to decrease with increased speed up to the rig limit of approximately 100 rpm.

The fact that the rig would right itself when initially unbalanced triggered further evaluation of the spinning motion. Ultimately, it was discovered that small products of inertia could explain the behavior of the test rig. Numerical simulation results were similar to experimental motions.
when small non-zero products of inertia were introduced.

Precession and Spin Rate Analysis

The results for spin about the axis of maximum moment of inertia show that the precession rate oscillated about a constant value for all fill heights. In addition, Fig. 25 illustrates that the spin component of the body about the upper shaft exhibited a small amplitude oscillation about zero. The spike apparent in the data several seconds into the run was caused by dropping the collar. The oscillations were of constant amplitude and did not appear to damp out. Therefore, the motion can be characterized primarily as precession with an average relative spin rate of zero. In this case, the rig speed was nearly identical to the precession rate. This is in sharp contrast with the minimum inertia spin configuration results which demonstrated both non-zero precession and relative spin rates.

Analysis of Liquid Slosh for Maximum Axis Spin

The photopotentiometer data from configurations spun about the maximum axis of inertia were markedly different from the minimum inertia axis spin case. For stability, it was anticipated that the liquid must act as a rigid body so there would be no liquid motion relative to the test rig [7]. The reason for initially holding the restraining collar in the up position for several seconds was to estimate the magnitude of noise present. For the case depicted in Fig. 22, the rotational potentiometer was seen to give a very clean signal during the collar up portion of the run. The significance of the photopotentiometer data was almost overlooked because the signal during the test run was very nearly the same as for the collar up portion as seen in Figs. 32-35.
Originally, no liquid oscillations were anticipated for a spin-stabilized motion. However, small slosh amplitudes were present as observed in Figs. 26-28 and 32-35. For one-quarter and three-quarter filled spheres, there was only one active radial liquid slosh sensor. Therefore, the radial liquid slosh results for both spheres are shown on the same graphs of Figs. 32 and 34. There were two active sensors on each sphere at half-filled conditions. Therefore, the data for each sphere are shown separately in Figs. 26 and 27. Figs. 32-35 show that the radial liquid oscillations were in phase for all sphere fill heights.

Frequency Analysis Based on Anticipated Driving Forces

Slabinski [2] related the liquid driving frequency to the spin rate of a simple spinner as:

$$\quad \rho = \frac{f_d}{\Omega} = \frac{|I_s|}{I_t} - 1$$

(5)

Where \( f_d \) is the liquid driving frequency. This same relation was used in the analysis for spin about an axis of minimum moment of inertia. For unequal transverse axis inertias Eq. (5) was used to predict two values based on the two different inertias. The frequency analysis of the half-cone angle showed that the mode with the largest amplitude at all fill heights was consistent with the liquid driving frequency parameter.

Results and Observations for Maximum Axis Spin Tests

Table 4 shows all experimental half-cone, radial liquid slosh, and circumferential liquid slosh frequencies as determined by MATRIX, a software package with FFT capability. In Table 4, 'STATIC NAT. FREO' refers to the characteristic slosh frequency of the tank as determined by perturbing the stationary tank. The quantities 'DYN. CONE', 'DYN. RADIAL SLOSH', and 'DYN.
CIRCUM. SLOSH' refer to the experimental frequencies detected through the use of the FFT capability of MATRIX. 'SLAB' refers to the driving frequency parameter of Slabinski given by Eq. (5). 'PEND. RADIAL SLOSH' and 'PEND. CIRCUM SLOSH' refer to the slosh modes predicted by the pendulum model of Zedd and Dodge. In addition, the precession rate was determined by Eq. (24) of the appendix. Run designations that include a 'P', such as run 'AP', refer to cases in which the rotating assembly was physically perturbed by a hammer blow during testing.

For the perturbed runs tested, the table shows that the driving frequency of Slabinski was still detected in both liquid slosh modes and the half-cone angle. All experimental half-cone angle and liquid slosh data exhibited a major frequency near the value predicted according to Slabinski [2]. In addition, the experimental radial and circumferential oscillations showed a major frequency component near each mode predicted by the pendulum model of Zedd and Dodge [4]. Both liquid traces showed a significant frequency near the value of precession or total spin rate. The exact cause of this frequency is unknown since both the precession and total spin were approximately equal for all maximum inertia spin axis configurations tested.

The frequency analysis indicated that the frequencies associated with Slabinski, Zedd and Dodge, and the total spin rate or precession are roughly of the same magnitude for either mode of liquid oscillation. The results for the minimum inertia spin case differed in that the only significant radial liquid slosh frequency to be observed was associated with Slabinski. Other observed modes were of much lower amplitude.

CONCLUSIONS AND RECOMMENDATIONS

Experimental data were in good agreement with the prediction of D21
precession rate based on the relative spin rate developed in the appendix [4, 8,9]. Instability was observed for all minimum inertia axis spin configurations tested, despite the fact that those configurations were statically balanced. The radial liquid slosh frequency observed during dynamic testing was less than a third of the natural slosh mode anticipated from ground testing in agreement with actual satellite data [2]. The coning motion of the test rig appeared to have the effect of a driving frequency, judging by the agreement between the coning frequency and the radial liquid slosh.

Experimental investigation of spin about the maximum axis of inertia revealed stability for all test cases. This study was unsuccessful in verifying the work of Agrawal [7], which states that the ratio of spin axis inertia to transverse axis inertia for a torque-free body must be greater than \((1 + C)\) for stability. This is more stringent than classical rigid body theory which holds simply that a torque-free body is stable for spin about its maximum inertia axis. Perhaps the test rig did not adequately meet the torque-free criterion. Future work should include testing configurations whose spin axis inertia is slightly maximum with a center of gravity closer to the center point of the universal joint.

The motion of the maximum axis configuration is nearly pure precession, as the spin rate of the body about the upper shaft has a very small value which oscillates about zero. Forced oscillations were identified based on the liquid driving frequency parameter of Slabinski [2]. This frequency was present in the time history of the half-cone angle. The natural radial and circumferential liquid slosh modes were also extracted from the photopotentiometer data.

It was found that small products of inertia can have a strong influence
on the dynamics of the test rig. Products of inertia much smaller than the body inertias cannot be neglected as they will cause the test rig to spin off vertical center, and the tilt increases with speed.

There are a number of areas related to this work that should be studied further. Among them are the following:

- the effect of flexible structural elements of the test rig on the dynamic motion.
- the effect of products of inertia on the system motion.
- the time history of the inertia variation due to rig tilt and liquid motion.
- the effect of forcing frequencies on the natural slosh modes as input speed, inertia ratios, sphere size, and liquid fill fraction are varied.
- the system stability associated with spin about an axis having a principal inertia only slightly greater than the transverse inertias with the center of mass located near the universal joint.
- the effect of fluids with different viscosities on the dynamic motion of the test rig.
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APPENDIX

The literature frequently cites expressions relating precession, total spin, and relative spin rate, but often the coordinates and quantities used are not clearly specified. Based on a review of available literature, it was decided to derive these relationships for the system of Euler angles shown in Fig. 36. These equations may be derived by solving the moment equations for the rigid body. The angular rotations associated with the universal joint of the test rig are not the same as the traditionally defined Euler angles. Therefore, the position and velocity vector for an equivalent orientation were derived in both systems and equated. The result provided expressions for the precession and relative spin rates in terms of the experimental data.

The orientation of the body in terms of Fig. 36 is described by first aligning the body with the ground-fixed XYZ coordinates. The body is then rotated through an angle, \( \psi \), about the vertical \( \bar{Z} \)-axis. Next the body is rotated by an angle, \( \Theta \), about the \( \bar{x} \)-axis, and finally, through the angle, \( \phi \), about the \( \bar{z}' \)-axis. The quantity \( \dot{\psi} \) is known as the precession rate, and the quantity \( \dot{\phi} \) is the relative spin rate.

The relative spin and precession rates can be determined by writing the moment equation about the \( \text{xyz} \)-axes. The moment equation is of the form [9]:

\[
\vec{H}_0 = (d\vec{H}_0/dt) + \vec{\omega}_c \times \vec{H}_0
\]  

where,

\( \vec{\omega}_c \) = angular velocity of the \( \text{xyz} \)-coordinate system

\( \vec{H}_0 \) = angular momentum vector of the body about \( \text{o} \)

The components of the angular momentum of the body are given by:

\[
\begin{align*}
H_x &= I_x \omega - I_{xy} \omega y - I_{xz} \omega z \\
H_y &= I_y \omega y - I_{yx} \omega x - I_{yz} \omega z
\end{align*}
\]
\( H_z = I_z \omega z_b - I_{xz} \omega x_b - I_{zy} \omega y_b \) 

with,

\( \omega_b = \) angular velocity of the body

The angular velocity of the body may be written as

\[ \omega_b = \dot{\theta} \hat{x} + \dot{\phi} \hat{z} + \dot{\psi} \hat{z} \]  

(8)

It may also be expressed in terms of the xyz-coordinate system by use of the following expressions:

\[ \hat{Z} = \sin \theta \hat{y} + \cos \theta \hat{z} \]  

(9)

\[ \hat{Z}' = \hat{z} \]  

(10)

where,

\( \hat{Z}, \hat{x}, \hat{y}, \hat{z} = \) unit vectors

Therefore, it follows that the angular velocity is

\[ \dot{\omega}_b = \dot{\theta} \hat{x} + \dot{\psi} \sin \theta \hat{y} + (\dot{\psi} \cos \theta + \dot{\phi}) \hat{z} \]  

(11)

The angular velocity components, \( \omega_{bx'}, \omega_{by'}, \) and \( \omega_{bz} \) in the xyz system can then be obtained by inspection of Eq. (11). If we assume a symmetrical body so that all products of inertia are zero and \( I_x = I_y = I_t \), Eqs. (7) become

\[ H_x = I_t \omega_{bx} = I_t \dot{\theta} \]  

(12)

\[ H_y = I_t \omega_{by} = I_t \dot{\psi} \sin \theta \]  

\[ H_z = I_s \omega_{bz} = I_s (\dot{\phi} + \dot{\psi} \cos \theta) \]

where \( I_s \) is the mass moment of inertia about the body-fixed spin axis.

Therefore,

\[ \ddot{H}_x = I_t \ddot{\theta} \]  

(13)

\[ \ddot{H}_y = I_t (\ddot{\psi} \sin \theta + \dot{\psi} \dot{\theta} \cos \theta) \]  

\[ \ddot{H}_z = I_s (\ddot{\phi} + \ddot{\psi} \cos \theta - \dot{\psi} \dot{\theta} \sin \theta) \]

The angular velocity of the xyz-coordinate system is

\[ \dot{\omega}_c = \dot{\theta} \hat{x} + \dot{\psi} \hat{z} = \dot{\theta} \hat{x} + \psi \sin \theta \hat{y} + \psi \cos \theta \hat{z} \]  

(14)

Thus,
Expansion of the determinant of Eq. (15) and substitution into Eq. (6) yields the following moment equations:

\[ M_x = I_t \ddot{\theta} - I_t (\psi^2 \sin \theta \cos \theta + I_s (\dot{\phi} + \dot{\psi} \cos \theta) \psi \sin \theta) \]

\[ M_y = 2 I_t \dot{\theta} \psi \cos \theta + I_t \dot{\psi} \sin \theta - I_t (\dot{\phi} + \dot{\psi} \cos \theta) \]  \hspace{1cm} (16)

\[ M_z = I_t (\dot{\phi} + \dot{\psi} \cos \theta - \dot{\psi} \dot{\theta} \sin \theta) \]

The expressions of Eqs. (16) are the general equations of motion for a symmetric body in terms of Euler angles. The solution may be simplified by assuming steady precession due to a constant moment. Then, the only external moment acting on the body is due to the effect of gravity. This may be expressed as

\[ \mathbf{\ddot{H}} = r_{cg} \times mg \mathbf{Z} \]  \hspace{1cm} (17)

Substitution of Eqs. (9) and (10) into Eq. (17) yields

\[ M_x = Wr_{cg} \sin \theta \]  \hspace{1cm} (18)

The steady precession rate assumption reduces the number of terms in Eq. (16) since \( \dot{\theta} = \dot{\phi} = \dot{\psi} = 0 \) and \( M_y = M_z = 0 \). Therefore, equating the moment components, one arrives at the following:

\[ M_x = Wr_{cg} \sin \theta = (I_s - I_t) \psi^2 \sin \theta \cos \theta + I_s I_s \dot{\phi} \dot{\psi} \sin \theta \]  \hspace{1cm} (19)

\[ M_y = 0 \]  \hspace{1cm} (20)

\[ M_z = 0 \]  \hspace{1cm} (21)

From Eq. (11), the input spin rate, \( \omega \), of the test rig is

\[ \omega = \dot{\phi} + \dot{\psi} \cos \theta \]  \hspace{1cm} (22)

Substitution of Eq. (22) into Eq. (19) to eliminate \( \dot{\phi} \) yields

\[ (I_s - I_t) \psi^2 \cos \theta + I_s \dot{\psi} (\omega - \dot{\psi} \cos \theta) - Wr_{cg} = 0 \]  \hspace{1cm} (23)
Application of the quadratic formula to Eq. (23) produces an expression for $\dot{\psi}$:

$$\dot{\psi} = \frac{I_s \Omega \pm (I_s \Omega^2 - 4(I_t \cos \theta)W_{rg})^{1/2}}{2I_t \cos \theta} \quad (24)$$

Then, substitution of Eq. (22) into Eq. (19) to eliminate $\dot{\psi}$ yields

$$(I_s - I_t)(\Omega - \dot{\phi})^2 \cos \theta + I_s \Phi(\frac{\Omega - \dot{\phi}}{\cos \theta}) - W_{rg} = 0 \quad (25)$$

A final application of the quadratic formula to Eq. (25) produces

$$\dot{\phi} = \frac{(2I_t - I_s)\Omega \pm (\Omega^2 - 4I_t W_{rg} \cos \theta)^{1/2}}{2I_t} \quad (26)$$

Relative motion of the universal joint of the test rig does not involve the same angular coordinates as defined for the system of Euler angles shown in Figs. 36 and 37. The precession and relative spin rates must be expressed in terms of rig coordinates to apply Eqs. (24) and (26) to the instrumentation data. To accomplish this, the direction and velocity components for an arbitrary orientation in the Euler and rig coordinate systems are equated.

The angular velocity in terms of the Euler angles was given previously in Eq. (8). The angular velocity of the system can be transformed to the XYZ ground fixed coordinate system by

$$\dot{\bar{x}} = \cos \psi \bar{x} + \sin \psi \bar{y} \quad (27)$$

Substitution of Eqs. (14.5) and (14.22) into Eq. (14.3) yields

$$\bar{\omega}_b = (\dot{\theta} \cos \psi + \dot{\phi} \sin \theta \sin \psi)\bar{x}$$

$$+ (\dot{\theta} \sin \psi - \dot{\phi} \sin \theta \cos \psi)\bar{y}$$

$$+ (\dot{\phi} \cos \theta + \dot{\psi})\bar{z} \quad (28)$$

From Fig. 36 the rig orientation may be expressed in terms of the XYZ ground fixed coordinates by a sequence of transformations. First, transform the body fixed coordinates $x_0, y_0, z_0$ into the $x'y'z'$ system by the following expressions:

$$\bar{x}' = \cos \phi \bar{x}_0 - \sin \phi \bar{y}_0 \quad (29)$$
\[ \bar{y}' = \sin \phi \bar{x}_o + \cos \phi \bar{y}_o \]
\[ \bar{z}' = \bar{z}_o \]

The \( x'y'z' \)-coordinates may then be transformed into the \( xyz \)-coordinate system:

\[ \bar{x} = \bar{x}' \]
\[ \bar{y} = \cos \theta \bar{y}' - \sin \theta \bar{z}' \]
\[ \bar{z} = \sin \theta \bar{y}' + \cos \theta \bar{z}' \]

The \( XYZ \)-coordinate system is subsequently expressed in terms of the \( xyz \)-coordinates by

\[ X = \cos \psi \bar{x} - \sin \psi \bar{y} \]
\[ Y = \sin \psi \bar{x} + \cos \psi \bar{y} \]
\[ Z = \bar{z} \]

The orientation of the test rig may now be written in terms of body fixed coordinates by the concatenation of Eqs. (29-31) as follows:

\[ X = (\cos \psi \cos \phi - \cos \theta \sin \phi \sin \psi) \bar{x}_o \]
\[ - (\cos \psi \sin \phi + \cos \theta \cos \phi \sin \psi) \bar{y}_o \]
\[ + \sin \theta \sin \psi \bar{z}_o \]
\[ Y = (\sin \psi \cos \phi + \cos \theta \sin \phi \sin \psi) \bar{x}_o \]
\[ + (\cos \theta \cos \psi \cos \phi - \sin \psi \sin \phi) \bar{y}_o \]
\[ - \cos \psi \sin \theta \bar{z}_o \]
\[ Z = \sin \theta \sin \phi \bar{x}_o + \sin \theta \cos \phi \bar{y}_o + \cos \theta \bar{z}_o \]

The operation of the universal joint restricts direct spin about the upper shaft. Consequently, the instrumentation is set up to measure the coordinates as shown in Fig. 37. The motion of the actual test rig is fully described by a rotation through the angle \( \lambda \) about the \( z_2 \)-axis followed by a rotation \( \lambda_1 \) about the \( \lambda_2 \)-axis and finally by a rotation \( \lambda_2 \) about the \( x_3' \)-axis. The rig position
and angular velocity will once again be written in terms of the ground fixed system.

The position of the test rig in the \( x_3y_3z_3 \)-coordinates can be written in terms of the body-fixed \( x_0y_0z_0 \)-coordinates as

\[
\begin{align*}
\bar{x}_3 &= \bar{x}_0 \\
\bar{y}_3 &= \cos \lambda_2 \bar{y}_0 - \sin \lambda_2 \bar{z}_0 \\
\bar{z}_3 &= \sin \lambda_2 \bar{y}_0 + \cos \lambda_2 \bar{z}_0
\end{align*}
\]

The \( x_3y_3z_3 \)-components of Eqs. (35) are transformed to the \( x_2y_2z_2 \)-system as follows:

\[
\begin{align*}
\bar{x}_2 &= \cos \lambda_1 \bar{x}_3 + \sin \lambda_1 \bar{z}_3 \\
\bar{y}_2 &= \bar{y}_3 \\
\bar{z}_2 &= -\sin \lambda_1 \bar{x}_3 + \cos \lambda_1 \bar{z}_3
\end{align*}
\]

Then, the \( x_2y_2z_2 \)-components of Eqs. (36) are used to express the ground fixed XYZ-coordinate system vectors as:

\[
\begin{align*}
\bar{X} &= \cos \lambda \bar{x}_2 - \sin \lambda \bar{y}_2 \\
\bar{Y} &= \sin \lambda \bar{x}_2 + \cos \lambda \bar{y}_2 \\
\bar{Z} &= \bar{z}_2
\end{align*}
\]

By combining Eqs. (35-37) one can express the position of the rig in the XYZ-coordinate system by use of

\[
\begin{align*}
\bar{X} &= \cos \lambda \cos \lambda_1 \bar{x}_0 \\
+ (\cos \lambda \sin \lambda_1 \sin \lambda_2 - \sin \lambda \cos \lambda_2) \bar{y}_0 \\
+ (\sin \lambda \sin \lambda_2 + \cos \lambda \sin \lambda_1 \cos \lambda_2) \bar{z}_0 \\
\bar{Y} &= \sin \lambda \cos \lambda_1 \bar{x}_0 \\
+ (\sin \lambda \sin \lambda_1 \sin \lambda_2 + \cos \lambda \cos \lambda_2) \bar{y}_0 \\
+ (\sin \lambda \sin \lambda_1 \cos \lambda_2 - \cos \lambda \sin \lambda_2) \bar{z}_0 \\
\bar{Z} &= \sin \lambda \bar{x}_0 + \cos \lambda \sin \lambda_2 \bar{y}_0 + \cos \lambda_1 \cos \lambda_2 \bar{z}_0
\end{align*}
\]

From Fig. 21 the angular velocity of the test rig may be written as
\[ \mathbf{\omega}_b = \mathbf{Q} \mathbf{Z} + \dot{\lambda}_1 \mathbf{Y} + \dot{\lambda}_2 \mathbf{Z} \]  \hspace{1cm} (41)

where, \( \mathbf{Q} = \dot{\lambda} \)

It may also be written in terms of the XYZ-coordinate system by use of

\[ \mathbf{y}_2 = -\sin \lambda \mathbf{x} + \cos \lambda \mathbf{y} \]  \hspace{1cm} (42)

\[ \mathbf{x}_3 = \cos \lambda \mathbf{x}_2 - \sin \lambda \mathbf{z}_2 \]

\[ \mathbf{x}_2 = \cos \lambda \mathbf{Z} + \sin \lambda \mathbf{Y} \]

\[ \mathbf{z}_2 = \mathbf{Z} \]

Substitution of Eqs. (42) into Eq. (41) then yields

\[ \mathbf{\omega}_b = (-\dot{\lambda}_1 \sin \lambda + \dot{\lambda}_2 \cos \lambda \mathbf{X}) \mathbf{Z} + (\dot{\lambda}_1 \cos \lambda + \dot{\lambda}_2 \cos \lambda \mathbf{X}) \mathbf{Y} \]

\[ + (\mathbf{Q} - \dot{\lambda}_2 \sin \lambda \mathbf{Z}) \mathbf{Z} \]

The quantities \( \lambda, \dot{\lambda}_1, \) and \( \dot{\lambda}_2 \) are determined from the instrumentation.

Therefore, the Euler angles may be calculated by equating the components of Eqs. (32-34) and those of Eqs. (38-40). If a unit vector along the upper shaft \((x_0 = 0, y_0 = 0, z_0 = 1)\) is considered, the directional components simplify to:

\[ \sin \psi \sin \theta = \sin \lambda \sin \lambda_2 + \cos \lambda \sin \lambda_1 \cos \lambda_2 \]  \hspace{1cm} (44)

\[ -\cos \psi \sin \theta = \sin \lambda \sin \lambda_1 \cos \lambda_2 - \cos \lambda \sin \lambda_2 \]  \hspace{1cm} (45)

\[ \cos \theta = \cos \lambda_1 \cos \lambda_2 \]  \hspace{1cm} (46)

The cosine of the half-cone angle is given by Eq. (46). The trigonometric identity, \( \sin^2 \theta + \cos^2 \theta = 1 \), can be used to express the sine of the half-cone angle as

\[ \sin \theta = \left(1 - (\cos \lambda_1 \cos \lambda_2)^2\right)^{1/2} \]  \hspace{1cm} (47)

Substitution of the expression for \( \sin \theta \) into Eqs. (44) and (45) yields

\[ \sin \psi = \frac{(\sin \lambda \sin \lambda_2 + \cos \lambda \sin \lambda_1 \cos \lambda_2)}{(1 - (\cos \lambda_1 \cos \lambda_2)^2)^{1/2}} \]  \hspace{1cm} (48)

\[ \cos \psi = \frac{(\cos \lambda \sin \lambda_2 - \sin \lambda \sin \lambda_1 \cos \lambda_2)}{(1 - (\cos \lambda_1 \cos \lambda_2)^2)^{1/2}} \]  \hspace{1cm} (49)
The expressions of Eqs. (48) and (49) are necessary for calculating the precession and spin rates. The next step is to equate the components of angular velocity in Euler coordinates to the coordinates of the rig. Equating the \(xyz\)-components of Eqs. (28) and (43), one finds:

\[
\begin{align*}
\dot{\theta} \cos \psi + \dot{\phi} \sin \theta \sin \psi &= \dot{\lambda}_2 \cos \lambda_1 \cos \lambda - \dot{\lambda}_1 \sin \lambda \\
\dot{\theta} \sin \psi - \dot{\phi} \sin \theta \cos \psi &= \dot{\lambda}_1 \cos \lambda + \dot{\lambda}_2 \cos \lambda_1 \sin \theta \\
\dot{\theta} \cos \theta + \dot{\psi} &= \Omega - \dot{\lambda}_2 \sin \lambda_1
\end{align*}
\] (50) (51) (52)

From Eqs. (50) and (51), it is possible to isolate the unknowns \(\theta\) and \(\psi\). The unknown \(\psi\) can be eliminated by multiplying Eq. (50) by \(\cos \psi\) and Eq. (51) by \(\sin \psi\). The results are then added together and simplified to produce:

\[
C = \cos \psi (\dot{\lambda}_2 \cos \lambda_1 \cos \lambda - \dot{\lambda}_1 \sin \lambda) + \sin \psi (\dot{\lambda}_1 \cos \lambda + \dot{\lambda}_2 \cos \lambda_1 \sin \lambda)
\] (53)

Similarly, the relative spin rate, \(\dot{\phi}\), can be found by adding the results after multiplying Eq. (50) by \(\sin \psi\) and Eq. (51) by \(-\cos \psi\), to yield:

\[
\dot{\phi} \sin \theta = \sin \psi (\dot{\lambda}_2 \cos \lambda_1 \cos \lambda - \dot{\lambda}_1 \sin \lambda) - \cos \psi (\dot{\lambda}_1 \cos \lambda + \dot{\lambda}_2 \cos \lambda_1 \sin \lambda)
\] (54)

Eq. (54) defines the relative spin rate in terms of quantities available from experimental data. The relative spin rate must be known before calculating the precession rate. Substitution of Eq. (46) into Eq. (52) to eliminate the half-cone angle results in a precession rate given by:

\[
\dot{\psi} = \Omega - \dot{\lambda}_2 \sin \lambda_1 - \dot{\phi} \cos \lambda_1 \cos \lambda_2
\] (55)

The first derivatives of \(\lambda_1\) and \(\lambda_2\) may be approximated by the incremental angle change divided by the time step between data points. The relative spin rate and precession rates may then be determined from the experimental measurements of \(\lambda_1\), \(\lambda_1\), and \(\lambda_2\).
TABLE 1. Minimum inertia axis spin test conditions

<table>
<thead>
<tr>
<th>RUN</th>
<th>VOL</th>
<th>Ω</th>
<th>$I_x$</th>
<th>$I_y$</th>
<th>$I_z$</th>
<th>$W$</th>
<th>$r_{cg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dec.</td>
<td>RPM</td>
<td>slug·ft²</td>
<td></td>
<td></td>
<td>lbs.</td>
<td>ft.</td>
</tr>
<tr>
<td>1</td>
<td>.25</td>
<td>100</td>
<td>.339</td>
<td>.290</td>
<td>.209</td>
<td>14.54</td>
<td>.003</td>
</tr>
<tr>
<td>2</td>
<td>.50</td>
<td>100</td>
<td>.371</td>
<td>.349</td>
<td>.239</td>
<td>16.32</td>
<td>-.080</td>
</tr>
<tr>
<td>3</td>
<td>.75</td>
<td>90</td>
<td>.358</td>
<td>.357</td>
<td>.263</td>
<td>18.09</td>
<td>-.033</td>
</tr>
<tr>
<td>4</td>
<td>.75</td>
<td>90</td>
<td>.358</td>
<td>.357</td>
<td>.263</td>
<td>18.09</td>
<td>-.033</td>
</tr>
<tr>
<td>5</td>
<td>.75</td>
<td>100</td>
<td>.358</td>
<td>.356</td>
<td>.263</td>
<td>18.09</td>
<td>-.034</td>
</tr>
<tr>
<td>6</td>
<td>.0</td>
<td>112</td>
<td>.291</td>
<td>.203</td>
<td>.168</td>
<td>12.62</td>
<td>.156</td>
</tr>
<tr>
<td>7</td>
<td>.25</td>
<td>80</td>
<td>.341</td>
<td>.291</td>
<td>.208</td>
<td>14.54</td>
<td>.002</td>
</tr>
<tr>
<td>8</td>
<td>.25</td>
<td>90</td>
<td>.340</td>
<td>.290</td>
<td>.208</td>
<td>14.54</td>
<td>.002</td>
</tr>
<tr>
<td>9</td>
<td>.50</td>
<td>70</td>
<td>.376</td>
<td>.351</td>
<td>.237</td>
<td>16.32</td>
<td>-.080</td>
</tr>
<tr>
<td>10</td>
<td>.50</td>
<td>83</td>
<td>.374</td>
<td>.350</td>
<td>.238</td>
<td>16.32</td>
<td>-.080</td>
</tr>
<tr>
<td>11</td>
<td>.75</td>
<td>72</td>
<td>.361</td>
<td>.357</td>
<td>.262</td>
<td>18.09</td>
<td>-.033</td>
</tr>
<tr>
<td>12</td>
<td>.0</td>
<td>130</td>
<td>.291</td>
<td>.203</td>
<td>.168</td>
<td>12.62</td>
<td>.156</td>
</tr>
<tr>
<td>RUN</td>
<td>STATIC NAT. FREQ.</td>
<td>DYN. DYN. DYN. SLABINSKI PEND. PEND. SUMNER $\psi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----------------</td>
<td>-----------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CONE RADIAL CIRCUM. SLOSH</td>
<td>SLOSH</td>
<td>RADIAL MODE</td>
<td>CIRCUM MODE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.30</td>
<td>0.10 0.10 0.25 0.47</td>
<td>2.85</td>
<td>4.00</td>
<td>3.66</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.60 0.60 0.60 0.64</td>
<td></td>
<td></td>
<td></td>
<td>1.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.12 2.50 1.60 3.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.55</td>
<td>0.50 0.50 0.50 0.53</td>
<td>3.13</td>
<td>4.30</td>
<td>3.86</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.15 2.50 0.60 0.60</td>
<td></td>
<td></td>
<td></td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>flexible elements, thus not analyzed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.65</td>
<td>0.15 0.35 0.35 0.40</td>
<td>3.17</td>
<td>4.46</td>
<td>3.90</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.90 0.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.65</td>
<td>0.10 0.35 0.35 0.44</td>
<td>3.56</td>
<td>4.77</td>
<td>4.27</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.35 1.60 3.15 0.44</td>
<td></td>
<td></td>
<td></td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.20 0.30 0.78 0.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.70 0.70</td>
<td></td>
<td></td>
<td></td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>7</td>
<td>2.30</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.38</td>
<td>2.20</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>1.25</td>
<td>0.50</td>
<td>2.00</td>
<td>0.95</td>
</tr>
<tr>
<td>8</td>
<td>2.30</td>
<td>0.12</td>
<td>0.45</td>
<td>1.45</td>
<td>0.42</td>
<td>2.52</td>
<td>3.75</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>2.80</td>
<td>2.80</td>
<td>0.58</td>
<td>3.40</td>
<td>1.07</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2.55</td>
<td>0.10</td>
<td>0.30</td>
<td>0.35</td>
<td>0.38</td>
<td>2.11</td>
<td>3.51</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>1.15</td>
<td>0.43</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.55</td>
<td>0.35</td>
<td>2.60</td>
<td>0.44</td>
<td>2.51</td>
<td>3.82</td>
<td>3.28</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>1.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2.65</td>
<td>0.15</td>
<td>0.25</td>
<td>0.25</td>
<td>0.32</td>
<td>2.53</td>
<td>3.96</td>
</tr>
<tr>
<td></td>
<td>2.25</td>
<td>0.33</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2.65</td>
<td>0.20</td>
<td>0.20</td>
<td>0.37</td>
<td>1.09</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.91</td>
<td>1.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 3. Maximum inertia axis spin test conditions

<table>
<thead>
<tr>
<th>RUN</th>
<th>VOL</th>
<th>Ω</th>
<th>Iₓ</th>
<th>Iᵧ</th>
<th>Iₜ</th>
<th>W</th>
<th>r&lt;sub&gt;cg&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>frac. RPM</td>
<td>slug-ft&lt;sup&gt;2&lt;/sup&gt;</td>
<td>lbs.</td>
<td>ft.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>.25</td>
<td>80</td>
<td>.249</td>
<td>.212</td>
<td>.257</td>
<td>13.79</td>
<td>-.733</td>
</tr>
<tr>
<td>B</td>
<td>.25</td>
<td>118</td>
<td>.217</td>
<td>.211</td>
<td>.258</td>
<td>13.79</td>
<td>-.731</td>
</tr>
<tr>
<td>C</td>
<td>.25</td>
<td>90</td>
<td>.243</td>
<td>.236</td>
<td>.258</td>
<td>13.79</td>
<td>-.121</td>
</tr>
<tr>
<td>D</td>
<td>.25</td>
<td>75</td>
<td>.244</td>
<td>.236</td>
<td>.257</td>
<td>13.79</td>
<td>-.733</td>
</tr>
<tr>
<td>E</td>
<td>.25</td>
<td>80</td>
<td>.249</td>
<td>.212</td>
<td>.257</td>
<td>13.79</td>
<td>-.122</td>
</tr>
<tr>
<td>F</td>
<td>.50</td>
<td>70</td>
<td>.280</td>
<td>.289</td>
<td>.324</td>
<td>13.88</td>
<td>-.237</td>
</tr>
<tr>
<td>GP</td>
<td>.50</td>
<td>70</td>
<td>.280</td>
<td>.289</td>
<td>.324</td>
<td>13.88</td>
<td>-.237</td>
</tr>
<tr>
<td>H</td>
<td>.50</td>
<td>105</td>
<td>.272</td>
<td>.307</td>
<td>.303</td>
<td>15.57</td>
<td>0.194</td>
</tr>
<tr>
<td>I</td>
<td>.50</td>
<td>75</td>
<td>.301</td>
<td>.312</td>
<td>.322</td>
<td>13.88</td>
<td>-.274</td>
</tr>
<tr>
<td>JP</td>
<td>.50</td>
<td>70</td>
<td>.242</td>
<td>.275</td>
<td>.301</td>
<td>15.57</td>
<td>-.125</td>
</tr>
<tr>
<td>K</td>
<td>.50</td>
<td>90</td>
<td>.294</td>
<td>.306</td>
<td>.323</td>
<td>13.88</td>
<td>-.273</td>
</tr>
<tr>
<td>L</td>
<td>.75</td>
<td>90</td>
<td>.288</td>
<td>.333</td>
<td>.362</td>
<td>15.65</td>
<td>-.253</td>
</tr>
<tr>
<td>MP</td>
<td>.75</td>
<td>90</td>
<td>.220</td>
<td>.265</td>
<td>.362</td>
<td>15.65</td>
<td>-.063</td>
</tr>
<tr>
<td>N</td>
<td>.75</td>
<td>50</td>
<td>.292</td>
<td>.333</td>
<td>.358</td>
<td>15.65</td>
<td>-.254</td>
</tr>
</tbody>
</table>
TABLE 4. Frequency analysis results for all maximum inertia spin tests

<p>| RUN | STATIC FREQ. | DYN. DYN. DYN. SLABINSKI PEND. PEND. SUMNER $\dot{\psi}=\Omega$ |
|-----|---------------|-----------------|-----------------|-----------------|-----------------|
|     | NAT. CONE RADIAL CIRCUM. MODE CIRCUM. MODE |
| AP  | 2.30 0.30 0.08 0.08 0.04 2.78 3.80 3.24 1.33 |
|     | 0.25 0.22 0.28 |
|     | 3.45 0.32 |
| B   | 2.30 0.05 0.15 0.05 0.37 3.89 4.78 4.64 1.97 |
|     | 1.75 1.75 1.44 |
|     | 3.50 3.50 |
| C   | 2.30 0.10 0.20 0.10 0.10 2.42 4.19 3.76 1.50 |
|     | 1.55 1.56 1.44 |
|     | 3.12 3.15 |
| D   | 2.30 0.10 0.15 0.10 0.10 2.32 3.49 3.06 1.25 |
|     | 1.18 1.18 1.10 |
|     | 2.30 2.30 1.11 |
|     | 3.40 3.40 |
| E   | 2.30 0.05 1.18 1.18 0.28 2.78 3.80 3.24 1.43 |
|     | 2.30 2.60 2.04 |
|     | 3.50 |
| F   | 2.55 0.20 0.25 1.15 0.12 2.39 3.63 3.26 1.17 |
|     | 1.15 1.12 2.25 0.13 |
|     | 2.25 2.70 1.13 |
|     | 2.70 3.40 |</p>
<table>
<thead>
<tr>
<th>Column</th>
<th>GP</th>
<th>H</th>
<th>I</th>
<th>JP</th>
<th>K</th>
<th>L</th>
<th>MP</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.55</td>
<td>0.05</td>
<td>0.08</td>
<td>0.15</td>
<td>0.25</td>
<td>2.55</td>
<td>0.05</td>
<td>2.68</td>
<td>2.68</td>
</tr>
<tr>
<td>1.60</td>
<td>0.05</td>
<td>0.05</td>
<td>0.10</td>
<td>0.05</td>
<td>2.55</td>
<td>0.05</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>2.65</td>
<td>0.10</td>
<td>1.15</td>
<td>2.30</td>
<td>0.10</td>
<td>1.45</td>
<td>1.45</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>3.70</td>
<td>0.18</td>
<td>0.20</td>
<td>3.40</td>
<td>0.04</td>
<td>2.95</td>
<td>2.95</td>
<td>0.50</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>3.40</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>3.26</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>1.17</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>1.75</td>
<td>1.65</td>
<td>2.15</td>
<td>3.40</td>
<td>1.75</td>
<td>2.35</td>
<td>0.80</td>
</tr>
</tbody>
</table>
FIGURE 1. Test rig oscillations.

FIGURE 2. Trace of the tip of a unit vector imbedded in the upper shaft and projected onto the xy plane of the lower shaft, minimum inertia spin axis.
FIGURE 3. Half-cone angle and nutation rate

FIGURE 4. Precession rate and relative spin rate
FIGURE 5. Radial pendulum oscillations measured by photopotentiometers 1 and 2

FIGURE 6. Radial pendulum oscillations measured by photopotentiometers 4 and 5
FIGURE 7. Circumferential liquid oscillations for both spheres

FIGURE 8. Rigid body oscillations of test rig for empty spheres
FIGURE 9. Half-cone and nutation rate for empty spheres

FIGURE 10. Rigid body oscillations of test rig for one-quarter filled spheres
FIGURE 11. Half-cone angle and nutation rate for one-quarter filled spheres

FIGURE 12. Rigid body oscillations of test rig for three-quarter filled spheres
FIGURE 13. Half-cone angle and nutation rate for three-quarter filled spheres

FIGURE 14. Predicted precession rate, relative spin rate and experimental results for empty spheres
FIGURE 15. Predicted precession rate, relative spin rate and experimental results for one-quarter filled spheres

FIGURE 16. Predicted precession rate, relative spin rate and experimental results for half filled spheres
FIGURE 17. Predicted precession rate, relative spin rate and experimental results for three-quarter filled spheres.

FIGURE 18. Experimental test slosh data and static tank resonance.
FIGURE 19. Experimental correlation with driving frequency of Slabinski for one-quarter filled spheres.

FIGURE 20. Experimental correlation with driving frequency of Slabinski for half filled spheres.
FIGURE 21. Experimental correlation with driving frequency of Slabinski for three-quarter filled spheres

FIGURE 22. Oscillations of the test rig with half filled spheres for maximum inertia spin axis
FIGURE 23. Trace of the tip of a unit vector imbedded in the upper shaft and projected onto the xy plane of the lower shaft for maximum inertia spin axis.

FIGURE 24. Half-cone angle and nutation rate for maximum inertia spin axis.
FIGURE 25. Precession and relative spin rate for maximum inertia spin axis

FIGURE 26. Radial liquid oscillations sensed by photopotentiometers 1 and 2 for maximum inertia spin axis
FIGURE 27. Radial liquid oscillations sensed by photopotentiometers 4 and 5 for maximum inertia spin axis.

FIGURE 28. Circumferential liquid slosh oscillations sensed by photopotentiometers 3 and 6 for maximum inertia spin axis.
FIGURE 29. Stability verification for one-quarter filled spheres

FIGURE 30. Stability verification for half filled spheres
FIGURE 31. Stability verification for three-quarter filled spheres

FIGURE 32. Radial liquid oscillations for one-quarter filled spheres
FIGURE 33. Circumferential liquid oscillations for one-quarter filled spheres

FIGURE 34. Radial oscillations for three-quarter filled spheres
FIGURE 35. Circumferential liquid oscillations for three-quarter filled spheres

FIGURE 36. Typical precession and spin coordinates
FIGURE 37. Angular coordinates for the test rig universal joint
APPENDIX E

SIMULATOR DYNAMIC RESPONSE
ABSTRACT

Certain communications satellites carry liquid stores on board for station tending and attitude adjustment. However, sloshing of the liquid can cause an undesirable nutational motion of the spin-stabilized vehicle. In previous work a test rig was designed, built and instrumented to study the interaction between the rotating structure and liquid. To augment that experimental project, a computer model of the test rig has been developed to simulate the dynamic motion of the system for various parameter values. The sloshing liquid was replaced by a two degree-of-freedom pendulum in the mathematical model. Simulation results from this software are compared with those obtained from a general multibody dynamics program and with experimental output obtained from the test rig.
INTRODUCTION

Extensive research, both analytical and experimental, has been conducted on the stability of spacecraft having liquid fuel stores. A rigid body can be stabilized by spinning about an axis of either maximum or minimum moment of inertia. Common examples of spin stabilization about an axis of minimum moment of inertia include a spinning top or a football. However, systems containing a significant amount of liquid mass, such as the INTELSAT IV \([1,2]\) and the STAR 48 \([3]\) communications satellites, as well as the XM761 artillery projectile \([4]\), have experienced instability when spun about an axis of minimum moment of inertia. Sloshing of liquid payloads has been suspected of causing instability of the spin-stabilized bodies.

Viscous dissipation resulting from relative movement between a liquid and its container tends to reduce the kinetic energy of a system. The body, attempting to conserve angular momentum, is then forced to seek a lower energy state. For a given amount of angular momentum, spin about an axis of maximum moment of inertia represents the minimum energy state possible. If a body spun about its axis of minimum moment of inertia experiences energy dissipation, it will seek the lower energy state and will end up spinning about its axis of maximum moment of inertia if unrestrained. This is known as a flat spin.

Agrawal \([5]\) states that for a body with flexible elements, the ratio of the moment of inertia of the spin axis to that of the transverse axis must be greater than one for stability. Thus, to be stable, a body containing liquid must be spun about an axis of maximum moment of inertia.

Several launchings of the STAR 48 communications satellites resulted in a coning motion of the spacecraft. Hill \([3]\) used an equivalent mechanical
pendulum model, along with a mass representing the main body and rocket motor to approximate the STAR 48 system. He developed control laws using linearized equations of motion.

The INTELSAT IV communications satellite also experienced instability once launched. Slabinski [1] conducted in-orbit testing of the satellite, as well as a theoretical analysis, to study the sloshing phenomenon inside the tanks containing liquid propellant. He developed relationships between driving frequencies and nutation frequencies. Martin [2] experimented with tanks of liquid propellant on earth. Martin, through his experimental investigations, found that when a spinning tank is subjected to angular oscillations about an axis which is not parallel to an axis of symmetry of the tank, turbulent fluid motion is excited. However, when the tank is accelerated rectilinearly, the motion of its contents is relatively calm, like that of a rigid body. Because a sphere is axisymmetric, liquid in a sphere did not experience the turbulent motion that it did in differently shaped tanks. In the spherical tanks, the liquid behaved like a pendulous rigid body.

Many analytical attempts to quantify the movement of liquids in tanks have used a pendulum analogy. Such an analogy assumes that the liquid inside the tank moves as a spherical pendulum would under the same conditions. Sumner [6] developed relations to describe a pendulum representing the liquid in spherical and oblate spheroidal nonrotating tanks as a function of tank geometry and fill fraction. The mass of the pendulum is not equal to the mass of the liquid in the tank. A nonsloshing mass is fixed at approximately the center of the tank. The sum of the nonslosh mass and the pendulum mass is equal to the total liquid mass. Sayar and Baumgarten [7] included a rotational damper and a cubic spring in their pendulum analogy to improve
Sumner's model in the nonlinear range.

Zedd and Dodge [8] examined the energy dissipated by liquids in rotating spherical tanks using a pendulum analogy. Their model included a pendulum, a rotor, and a viscous dashpot. Through this analogy, they developed equations for natural frequencies of the pendulum as functions of tank location, tank fill fraction, and the spin rate of the tank.

Cowles [9] built a test rig to model a satellite containing liquid fuel stores. His model consisted of a motor driven shaft which supported a semi-rigid assembly. The assembly was connected to the vertical input shaft by a Hooke's type universal joint. The assembly held two tanks which were partially filled with water. By altering the location of the tanks and the dimensions of the assembly, Cowles was able to achieve a variety of test conditions, including spin about axes of maximum, intermediate, and minimum moments of inertia. When spun about an axis of maximum moment of inertia, the assembly was extremely stable, even when perturbed. The assembly, however, fell immediately into a flat spin when spun about an axis of intermediate moment of inertia. Though a configuration was designed and built for spin about an axis of minimum moment of inertia, tests were never completed because it was felt the assembly might be damaged in a collision with the supporting structure if it attempted to go into a flat spin.

Anderson [10] redesigned the mechanical assembly built by Cowles. Anderson's assembly included a restricting collar so that even an unstable test assembly could not damage itself or the supporting structure. The redesign included instrumentation in order to acquire quantitative measurements of the motion of the assembly and the liquid contained in it. Just as predicted, Anderson found the case of spin about an axis of minimum moment of inertia to be unstable.
The work described in this study develops the equations of motion for the test rig designed and constructed by Cowles and Anderson. Equations of motion were derived using Lagrange's equations. State variables were chosen to best match the quantities being measured by Anderson's instrumentation. The equations of motion were then numerically integrated. Results of the numerical simulation were compared with those from an existing rigid body dynamic analysis program to verify the validity of the numerical simulation. Simulation results were also compared with Anderson's experimental results.

DEVELOPMENT OF EQUATIONS

A schematic drawing of the mechanical system modeled is shown in Fig. 1. The model contains four rigid bodies. A lower shaft which rotates in pillow block bearings supports the structure. The upper assembly is connected to the lower shaft by a Hooke's type universal joint. Two pendula, representing the sloshing liquid in the tanks, are then symmetrically attached to the upper assembly by Hooke's type universal joints. The pendula are assumed to be point masses suspended from the upper assembly by rigid, massless rods. Fig. 2 shows the positioning of a pendulum with respect to the mechanical model.

A note of clarification is perhaps necessary to define terminology of bodies in the system. The "test rig" is defined as the structure that encloses the liquid and its associated supports, as well as the contained fluid. This basically includes everything supported by the universal joint on the mechanical assembly. The "upper assembly" is associated with the mathematical model and does not have a direct physical representation. The upper assembly is defined as the test rig minus the enclosed liquid plus the
To develop the equations of motion for the system, a Lagrangian formulation was used. Through the use of coordinate transformations, position vectors were determined for each of the bodies. The position vectors were then differentiated with respect to time to determine velocities for the bodies. The kinetic and potential energies of the bodies were then developed. Once the equations of motion were determined according to Lagrange's equations, they were numerically integrated using a double precision version of DIFFEQ, a numerical integration program.

Coordinate Transformations and Body Positions

The positions of the bodies were determined through simple coordinate transformations consisting of rotations and translations of Cartesian coordinates. All coordinate systems used were defined to be right-handed.

The \( x_1-y_1-z_1 \) coordinate system is stationary and is positioned at the center of the universal joint. The \( z_1 \) axis is directed vertically upward. Positioning of the \( x_1 \) and \( y_1 \) axes is arbitrary.

Transformation to the \( x_2-y_2-z_2 \) coordinate system is achieved by a right hand rotation about the \( z_1 \) axis. The \( x_2-y_2-z_2 \) coordinate system is attached to the lower shaft of the test rig and its origin is at the center of the universal joint. The \( x_2-y_2-z_2 \) axes are fixed in such a way that when the \( z_1 \) and \( z_2 \) axes are aligned, the \( y_2 \) components of the position vectors of the pendulum supports are zero. Generally, the matrix \([A_{ij}]\) is defined such that
\[
\begin{align*}
\begin{bmatrix}
\dot{x}_i \\
\dot{y}_i \\
\dot{z}_i \\
1
\end{bmatrix}
&= [A_{ij}]
\begin{bmatrix}
\dot{x}_j \\
\dot{y}_j \\
\dot{z}_j \\
1
\end{bmatrix} \\
&= (1)
\end{align*}
\]

The transformation matrix from the \( \dot{x}_2-\dot{y}_2-\dot{z}_2 \) coordinate system to the \( \dot{x}_1-\dot{y}_1-\dot{z}_1 \) coordinate system, \([A_{12}]\), is given in the appendix.

The rotation of the upper assembly relative to the lower shaft is defined by the two rotation angles, \( \lambda \). First, a rotation by an amount \( \lambda_1 \) about the \( \dot{y}_2 \) axis defines the transformation to the \( \dot{x}_3-\dot{y}_3-\dot{z}_3 \) coordinate system. Then the coordinate system is rotated through an angle \( \lambda_2 \) about the \( \dot{x}_3 \) axis to arrive at the \( \dot{x}_4-\dot{y}_4-\dot{z}_4 \) system.

The \( \dot{x}_4-\dot{y}_4-\dot{z}_4 \) coordinate system is fixed to the upper assembly in such a way that the \( \dot{y}_4 \) components of the position vectors from the universal joint to the pendulum supports is zero. The origins of the \( \dot{x}_3-\dot{y}_3-\dot{z}_3 \) and \( \dot{x}_4-\dot{y}_4-\dot{z}_4 \) systems are located at the center of the universal joint. The rotations between the 2, 3 and 4 coordinate systems are shown in Fig. 3.

Because the body is assumed to be axisymmetric, the position vector of the upper assembly is given by

\[
\vec{r}_{ua} = \rho \dot{z}_4
\]

where \( \rho \) is defined to be the height of the center of gravity of the upper assembly above the universal joint when \( \lambda_1 \) and \( \lambda_2 \) are equal to zero.

The pendula, which represent the water in the spherical tanks, are displaced from the universal joint. The physical constants \( r \) and \( (cg) \) are defined such that the position vector of the support of pendulum 1 is
\[ rx_4 + (cg)z_4. \] Consequently, the origin of the \( \hat{x}_5-y_5-z_5 \) system is defined to be at \( rx_4 + (cg)z_4 \). This is the location of the hinge point of pendulum 1, and also the location of one of the nonslosh masses of the upper assembly. Similarly, the origin of the \( \hat{x}_8-y_8-z_8 \) system is located at \( -rx_4 + (cg)z_4 \), which is the location of the hinge point of the second pendulum, as well as the second nonslosh mass. There are no relative rotations for the \( \hat{x}_4-y_4-z_4 \), \( \hat{x}_5-y_5-z_5 \), and \( \hat{x}_8-y_8-z_8 \) coordinate systems.

The radial rotation of the pendula are defined by the angles, \( \Theta \). The angle \( \Theta_1 \) is defined by right hand rotation of the \( \hat{x}_6-y_6-z_6 \) system about the \( y_5 \) axis. In a parallel fashion, the angle \( \Theta_2 \) is defined by right hand rotation of the \( \hat{x}_9-y_9-z_9 \) system about the \( y_8 \) axis. Note that if both pendula are flared outward from the universal joint by an amount \( \Theta \), then \( \Theta_1 = -\Theta \) while \( \Theta_2 = +\Theta \).

Circumferential (or tangential) rotations of the pendula are described by the \( \phi \) angles. The \( \hat{x}_7-y_7-z_7 \) axes are rotated through the angle \( \phi_1 \) about the \( x_6 \) axis. The \( \hat{x}_7-y_7-z_7 \) coordinate system is fixed to pendulum 1. Similarly, the \( \hat{x}_{10}-y_{10}-z_{10} \) axes, which are fixed to pendulum 2, are rotated through an angle \( \phi_2 \) about the \( x_9 \) axis. Rotations of the pendula relative to the upper assembly are shown in Figs. 4 and 5.

The local position vectors of the pendula, \( \vec{r}_{p1} \) and \( \vec{r}_{p2} \) are easily defined as

\[ \vec{r}_{p1} = -lz_7 \] (3)

and

\[ \vec{r}_{p2} = -lz_{10} \] (4)
where \( l \) is the length of the pendulum. This length is a function of tank size, tank shape, and fill height [1].

By direct substitution, the position vectors of the bodies can be expressed in terms of world coordinates. Thus,

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{y}_1 \\
\dot{z}_1 \\
1
\end{bmatrix} =
[A_{12}][A_{23}][A_{34}]
\begin{bmatrix}
\dot{x}_4 \\
\dot{y}_4 \\
\dot{z}_4 \\
1
\end{bmatrix}
\] (5)

The overall transformation matrix, \([A_{14}]\), is simply the product given by \([A_{12}][A_{23}][A_{34}]\). Since \( \dot{r}_{ua} = \dot{p}z_4 \), it can be expressed as

\[
\dot{r}_{ua} = \rho (\cos \psi \sin \lambda_1 \cos \lambda_2 + \sin \psi \sin \lambda_2) \dot{x}_1 + \rho (\sin \psi \sin \lambda_1 \cos \lambda_2 - \cos \psi \sin \lambda_2) \dot{y}_1 + \rho \cos \lambda_1 \cos \lambda_2 \dot{z}_1
\] (6)

In similar fashion,

\[
\begin{bmatrix}
\dot{x}_7 \\
\dot{y}_7 \\
\dot{z}_7 \\
1
\end{bmatrix} =
[A_{12}][A_{23}][A_{34}][A_{45}][A_{56}][A_{67}]
\begin{bmatrix}
\dot{x}_7 \\
\dot{y}_7 \\
\dot{z}_7 \\
1
\end{bmatrix}
\] (7)

and

\[
\begin{bmatrix}
\dot{x}_{10} \\
\dot{y}_{10} \\
\dot{z}_{10} \\
1
\end{bmatrix} =
[A_{12}][A_{23}][A_{34}][A_{48}][A_{89}][A_{9,10}]
\begin{bmatrix}
\dot{x}_{10} \\
\dot{y}_{10} \\
\dot{z}_{10} \\
1
\end{bmatrix}
\] (8)
The position vectors \( \mathbf{r}_{p1} \) and \( \mathbf{r}_{p2} \), expressed in terms of world coordinates, are presented in the appendix.

Body Velocities and Energies

The translational velocities of the center of mass of the upper assembly and the two pendula can be determined by differentiating their position vectors with respect to time. Using the chain rule of calculus,

\[
\mathbf{v} = \frac{d\mathbf{r}}{dt} = \sum_{i=1}^{7} \frac{\partial \mathbf{r}}{\partial q_i} \frac{dq_i}{dt}
\]  

(9)

Thus, differentiation of Eq. (6) produces

\[
\mathbf{v}_{ua} = \rho \left[ \dot{\psi} (\cos \psi \sin \lambda_2 - \sin \psi \sin \lambda_1 \cos \lambda_2) + \dot{\lambda}_1 \cos \psi \cos \lambda_1 \cos \lambda_2 + \dot{\lambda}_2 (-\cos \psi \sin \lambda_1 \sin \lambda_2 - \sin \psi \cos \lambda_2) \right] \dot{x}_1 + \rho \left[ \dot{\psi} (\cos \psi \sin \lambda_1 \cos \lambda_2 + \sin \psi \sin \lambda_2) + \dot{\lambda}_1 \sin \psi \cos \lambda_1 \cos \lambda_2 + \dot{\lambda}_2 (-\cos \psi \sin \lambda_2 - \sin \psi \sin \lambda_1 \cos \lambda_2) \right] \dot{y}_1 + \rho \left( -\dot{\lambda}_1 \sin \lambda_1 \cos \lambda_2 - \dot{\lambda}_2 \cos \lambda_1 \sin \lambda_2 \right) \dot{z}_1
\]  

(10)

Velocity vectors of the pendula are determined in an identical fashion. Due to their lengthiness, however, they are shown in the appendix rather than here.

Using the addition theorem for angular velocities, the angular velocity of the upper assembly can be expressed as a sum of simple components as

\[
\omega_{ua} = \dot{\psi} \dot{x}_1 - \dot{\lambda}_1 \dot{y}_2 - \dot{\lambda}_2 \dot{z}_3
\]  

(11)
or expressed in terms of body fixed axes:

\[
\dot{\omega}_{ua} = (-\psi \sin \lambda_1 + \lambda_2) \dot{x}_4 \\
+ (\psi \cos \lambda_1 \sin \lambda_2 + \lambda_1 \cos \lambda_2) \dot{y}_4 \\
+ (\psi \cos \lambda_1 \cos \lambda_2 - \lambda_1 \sin \lambda_2) \dot{z}_4
\]  

(12)

The inertia dyadic of the upper assembly, \( \bar{I}_{ua} \) can be expressed as

\[
\bar{I}_{ua} = I_{xx} \ddot{x}_4 \ddot{x}_4 + I_{yy} \ddot{y}_4 \ddot{y}_4 + I_{zz} \ddot{z}_4 \ddot{z}_4 \\
+ I_{xy} (\ddot{x}_4 \ddot{y}_4 + \ddot{y}_4 \ddot{x}_4) + I_{yz} (\ddot{y}_4 \ddot{z}_4 + \ddot{z}_4 \ddot{y}_4)
\]  

(13)

where \( I_{\xi\eta} \) is defined to be the inertia scalar of the upper assembly relative to its center of gravity for unit vectors \( \dot{x}_4 \) and \( \dot{y}_4 \). Note that the body is assumed to have zero products of inertia about its center of gravity for the \( \dot{x}_4 \) and \( \dot{z}_4 \) axes.

The angular velocity of the lower shaft is simply

\[
\dot{\omega}_{ls} = \dot{\psi} \dot{z}_1
\]  

(14)

The relevant term of the inertia dyadic for the lower shaft is the moment of inertia of the shaft about the \( \dot{z}_1 \) axis, \( I_{ls} \). Because the pendula are assumed to be point masses, their inertia dyadics are zero.

The kinetic energy, \( T \), of the system can now be calculated by summing the rotational and translational kinetic energies of all the bodies:

\[
T = \frac{1}{2} m_s \ddot{\vec{v}}_p \cdot \ddot{\vec{v}}_p + \frac{1}{2} m_s \ddot{\vec{v}}_p \cdot \ddot{\vec{v}}_p + \frac{1}{2} m_{ua} \ddot{\vec{v}}_{ua} \cdot \ddot{\vec{v}}_{ua} \\
+ \frac{1}{2} \dot{\omega}_{ua} \cdot \ddot{\vec{v}}_{ua} \cdot \ddot{\vec{v}}_{ua} + \frac{1}{2} \dot{\omega}_{ls} \cdot \ddot{\vec{v}}_{ls} \cdot \ddot{\vec{v}}_{ls}
\]  

(15)

where \( m_s \) is the mass of a pendulum and \( m_{ua} \) is the mass of the upper assembly.

The kinetic energy is expressed in matrix form as
\[ T = \frac{1}{2} \{q\}^T [M] \{q\} \]  

(16)

where the matrix \([M]\), shown in the appendix, is symmetric. The vector \(\{q\}\) is defined as

\[ \{q\} = \begin{pmatrix} \psi \\ \lambda_1 \\ \lambda_2 \\ \theta_1 \\ \phi_1 \\ \theta_2 \\ \phi_2 \end{pmatrix} \]  

(17)

The potential energy, \(V\), of the system is determined from the elevation of each of the bodies. Thus,

\[
V = m_u a g \rho \cos \lambda_1 \cos \lambda_2 + m_p g [l \sin \lambda_1 (\sin \theta_1 \cos \phi_1 + \sin \theta_2 \cos \phi_2) \\
- l \cos \lambda_1 \cos \lambda_2 (\cos \theta_1 \cos \phi_1 + \cos \theta_2 \cos \phi_2) \\
+ l \cos \lambda_1 \sin \lambda_2 (\sin \phi_1 + \sin \phi_2) - 2 (cg) \cos \lambda_1 \cos \lambda_2 
\]

(18)

E12

**Lagrangian Formulation**

The Lagrangian, \(L\), for the system is defined simply as \(L = T - V\).

Equations of motion can be determined from Lagrange's equations of the second kind as

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_r} \right) - \frac{\partial L}{\partial q_r} = F_{qr} \quad r = 1, \ldots, 7
\]  

(19)
The generalized force, $F_{qr}$, due to viscous damping can be expressed as

$$F_{qr} = c_r \dot{q}_r \quad r = 1, \ldots, 7$$

(20)

where $c_r$ is the viscous damping coefficient expressed in dimensions of torque per unit angular velocity.

Substituting $L = T - V$ into Eq. (10) and noting that $V$ does not depend on $\dot{q}$ we have

$$\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_r} \right) - \frac{\partial T}{\partial q_r} + \frac{\partial V}{\partial q_r} = F_{qr} \quad r = 1, \ldots, 7$$

(21)

Since $T = 0.5(\dot{q})[M](\dot{q})$ where $[M]$ does not depend on $\dot{q}$, the first term on the left hand side of Eq. (21) is determined by

$$\frac{\partial T}{\partial \dot{q}_r} = [M] \{\dot{q}\}$$

(22)

and by the chain rule of calculus,

$$\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_r} \right) = [\dot{M}] \{\dot{q}\} + [M] \{\ddot{q}\}$$

(23)

For the second term on the left hand side of Eq. (21),

$$\frac{\partial T}{\partial q_r} = \frac{1}{2} \sum_{i=1}^{7} \sum_{j=1}^{7} \frac{\partial M_{ij}}{\partial q_r} \dot{q}_i \dot{q}_j$$

(24)

So that the equations of motion become
\[ \sum_{i=1}^{7} \left( M_{ir} \dot{q}_i + M_{ir} \ddot{q}_i \right) - \sum_{i=1}^{7} \left( \frac{\partial M_{ij}}{\partial \dot{q}_r} \dot{q}_i \dot{q}_j \right) + \frac{\partial V}{\partial q_r} = F_{qr} \quad r = 1, \ldots, 7 \]  

These equations are assembled into a matrix form,

\[ \left[ \dot{\mathcal{M}} \right] \{ \dot{q} \} + \left[ M \right] \{ \ddot{q} \} - \left[ \text{DELM} \right]^T \{ \dot{q} \} + \left\{ \frac{\partial V}{\partial q} \right\} = \{ F_q \} \]  

where \([\text{DELM}]\) is defined by

\[ \text{DELM}_{ij} = \sum_{k=1}^{7} \frac{\partial M_{ik}}{\partial q_j} \dot{q}_k \]  

This system of equations was numerically integrated using a double precision version of DIFFEQ, a numerical integration program. The user of DIFFEQ must supply a subroutine which computes the derivatives of the state variables with respect to the independent variable, given the current values of the independent variable and the state variables.

SIMULATION RESULTS

To ensure the accuracy of the equations of motion, simulation results were compared with those from a multibody dynamics program called CAMS. Results were also compared with experimental data.

CAMS (Control Analysis for Mechanical Systems), a three-dimensional multibody program, was used to verify the accuracy of the previously derived equations of motion. To run CAMS, a user creates a data file specifying the type of connection existing between bodies, as well as the inertial
properties, initial positions, and initial orientations of all of the bodies in the system.

Because CAMS is more generic than the program tailored specifically to solve the satellite problem, it was considerably more time consuming to generate an input data file for CAMS than for SATELL, the specific program written for this study. Several runs were completed using CAMS. However, only two representative runs are displayed here for brevity.

The physical values of the test rigs used for the analyses are given in Table 1. $I_s$ is defined as the moment of inertia of the test rig about its spin axis. $I_t$ is defined as the moment of inertia of the test rig about a transverse axis through its center of gravity. For all runs in this section, the center of gravity of the test rig at its initial speed is located at the universal joint.

Figs. 6-12 compare the output of CAMS and SATELL for a case in which half filled, one ft. diameter spheres spin about an axis of maximum moment of inertia (specifically, $I_s/I_t = 1.6$). Fig 12 shows the half cone angle versus time for each of the programs, where the half cone angle, $\beta$, is defined to be the angle between the $\hat{z}_4$ and $\hat{z}_2$ axes. Mathematically,

$$\beta = \cos^{-1}(\cos \lambda_1 \cos \lambda_2) \quad (28)$$

Close agreement is seen in both the magnitudes and frequencies of all of the state variables.

Figs. 13-17 compare the results of CAMS and SATELL for the case of spin about an axis of minimum moment of inertia.
Comparison with Experimental Data

To determine the validity of the mathematical model, output from SATELL was compared with Anderson's [10] experimental results.

In his experiments, Anderson used six-inch plastic spheres. Physical properties of two of the test rigs used in experiments are given in Table 2. In both cases, the spheres were half full. Two transverse moments of inertia are listed, with $I_{t1}$ the moment of inertia of the test rig about the $x_4$ axis and $I_{t2}$ the moment of inertia of the test rig about the $y_4$ axis.

Figs. 18-22 show a comparison of experimental data and SATELL output for spin about an axis of minimum moment of inertia, runs 1E and 1SE. Only about ten seconds of experimental data could be acquired before the unstable upper assembly came to rest on a supporting collar.

CONCLUSIONS

This work has developed the equations of motion for a test rig designed to model a spin-stabilized satellite. The applicability of the equations of motion to the motion of a satellite is based on two assumptions. The first is that the mechanical assembly is a valid model of a satellite, and the second is that the mathematical model is a valid model of the mechanical test rig.

The major accomplishments of the study have included:

- Development of the equations of motion of a spacecraft simulator using a Lagrangian formulation
- Numerical integration of the developed equations of motion in order to simulate the motion of the test rig.
- Comparison with a multibody dynamics program to verify accuracy of the equations
Comparison with experimental results to determine the validity of the mathematical model

Basic theories were confirmed. That is, that a body containing a sloshing fluid is stable when spun about an axis of maximum moment of inertia and unstable when spun about an axis of minimum moment of inertia.

Comparison of the results of SATELL with the results of CAMS showed good agreement. The results agreed very closely. The relative ease in calculating the input values for SATELL supports its use over that of CAMS for this particular application.

Agreement between experimental data and the output of SATELL was reasonable. The results showed similar frequencies and magnitudes. Difficulty in modeling the experimental setup arose in determining values for mass moments of inertia of the test rig. These values were calculated using formulas for mass moments of inertia of basic geometric shapes. Another difficulty was encountered in determining damping coefficients at the universal joint and pendulum supports.

Now that a computer program has been developed to simulate the dynamics of a spin-stabilized structure carrying liquid stores, many additional factors can be studied. For example, different size tanks and different inertias can be considered. The absence of gravity in outer space can also be simulated by simply setting the acceleration of gravity equal to zero. Furthermore, plans call for additional development of the computer program to handle cases where the liquid tanks are not perfectly symmetric and may not even hold the same quantity of liquid.
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APPENDIX

\[ [A_{12}] = \begin{bmatrix} \cos \psi & -\sin \psi & 0 & 0 \\ \sin \psi & \cos \psi & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \]

\[ [A_{23}] = \begin{bmatrix} \cos \lambda_1 & 0 & \sin \lambda_1 & 0 \\ 0 & 1 & 0 & 0 \\ -\sin \lambda_1 & 0 & \cos \lambda_1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \]

\[ [A_{34}] = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos \lambda_2 & -\sin \lambda_2 & 0 \\ 0 & \sin \lambda_2 & \cos \lambda_2 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \]

\[ [A_{45}] = \begin{bmatrix} 1 & 0 & 0 & r \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & (cg) \\ 0 & 0 & 0 & 1 \end{bmatrix} \]
\[
[A_{48}] = \begin{bmatrix}
1 & 0 & 0 & -r \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & (cg) \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
[A_{56}] = \begin{bmatrix}
\cos \theta_1 & 0 & \sin \theta_1 & 0 \\
0 & 1 & 0 & 0 \\
-\sin \theta_1 & 0 & \cos \theta_1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
[A_{89}] = \begin{bmatrix}
\cos \theta_2 & 0 & \sin \theta_2 & 0 \\
0 & 1 & 0 & 0 \\
-\sin \theta_2 & 0 & \cos \theta_2 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
[A_{67}] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \phi_1 & -\sin \phi_1 & 0 \\
0 & \sin \phi_1 & \cos \phi_1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
[A_{9,10}] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \phi_2 & -\sin \phi_2 & 0 \\
0 & \sin \phi_2 & \cos \phi_2 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
\[ \ddot{r}_{p_1} = \{-l | \cos \psi (\cos \lambda_1 \sin \theta_1 \cos \phi_1 \\
+ \sin \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 - \sin \lambda_1 \sin \lambda_2 \sin \phi_1) \\
+ \sin \psi (\cos \lambda_1 \sin \phi_1 + \sin \lambda_2 \cos \theta_1 \cos \phi_1) \} \dot{z}_1 \\
\{ -l | \sin \psi (\cos \lambda_1 \sin \theta_1 \cos \phi_1 \\
+ \sin \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 - \sin \lambda_1 \sin \lambda_2 \sin \phi_1) \\
- \cos \psi (\cos \lambda_2 \sin \phi_1 + \sin \lambda_2 \cos \theta_1 \cos \phi_1) \} \dot{z}_1 \\
+ r \cos \psi \cos \lambda_1 \\
+ (cg) (\cos \psi \sin \lambda_1 \cos \lambda_2 - \sin \psi \sin \lambda_2) \} \dot{y}_1 \\
+ \{-l (\sin \lambda_1 \sin \theta_1 \cos \phi_1 \\
+ \cos \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 - \cos \lambda_1 \sin \lambda_2 \sin \phi_1) \\
- r \sin \lambda_1 + (cg) \cos \lambda_1 \cos \lambda_2 \} \dot{z}_1 \} \]
\[
\vec{r}_{p_2} = \{-l [\cos \psi (\cos \lambda_1 \sin \theta_2 \cos \phi_2 \\
+ \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 - \sin \lambda_1 \sin \lambda_2 \sin \phi_2) \\
+ \sin \psi (\cos \lambda_2 \sin \phi_2 + \sin \lambda_2 \cos \theta_2 \cos \phi_2)] \\
- r \cos \psi \cos \lambda_1 \\
+ (cg) (\cos \psi \sin \lambda_1 \cos \lambda_2 + \sin \psi \sin \lambda_2) \} \dot{x}_1
\]
\[
\{-l [\sin \psi (\cos \lambda_1 \sin \theta_2 \cos \phi_2 \\
+ \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 - \sin \lambda_1 \sin \lambda_2 \sin \phi_2) \\
- \cos \psi (\cos \lambda_2 \sin \phi_2 + \sin \lambda_2 \cos \theta_2 \cos \phi_2)] \\
- r \sin \psi \cos \lambda_1 \\
+ (cg) (\sin \psi \sin \lambda_1 \cos \lambda_2 - \cos \psi \sin \lambda_2) \} \dot{y}_1
\]
\[
+ [-l (- \sin \lambda_1 \sin \theta_2 \cos \phi_2 \\
+ \cos \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 - \cos \lambda_1 \sin \lambda_2 \sin \phi_2) \\
+ r \sin \lambda_1 + (cg) \cos \lambda_1 \cos \lambda_2] \dot{z}_1
\]

\[
\vec{v}_{p_1} = \{\dot{\psi} \cos \psi (-l \cos \lambda_2 \sin \phi_1 - l \sin \lambda_2 \cos \theta_1 \cos \phi_1 + (cg) \sin \lambda_2) \\
- \sin \psi (l \cos \lambda_1 \sin \theta_1 \cos \phi_1 - l \sin \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 \\
- l \sin \lambda_1 \sin \lambda_2 \sin \phi_1 + r \cos \lambda_1 - (cg) \sin \lambda_1 \cos \lambda_2) \\
+ \dot{\lambda}_1 \cos \psi (-l \cos \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 - l \cos \lambda_1 \sin \lambda_2 \sin \phi_1 \\
- (cg) \cos \lambda_1 \cos \lambda_2 - l \sin \lambda_1 \sin \theta_1 \cos \phi_1 - r \sin \sin \lambda_2) \\
- \dot{\lambda}_2 \cos \psi (l \sin \lambda_1 \cos \lambda_2 \sin \phi_1 - l \sin \lambda_1 \sin \lambda_2 \cos \theta_1 \cos \phi_1 \\
- \sin \lambda_1 \sin \lambda_2 \cos \phi_1)
\]

\text{E.23}
\[ -(cg) \sin \lambda_1 \sin \lambda_2 \\
+ \sin \psi \left( -l \cos \lambda_2 \cos \theta_1 \cos \phi_1 + (cg) \cos \lambda_2 + l \sin \lambda_2 \sin \phi_1 \right) \\
+ \dot{\theta}_1 \left[ \cos \psi \left( -l \cos \lambda_1 \cos \theta_1 \cos \phi_1 + l \sin \lambda_1 \cos \lambda_2 \sin \theta_1 \cos \phi_1 \right) \\
+ l \sin \psi \sin \lambda_2 \sin \theta_1 \cos \phi_1 \right] \\
+ \dot{\phi}_1 \left[ \cos \psi \left( l \sin \lambda_1 \sin \lambda_2 \cos \phi_1 + l \cos \lambda_1 \sin \theta_1 \sin \phi_1 \right) \\
+ l \sin \lambda_1 \cos \lambda_2 \cos \theta_1 \sin \phi_1 \right] \\
+ \sin \left( -l \cos \lambda_2 \cos \phi_1 + l \sin \lambda_2 \sin \phi_1 \right) \dot{x}_1 \\
+ \left\{ \dot{\psi} \left[ \sin \psi \left( -l \cos \lambda_2 \sin \phi_1 - l \sin \lambda_2 \cos \theta_1 \cos \phi_1 - (cg) \sin \lambda_2 \right) \\
- \cos \psi \left( l \cos \lambda_1 \sin \theta_1 \cos \phi_1 - l \sin \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 \\
- l \sin \lambda_1 \sin \lambda_2 \sin \phi_1 + r \cos \lambda_1 + (cg) \sin \lambda_1 \cos \lambda_2 \right) \right] \\
+ \dot{\lambda}_1 \left[ \sin \psi \left( -l \cos \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 + l \cos \lambda_1 \sin \lambda_2 \sin \phi_1 \\
+ (cg) \cos \lambda_1 \cos \lambda_2 + l \sin \lambda_1 \sin \theta_1 \cos \phi_1 - r \sin \sin \lambda_2 \right) \right] \\
+ \dot{\lambda}_2 \left[ \sin \psi \left( l \sin \lambda_1 \cos \lambda_2 \sin \phi_1 + l \sin \lambda_1 \sin \lambda_2 \cos \theta_1 \cos \phi_1 \\
- (cg) \sin \lambda_1 \sin \lambda_2 \right) \\
- \cos \psi \left( -l \cos \lambda_2 \cos \phi_1 - (cg) \cos \lambda_2 - l \sin \lambda_2 \sin \phi_1 \right) \right] \right\} \dot{y}_1 \\
- \dot{\phi}_1 \left[ \sin \psi \left( l \sin \lambda_1 \sin \lambda_2 \cos \phi_1 - l \cos \lambda_1 \sin \theta_1 \sin \phi_1 \\
- l \sin \lambda_1 \cos \lambda_2 \cos \theta_1 \sin \phi_1 \right) \\
- \cos \psi \left( -l \cos \lambda_2 \cos \phi_1 - l \sin \lambda_2 \cos \theta_1 \sin \phi_1 \right) \right] \dot{z}_1 \right] \\
- \dot{\lambda}_1 \left( l \cos \lambda_1 \sin \theta_1 \cos \phi_1 - r \cos \lambda_1 - l \sin \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 \right) \right] \\
= \ldots
\[ -l \sin \lambda_1 \sin \lambda_2 \sin \phi_1 - (cg) \sin \lambda_1 \cos \lambda_2 \]
\[ + \lambda_2 (l \cos \lambda_1 \cos \lambda_2 \sin \phi_1 + l \cos \lambda_1 \sin \lambda_2 \cos \theta_1 \cos \phi_1 - (cg) \cos \lambda_1 \sin \lambda_2) \]
\[ + \dot{\theta}_1 (l \sin \lambda_1 \cos \theta_1 \cos \phi_1 + l \cos \lambda_1 \cos \lambda_2 \sin \theta_1 \cos \phi_1) \]
\[ + \dot{\phi}_1 (l \cos \lambda_1 \sin \lambda_2 \cos \phi_1 - l \sin \lambda_1 \sin \theta_1 \sin \phi_1) \]
\[ + l \cos \lambda_1 \cos \lambda_2 \cos \theta_1 \sin \phi_1) \right] \dot{x}_1 \]

\[ \ddot{v}_{p2} = \left\{ \psi \left[ \cos \psi (-l \cos \lambda_2 \sin \phi_2 - l \sin \lambda_2 \cos \theta_2 \cos \phi_2 + (cg) \sin \lambda_2) \right) \right\} \]
\[ + \sin \psi \left( l \cos \lambda_1 \sin \theta_2 \cos \phi_2 + l \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 \right) \]
\[ - l \sin \lambda_1 \sin \lambda_2 \sin \phi_2 + \tau \cos \lambda_1 + (cg) \sin \lambda_1 \cos \lambda_2 \right) \right\} \]
\[ + \lambda_1 \left[ \cos \psi (-l \cos \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 + l \cos \lambda_1 \sin \lambda_2 \sin \phi_2 \right. \]
\[ + (cg) \cos \lambda_1 \cos \lambda_2 + l \sin \lambda_1 \sin \theta_2 \cos \phi_2 - \tau \sin \sin \lambda_2 \right) \right\} \]
\[ + \lambda_2 \left[ \cos \psi (l \sin \lambda_1 \cos \lambda_2 \sin \phi_2 + l \sin \lambda_1 \sin \lambda_2 \cos \theta_2 \cos \phi_2 \right. \]
\[ - (cg) \sin \lambda_1 \sin \lambda_2 \right) \]
\[ + \sin \psi \left( -l \cos \lambda_2 \cos \theta_2 \cos \phi_2 - (cg) \cos \lambda_2 + l \sin \lambda_2 \sin \phi_2 \right) \right\} \]
\[ + \dot{\theta}_2 \left[ \cos \psi (-l \cos \lambda_1 \cos \theta_2 \cos \phi_2 - l \sin \lambda_1 \cos \lambda_2 \sin \theta_2 \cos \phi_2 \right) \]
\[ - l \sin \psi \sin \lambda_2 \sin \theta_2 \cos \phi_2 \right) \right\} \]
\[ - \dot{\phi}_2 \left[ \cos \psi (l \sin \lambda_1 \sin \lambda_2 \cos \phi_2 - l \cos \lambda_1 \sin \theta_2 \sin \phi_2 \right. \]
\[ - l \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \sin \phi_2 \right) \right\} \]
\[ - \sin \psi \left( -l \cos \lambda_2 \cos \phi_2 - l \sin \lambda_2 \cos \theta_2 \sin \phi_2 \right) \right\} \dot{x}_1 \]
\[ - \left\{ \psi \sin \psi (l \cos \lambda_2 \sin \phi_2 - l \sin \lambda_2 \cos \theta_2 \cos \phi_2 - \psi \cos \psi (l \cos \lambda_1 \sin \theta_2 \cos \phi_2 - l \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 \right) \right\} \]
\[ - \psi \sin \psi (l \cos \lambda_2 \sin \phi_2 - l \sin \lambda_2 \cos \theta_2 \cos \phi_2 - (cg) \sin \lambda_2) \]
\[ - \cos \psi (l \cos \lambda_1 \sin \theta_2 \cos \phi_2 - l \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 \]
\[-l \sin \lambda_1 \sin \lambda_2 \sin \phi_2 + r \cos \lambda_1 + (cg) \sin \lambda_1 \cos \lambda_2)\]
\[+ \dot{\lambda}_1 \sin \psi (-l \cos \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_2 + l \cos \lambda_1 \sin \lambda_2 \sin \phi_2
\[+ (cg) \cos \lambda_1 \cos \lambda_2 + l \sin \lambda_1 \sin \theta_2 \cos \phi_2 - r \sin \lambda_2)\]
\[+ \dot{\lambda}_2 \sin \psi (l \sin \lambda_1 \cos \lambda_2 \sin \phi_2 + l \sin \lambda_1 \sin \lambda_2 \cos \theta_2 \cos \phi_2
\[+ (cg) \sin \lambda_1 \sin \lambda_2)\]
\[- \cos \psi (-l \cos \lambda_2 \cos \theta_2 \cos \phi_2 + (cg) \cos \lambda_2 - l \sin \lambda_2 \sin \phi_2)\]
\[+ \dot{\theta}_2 \sin \psi (-l \cos \lambda_1 \cos \theta_2 \cos \phi_2 - l \sin \lambda_1 \cos \lambda_2 \sin \theta_2 \cos \phi_2\]
\[-l \cos \psi \sin \lambda_2 \sin \theta_2 \cos \phi_2\]
\[+ \dot{\phi}_2 \sin \psi (l \sin \lambda_1 \sin \lambda_2 \sin \phi_2 + l \cos \lambda_1 \sin \theta_2 \sin \phi_2\]
\[-l \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \sin \phi_2\]
\[- \cos \psi (-l \cos \lambda_2 \cos \phi_2 + l \sin \lambda_2 \cos \theta_2 \sin \phi_2)\]
\[\dot{y}_1\]
\[+ \dot{\lambda}_1 (l \cos \lambda_1 \sin \theta_2 \cos \phi_2 - r \cos \lambda_1 - l \sin \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2\]
\[-l \sin \lambda_1 \sin \lambda_2 \sin \phi_2 - (cg) \sin \lambda_1 \cos \lambda_2\]
\[+ \dot{\lambda}_2 (l \cos \lambda_1 \cos \lambda_2 \sin \phi_2 - l \cos \lambda_1 \sin \lambda_2 \cos \theta_2 \cos \phi_2 - (cg) \cos \lambda_1 \sin \lambda_2\]
\[- \dot{\theta}_2 (l \sin \lambda_1 \cos \theta_2 \cos \phi_2 - l \cos \lambda_1 \cos \lambda_2 \sin \theta_2 \cos \phi_2\]
\[- \dot{\phi}_2 (l \cos \lambda_1 \sin \lambda_2 \cos \phi_2 - l \sin \lambda_1 \sin \theta_2 \sin \phi_2\]
\[-l \cos \lambda_1 \cos \lambda_2 \cos \theta_2 \sin \phi_2) \dot{z}_1\]
Because $[M]$ is symmetric, only the upper elements of the matrix are displayed here. The lower elements are determined by $M_{ij} = M_{ji}$.

\[
M_{11} = m_s l^2 \left[ (\cos^2 \lambda_2 + \sin^2 \lambda_1 \sin^2 \lambda_2) (\sin^2 \phi_1 + \sin^2 \phi_2) \\
+ \cos^2 \lambda_1 (\sin^2 \theta_1 \cos^2 \phi_1 + \sin^2 \theta_2 \cos^2 \phi_2) \\
+ (\sin^2 \lambda_2 + \sin^2 \lambda_1 \cos^2 \lambda_2) (\cos^2 \theta_1 \cos^2 \phi_1 + \cos^2 \theta_2 \cos^2 \phi_2) \\
+ 2 \cos^2 \lambda_1 \cos \lambda_2 \sin \lambda_2 (\cos \theta_1 \cos \phi_1 \sin \phi_1 + \cos \theta_2 \cos \phi_2 \sin \phi_2) \\
+ 2 \cos \lambda_1 \sin \lambda_1 \cos \lambda_2 (\cos \theta_1 \sin \theta_1 \cos^2 \phi_1 \cos \theta_2 \sin \theta_2 \cos^2 \phi_2) \\
- 2 \cos \lambda_1 \sin \lambda_1 \sin \lambda_2 (\cos \theta_1 \cos \phi_1 \sin \phi_1 + \cos \theta_2 \cos \phi_2 \sin \phi_2) \\
+ 2 m_s r^2 \cos^2 \lambda_1 \\
+ 2 m_s (\cos \beta^2 ) (\sin^2 \lambda_2 + \sin^2 \lambda_1 \cos^2 \lambda_2) \\
- 2 m_s l r \left[ - \cos \lambda_1 \sin \lambda_1 \cos \lambda_2 (\cos \theta_1 \cos \phi_1 - \cos \theta_2 \cos \phi_2) \\
- \cos \lambda_1 \sin \lambda_1 \cos \lambda_2 (\sin \phi_1 - \sin \phi_2) \\
+ 2 m_s l (\cos \beta^2) \cos \lambda_1 \cos \lambda_2 \sin \lambda_2 (\sin \phi_1 - \sin \phi_2) \\
- (\sin^2 \lambda_2 - \sin^2 \lambda_1 \cos^2 \lambda_2) (\cos \theta_1 \cos \phi_1 - \cos \theta_2 \cos \phi_2) \\
- \cos \lambda_1 \sin \lambda_1 \cos \lambda_2 (\sin \theta_1 \cos \phi_1 - \sin \theta_2 \cos \phi_2) \right].
\]
\[ m_u a \rho^2 (\sin^2 \lambda_2 + \sin^2 \lambda_1 \sin^2 \lambda_2) \]
\[ + I_{xz} \sin^2 \lambda_1 + I_{yy} \cos^2 \lambda_1 \sin^2 \lambda_2 + I_{zz} \cos^2 \lambda_1 \cos^2 \lambda_2 \]
\[ - I_{xy} \cos \lambda_1 \sin \lambda_1 \sin \lambda_2 + I_{yz} \cos^2 \lambda_1 \cos \lambda_2 \sin \lambda_2 \]

\[ M_{12} = m_s l^2 \left( \cos \lambda_1 \left( \cos^2 \lambda_2 - \sin^2 \lambda_2 \right) \right) \left( \cos \theta_1 \cos \phi_1 \sin \phi_2 \right) - \cos \lambda_1 \cos \lambda_2 \sin \lambda_2 \left( \cos \theta_1 \cos \phi_1 \sin \phi_2 \right) \]
\[ + \cos \lambda_1 \cos \lambda_2 \sin \lambda_2 \left( \cos^2 \theta_1 \cos^2 \phi_1 - \sin^2 \phi_1 - \cos^2 \theta_2 \cos^2 \phi_2 - \sin^2 \phi_2 \right) \]
\[ - \sin \lambda_1 \sin \lambda_2 \left( \cos \theta_1 \sin \theta_1 \cos^2 \phi_1 + \cos \theta_2 \sin \theta_2 \cos^2 \phi_2 \right) \]
\[ - \sin \lambda_1 \cos \lambda_2 \left( \sin \theta_1 \cos \phi_1 \sin \phi_1 + \sin \theta_2 \cos \phi_2 \sin \phi_2 \right) \]
\[ + 2m_s (cg)^2 \cos \lambda_1 \cos \lambda_2 \sin \lambda_2 \]
\[ - m_s l \left[ \sin \lambda_1 \cos \lambda_2 \left( \sin \phi_1 - \sin \phi_2 \right) \right] \]
\[ + \sin \lambda_1 \sin \lambda_2 \left( \cos \theta_1 \cos \phi_1 \sin \phi_2 \right) \]
\[ - \sin \lambda_1 \sin \lambda_2 \left( \cos \theta_1 \cos \phi_1 \sin \phi_2 \right) \]
\[ - 2m_u a \rho^2 \cos \lambda_1 \cos \lambda_2 \sin \lambda_2 \]
\[ - I_{yy} \cos \lambda_1 \cos \lambda_2 \sin \lambda_2 - I_{zz} \cos \lambda_1 \cos \lambda_2 \sin \lambda_2 \]
\[ - I_{xy} \cos \lambda_1 \sin \lambda_1 \sin \lambda_2 - I_{yz} \cos \lambda_1 \left( \cos^2 \lambda_2 - \sin^2 \lambda_2 \right) \]

\[ M_{13} = m_s l^2 \left( \sin \lambda_1 \left( \sin^2 \phi_1 - \cos^2 \theta_1 \cos^2 \phi_1 - \sin^2 \phi_2 - \cos^2 \theta_2 \cos^2 \phi_2 \right) \right) \]
\[ - \cos \lambda_1 \cos \lambda_2 \left( \cos \theta_1 \sin \theta_1 \cos^2 \phi_1 + \cos \theta_2 \sin \theta_2 \cos^2 \phi_2 \right) \]
\[ - \cos \lambda_1 \sin \lambda_2 \left( \sin \theta_1 \cos \phi_1 \sin \phi_1 + \sin \theta_2 \cos \phi_2 \sin \phi_2 \right) \]
\[-2m_s \sin^2 \lambda_1 \]
\[+ m_s l r \left[ \cos \lambda_1 \cos \lambda_2 \left( \cos \theta_1 \cos \phi_1 - \cos \theta_2 \cos \phi_2 \right) \right. \]
\[\left. \cos \lambda_1 \sin \lambda_2 \left( \sin \phi_1 - \sin \phi_2 \right) \right] \]
\[+ m_s l (cg) \left[ 2 \sin \lambda_1 \left( \cos \theta_1 \cos \phi_1 + \cos \theta_2 \cos \phi_2 \right) \right. \]
\[+ \cos \lambda_1 \cos \lambda_2 \left( \sin \theta_1 \cos \phi_1 - \sin \theta_1 \cos \phi_1 \right) \]
\[- m_u \rho^2 \sin \lambda_1 - I_{xx} \sin \lambda_1 + I_{xy} \cos \lambda_1 \sin \lambda_2 \]

\[M_{14} = m_s l^2 \left( \cos \lambda_1 \cos \lambda_2 \cos \theta_1 \cos \phi_1 \sin \phi_1 \right. \]
\[\left. - \cos \lambda_1 \sin \lambda_2 \cos \theta_1 \sin \phi_1 - \sin \lambda_1 \cos \phi_1 \sin \phi_1 \right) \]
\[- m_s l r \cos \lambda_1 \sin \lambda_2 \sin \theta_1 \cos \phi_1 \]
\[- m_s l (cg) \left( - \cos \lambda_1 \sin \lambda_2 \cos \theta_1 \cos \phi_1 \right) \]

\[M_{15} = -m_s l^2 \left( \cos \lambda_1 \cos \lambda_2 \sin \theta_1 + \sin \lambda_1 \cos \theta_1 \right) \]
\[+ m_s l r \left( \cos \lambda_1 \cos \lambda_2 \cos \phi_1 - \cos \lambda_1 \sin \lambda_2 \cos \theta_1 \sin \phi_1 \right) \]
\[+ m_s l (cg) \left( \sin \lambda_1 \cos \phi_1 + \cos \lambda_1 \sin \lambda_2 \sin \theta_1 \sin \phi_1 \right) \]

\[M_{16} = m_s l^2 \left( \cos \lambda_1 \cos \lambda_2 \cos \theta_2 \cos \phi_2 \sin \phi_2 \right. \]
\[\left. - \cos \lambda_1 \sin \lambda_2 \cos \phi_2 - \sin \lambda_1 \sin \theta_2 \cos \phi_2 \sin \phi_2 \right) \]
\[- m_s l r \cos \lambda_1 \sin \lambda_2 \sin \theta_2 \cos \phi_2 \]
\[- m_s l (cg) \left( - \cos \lambda_1 \sin \lambda_2 \cos \theta_2 \cos \phi_2 \right) \]
\[ M_{17} = -m_s l^2 (\cos \lambda_1 \cos \lambda_2 \sin \theta_2 + \sin \lambda_1 \cos \theta_2) + m_s l r (\cos \lambda_1 \cos \lambda_2 \cos \phi_2 - \cos \lambda_1 \sin \lambda_2 \cos \theta_2 \sin \phi_2) + m_s l (cg) (\sin \lambda_1 \cos \phi_2 + \cos \lambda_1 \sin \lambda_2 \sin \theta_2 \sin \phi_2) \]

\[ M_{22} = m_s l^2 \left[ \cos^2 \lambda_2 (\cos^2 \theta_1 \cos \phi_1 - \cos^2 \theta_2 \cos \phi_2) \right] + m_s l r \left( \sin^2 \phi_2 \right) + m_s l (cg) \left( \sin \lambda_1 \cos \phi_2 + \cos \lambda_1 \sin \lambda_2 \sin \theta_2 \sin \phi_2 \right) \]

\[ M_{23} = m_s l^2 \left( \sin \lambda_2 (\cos \lambda_1 \sin \phi_1 \sin \theta_1 - \sin \theta_2 \cos \phi_2 \sin \phi_2) \right) \]

\[ M_{24} = m_s l^2 \left( \cos \lambda_2 \cos \phi_2 - \sin \lambda_2 \cos \theta_1 \cos \phi_1 \sin \phi_1 \right) \]
\[ M_{25} = m_s l^2 \sin \lambda_2 \sin \theta_1 + m_s l (cg) \cos \lambda_2 \sin \theta_1 \sin \phi_1 \]
\[ -m_s l \tau (\sin \lambda_2 \cos \phi_1 + \cos \lambda_2 \cos \theta_1 \sin \phi_1) \]
\[ M_{26} = m_s l^2 \left( \cos \lambda_2 \cos^2 \phi_2 - \sin \lambda_2 \cos \theta_2 \cos \phi_2 \sin \phi_2 \right) \]
\[ +m_s l \tau \cos \lambda_2 \sin \theta_2 \cos \phi_2 - m_s l (cg) \cos \lambda_2 \cos \theta_2 \cos \phi_2 \]
\[ M_{27} = m_s l^2 \sin \lambda_2 \sin \theta_2 + m_s l (cg) \cos \lambda_2 \sin \theta_2 \sin \phi_2 \]
\[ +m_s l \tau (\sin \lambda_2 \cos \phi_2 + \cos \lambda_2 \cos \theta_2 \sin \phi_2) \]
\[ M_{33} = m_s l^2 \left[ \left( \sin \phi_1 + \sin \phi_2 \right) + \left( \cos^2 \theta_1 \cos^2 \phi_1 + \cos^2 \theta_2 \cos^2 \phi_2 \right) \right] \]
\[ +2m_s (cg)^2 - 2m_s l (cg) \left( \cos \theta_1 \cos \phi_1 + \cos \theta_2 \cos \phi_2 \right) \]
\[ +m_{u\alpha} \rho^2 + I_{zz} \]
\[ M_{34} = m_s l^2 \sin \theta_1 \cos \phi_1 \sin \phi_1 \]
\[ M_{35} = m_s l^2 \cos \theta_1 - m_s l (cg) \cos \phi_1 \]
\[ M_{36} = m_s l^2 \sin \theta_2 \cos \phi_2 \sin \phi_2 \]
\[ M_{36} = m_s l^2 \cos \theta_2 - m_s l (c g) \cos \phi_2 \]

\[ M_{44} = m_s l^2 \cos^2 \phi_1 \]

\[ M_{45} = 0. \]

\[ M_{46} = 0. \]

\[ M_{47} = 0. \]

\[ M_{55} = m_s l^2 \]

\[ M_{56} = 0. \]

\[ M_{57} = 0. \]

\[ M_{66} = m_s l^2 \cos^2 \phi_2 \]

\[ M_{67} = 0. \]

\[ M_{77} = m_s l^2 \]

\[ M_{88} = \]
### TABLE 1. Test rig data for comparison with CAMS

<table>
<thead>
<tr>
<th>run</th>
<th>total mass (slug)</th>
<th>total sphere diam (in)</th>
<th>sphere fill (ft)</th>
<th>spin (rpm)</th>
<th>$I_x$ (slug ft$^2$)</th>
<th>$I_z$ (slug ft$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S</td>
<td>2.0</td>
<td>1</td>
<td>50</td>
<td>0</td>
<td>100</td>
<td>2.22</td>
</tr>
<tr>
<td>1C</td>
<td>2.0</td>
<td>1</td>
<td>50</td>
<td>0</td>
<td>100</td>
<td>2.22</td>
</tr>
<tr>
<td>3S</td>
<td>2.0</td>
<td>1</td>
<td>50</td>
<td>0</td>
<td>100</td>
<td>2.08</td>
</tr>
<tr>
<td>3C</td>
<td>2.0</td>
<td>1</td>
<td>50</td>
<td>0</td>
<td>100</td>
<td>2.08</td>
</tr>
</tbody>
</table>

### TABLE 2. Test rig data for comparison with experiment

<table>
<thead>
<tr>
<th>run</th>
<th>total mass (slug)</th>
<th>total height (ft)</th>
<th>spin (rpm)</th>
<th>$I_x$ (slug ft$^2$)</th>
<th>$I_{11}$ (slug ft$^2$)</th>
<th>$I_{12}$ (slug ft$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E</td>
<td>0.507</td>
<td>-0.080</td>
<td>-100</td>
<td>0.223</td>
<td>0.343</td>
<td>0.340</td>
</tr>
<tr>
<td>1SE</td>
<td>0.507</td>
<td>-0.080</td>
<td>-100</td>
<td>0.223</td>
<td>0.343</td>
<td>0.340</td>
</tr>
<tr>
<td>2E</td>
<td>0.431</td>
<td>-0.121</td>
<td>-70</td>
<td>0.324</td>
<td>0.280</td>
<td>0.289</td>
</tr>
<tr>
<td>2SE</td>
<td>0.431</td>
<td>-0.121</td>
<td>-70</td>
<td>0.324</td>
<td>0.280</td>
<td>0.289</td>
</tr>
</tbody>
</table>
FIGURE 2. Position of pendulum with respect to test rig
FIGURE A. Upper a model rotation.
FIGURE 4. Rotation of pendulum 1
FIGURE 5. Rotation of pendulum.
FIGURE 6. $\lambda_1$ versus time for 1C and 1S

FIGURE 7. $\lambda_2$ versus time for 1C and 1S
FIGURE 8. $\theta_1$ versus time for IC and IS

FIGURE 9. $\phi_1$ versus time for IC and IS
FIGURE 10. $\theta_2$ versus time for IC and IS

FIGURE 11. $\phi_2$ versus time for IC and IS
FIGURE 12. \( \theta \) versus time for 1C and 1S

FIGURE 13. \( \lambda_1 \) versus time for 3C and 3S
FIGURE 14. $\lambda_z$ versus time for 3C and 3S

FIGURE 15. $\Theta_z$ versus time for 3C and 3S
FIGURE 16. $\phi_1$ versus time for 3C and 3S

FIGURE 17. $\theta$ versus time for 3C and 3S
FIGURE 18. $\lambda_1$ versus time for 1E and 1SE

FIGURE 19. $\lambda_2$ versus time for 1E and 1SE
FIGURE 20. $\theta_2$ versus time for 1E and 1SE

FIGURE 21. $\phi_1$ versus time for 1E and 1SE
FIGURE 22. $\theta$ versus time for 1E and 1SE
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ABSTRACT

The sloshing of a liquid in a two-dimensional container undergoing a constant, horizontal acceleration is examined in this study. A fluid initially in a state of hydrostatic equilibrium is suddenly accelerated from rest. This sudden acceleration causes an equally sudden change in the pressure field such that the original hydrostatic pressure field no longer gives the correct initial condition. The dimensional formulation is singular at the moment the acceleration begins. By using appropriate scales for the velocity and pressure fields, a nonsingular dimensionless formulation is developed which leads to the correct initial condition for pressure. A transformation to container centered coordinates is also used. In this noninertial frame, the sudden acceleration becomes a horizontal body force. Another transformation immobilizes the wavy free surface, and maps the liquid domain into a unit square for all time. A numerical method is used to solve the resulting dimensionless formulation. Detailed information on pressure and velocity fields is given, as well as global information on sloshing frequency and viscous damping rates.
1. INTRODUCTION

The motion of waves along a gas-liquid interface poses a problem of tremendous analytical and practical interest. Examples range from the prediction of tides [1] to the sloshing of liquids in finite containers. The prediction of tides, bores, and wave induced drag all have obvious maritime applications. The sloshing of fluids is of prime concern in all types of moving vehicles (tanker trucks, railroad cars, and ships; as well as aircraft and spacecraft) since their motion may be adversely affected by the sloshing. The adverse effects may range from outright changes in vehicle orientation due to unwanted moments generated by the sloshing to substantial periodic forcing due to vehicle resonance near the natural frequency of the fluid.

1.1 Analytical Works

Theoretical studies, beginning some two hundred years ago [1] and continuing to the present day, have built up a considerable body of knowledge about wave dynamics. Although somewhat limited in scope, these studies have contributed greatly to our understanding of these types of problems. Almost all analytical work focuses upon potential flows. Two basic approximations are universally employed.

In shallow water (or long) wave theory, the wavelength of a disturbance is assumed to be much larger than the depth of the fluid. This implies that the vertical acceleration of fluid particles is negligible—that the pressure distribution is purely hydrostatic and that the horizontal components of velocity are not functions of fluid depth. In a horizontally unbounded fluid, the velocity of propagation, c (CELERITY), is equal to \((h\bar{g})^{1/2}\) where \(h\) is the depth of fluid below the wave and \(\bar{g}\) is the acceleration of gravity. For waves of infinitesimal amplitude, the total energy of the wave is half kinetic and
half potential [1]. For waves of small, but not infinitesimal amplitude, the wave changes shape as it propagates because higher parts of the wave, corresponding to larger values of h in the preceding formula, travel faster than lower parts of the wave. In horizontally bounded fluids, for one dimensional infinitesimal waves, the oscillations are harmonic with frequency $(\sigma_n/2\pi)$ and wavelength $\lambda_n$ such that $\sigma_n = nmc/l$ and $\lambda_n = 2l/n$ where n is integer and l is the length of the bounded horizontal region. The extension to two dimensional, infinitesimal bounded waves is straightforward; with $nn/l$ being replaced by $k_{m,n} = (m^2/p^2 + n^2/l^2)^{1/2}$ where m.n are integer, $p, l$ are the lengths of the bounded region; and $\lambda_n = 2l/n$ and $\lambda_m = 2p/m$ being the corresponding wavelengths of the disturbances in the two directions. For $p > 1$, the component oscillation of largest period (smallest $\sigma_{m,n}$) is obtained by choosing $m = 1$ and $n = 0$, this disturbance is everywhere parallel to the longer side of the bounded domain [1].

In deep water (or surface) wave theory, the wavelength of a disturbance is assumed to be comparable to the depth of the fluid. Although the amplitude of the wave is assumed to be infinitesimal, vertical and horizontal accelerations are now of comparable magnitude. Unlike the case of shallow water waves, in deep water waves the magnitude of motion decreases rapidly with depth (exponentially fast, in fact, for the limiting case of infinitely deep water). In a horizontally unbounded fluid, the celerity is $c = ((\bar{g}h/2\pi) \tanh(2\pi h/l))^{1/2}$. Thus the wave speed is dependent upon the wavelength of the disturbance (such that c increases with $\lambda$) as well as the fluid depth. In a horizontally bounded fluid, for one dimensional waves, the oscillations are again harmonic with frequency $\sigma_n/2\pi$ and wavelength $\lambda_n = 2l/n$ where $\sigma_n^2 = \bar{g}k_n \tanh(k_n h)$ and $k_n = 2\pi/\lambda_n$. As was the case for shallow waves, the total energy of a deep wave is half kinetic and half potential. The extension
to two-dimensional bounded waves merely involves replacing $k_n$ above with $k_{m,n}$ as given by the shallow wave theory [1].

Within the framework of either shallow or deep water wave theory, a number of additional aspects of wave motion have been examined. These include the effects of variable depth, forced oscillations, small but finite amplitude waves, waves in circular basins and spherical sheets, rotation, and traveling pressure disturbances, to list a few [1]. More recently, two and three-dimensional sloshing in horizontal cylindrical and spherical containers has been investigated [2,3] with these techniques. An interesting result has been the observation that the dependence of frequency with depth is also mode dependent. For the lowest modes of oscillation, frequency simply increases with the depth of fluid in the container. For higher mode oscillations, however, the frequency first decreases and then increases with depth. Another recent study of forced vertical oscillations in a slightly non-square basin has also revealed the existence of symmetry-breaking bifurcations and chaotic free surface oscillations if the basin is sufficiently non-square and/or the frequency of forcing is sufficiently detuned from the natural frequencies of oscillation [4]. This work has been confirmed experimentally [5]. The specter of chaotic sloshing leads to the disturbing thought that sloshing motions in their fullest nonlinear form may be inherently unpredictable.

In certain cases, potential flow theory may also be helpful in examining waves whose amplitudes are not small. For example, it is possible for a wave to propagate through a liquid of depth comparable to the wave amplitude without the wave changing its shape. Such a wave, which seems to defy the results of shallow wave theory, is called a soliton. The key requirement for this behavior is that the wavelength of the soliton not be so great (compared to the depth) that vertical accelerations are negligible. Thus the basic assumption
of shallow wave theory is untenable in this case [1]. As the soliton amplitude is decreased (and thus the vertical acceleration decreases), the wavelength of the soliton increases, and it approaches the shape of a shallow water wave of infinitesimal amplitude.

The effects of surface tension and fluid viscosity has been investigated theoretically using deep wave theory. If surface tension dominates gravitational effects, then the celerity increases with surface tension and decreases with disturbance wavelength. With both surface tension and gravitational effects taken into account, the frequency of oscillation is found to increase with increases in gravity, surface tension, and/or disturbance wavelength, $k$. The celerity first decreases, but then reaches a minimum value and finally increases with $k$. For a free surface at which the gas (or vapor) density is negligible compared to the liquid density $\rho$, the critical wavelength corresponding to the minimum value of celerity $c_{\text{min}}^2 = 2(\gamma g/\rho)^b$ is $\lambda_c = 2\pi(\gamma/\rho g)^b$, where $\gamma$ is the coefficient of surface tension. If $\lambda/\lambda_c > 3$, then gravitational effects dominate the wave dynamics, while for $\lambda/\lambda_c < 1/3$, surface tension effects dominate. More generally, $\sigma^2 = gk + \gamma k^3/\rho$ and $c^2 = g/k + \gamma k/\rho$ [1]. A recent work employing a regular perturbation in terms of wave amplitude shows that surface tension acts to decrease wave amplitude and to increase the potential energy of the wave to values well beyond the level of kinetic energy. These increases in potential energy are due to the surface tension. The gravitational contribution to the potential energy first increases, and then decreases with increasing surface tension [6]. The effect of viscosity is to cause a damping of the wave such that its amplitude decays exponentially in time like $e^{-\nu k^2 t}$ where $\nu$ is the kinematic viscosity of the liquid. For the case of infinitesimal deep waves, viscosity has no effect on wavelength, frequency, or wavespeed [1].
The idealizations of potential flow and shallow water wave theory may even be used to gain realistic insight into the breaking of waves. Surface tension is found to act to keep the free surface from breaking up [7].

1.2 Numerical Works

Despite the apparent number and diversity of analytical solutions for wave problems, analysis which can reveal the full nonlinear scope of wave dynamics lies well beyond present day analytical techniques. In recent times (the past 25 years), numerical methods and solutions for wave problems have appeared which incorporate effects of viscosity, surface tension, finite enclosures (rectangles, cylinders, and spheres), and finite wave amplitude simultaneously.

Perhaps the first numerical method which could successfully be used to treat arbitrary wave problems was the Particle in Cell (PIC) method [8]. In the PIC method, a continuum model is not used, instead, the motion of a finite number of fluid particles is followed using a Lagrangian description of the dynamics. First order upwind differencing was used in the PIC method, resulting in solutions with significant numerical viscosity. Also, momentary crowding or depletion of particles could occur in a computational cell, resulting in random, high frequency oscillations of fluid properties.

The idea of tracking a finite number of fluid marker particles was used in a continuum model called the Marker and Cell (MAC) method [9,10]. The MAC method is a finite difference method which solves the governing equations for primitive variables on a staggered mesh. A Poisson equation which implicitly enforces continuity is used for pressure. The position of the free surface is deduced by the distribution of marker particles. Unlike the PIC method, however, these particles are not involved in the dynamical calculation other than that they are used to determine where the free surface is located.
Initial results with the MAC method indicated that for sloshing in containers, that the period of sloshing increases with viscosity and that the multiple modes of oscillation which occurred did not have periods which were rational multiples of each other. Thus there is a lack of perfect periodicity in the sloshing and the free surface is never flat once sloshing has commenced (until steady state is reached). While the MAC method generally can be used to make successful predictions of wave problems, the marker particles are not always distributed smoothly. This in turn, leads to a free surface and pressure field which are not smooth. Perhaps the bilinear interpolation on the velocity field which is used to determine the marker particle velocities is the root of this lack of smoothness. Another difficulty is that since the free surface will generally lie somewhere inside a computational cell (rather than the edge), that the application of the free surface (zero stress) boundary conditions is of an ad hoc "particle cell" nature. This too may contribute to the lack of smoothness in the solution. In the original MAC method, zero normal stress at the free surface is approximated by setting the pressure of the cell containing the interface equal to zero. This is correct only in the double limit of zero viscosity and zero surface tension and if the free surface runs exactly through the center of the cell. Zero tangential stress is approximated by setting \( \mathbf{n} \cdot \mathbf{U} = 0 \), where \( \mathbf{n} \) is the outward pointed unit normal vector to the free surface and \( \mathbf{U} \) is the velocity vector. This expression is correct only in the double limit of vanishing surface curvature and negligible tangential gradient of the component of velocity normal to the free surface. These limitations and a more general formulation of the zero stress boundary conditions were first given in [11]. Inclusion of the more general normal stress condition in the MAC method was found to increase the accuracy of a computation by a factor of 2 to 3. In a coanda ("teapot") effect calculation.
the more general condition resulted in a qualitatively correct solution, whereas the solution based upon the original free surface boundary conditions did not. In each case, the more general zero tangential stress condition was not met because that would have required the position of the free surface to a degree of accuracy greater than the MAC method could provide. Consequently, while the accuracy was considerably improved using the improved normal stress condition, noticeable errors still occurred. While [11] does provide a more general formulation for the zero stress conditions at the free surface, the results are not completely general because higher order second derivative terms in free surface position are missing, limiting the formulation in [11] to slightly curved free surfaces.

An evolutionary by-product of the MAC method was a general purpose numerical algorithm called SOLA-SURF [11]. This algorithm relied upon use of a kinematic condition rather than upon marker particles to determine the position of the free surface. As a result, the free surface was determined much more accurately than in a typical MAC method. Unlike the MAC method, the surface cell pressure was not set equal to zero. Instead, it was chosen such that a linear interpolation between it and the pressure in the first cell below yielded zero pressure at the free surface. Unfortunately like the MAC method, the vertical component of velocity at the top of the surface cell was chosen so that the surface cell is divergence free. This is unfortunate because it is only that portion of the surface cell which lies below the free surface that should be divergence free. Thus while the pressure field is accurately aligned with the free surface, the velocity field is not. Like the MAC method, SOLA-SURF is fully explicit in time, and sets the horizontal component of velocity at the free surface so that \( \mathbf{n} \cdot \mathbf{v} = 0 \) there. SOLA-SURF also determines the pressure field by choosing cell pressures which result in divergence free
interior cells. Convective terms are represented by a hybrid finite difference formula which is a combination of second order centered and first order upwind differences (the original MAC method uses only centered differences). While this hybrid formula helps to keep solutions smoother, it does so at the cost of increased numerical viscosity. Solutions for several sample wave problems are illustrated in [11], including the interaction of two solitons, and the damped bobbing of a free floating body. While the solutions appear reasonable and match analytical results (where available) reasonably well, no definitive information on numerical error is given. Such a study would probably have shed some light on the soliton interaction where, for example, each soliton is found to change height slightly, and there appears high frequency, low amplitude disturbances. It is not clear that these effects are truly nonlinear effects as suggested.

While the SOLA-SURF algorithm represents a considerable advance over the MAC method in terms of being able to more accurately predict free surface position, this enhanced accuracy comes at the cost of a considerable decrease in the arbitrariness of the shape of the surface. In particular, in two dimensions the surface position as determined by the kinematic condition must remain a singly valued function of one (or two in three dimensions) of the independent spatial coordinates. Thus the surface may not fold over upon itself. Physically, this means that phenomena like breaking waves or a spray of drops cannot be modeled. Also, the free surface should not be inclined more than the diagonal of a surface cell. Neither of these limitations occurred in the original MAC method, which was quite capable of handling multiply connected fluid regions separated by free surfaces of arbitrary orientation.

The development of the SOLA-VOF algorithm (where VOF stands for Volume of Fluid method), represents an attempt to retain the fluid region tracking
ability of the “AC method while at the same time retaining increased accuracy with which the free surface location is known [12]. The key is to introduce an auxiliary function $F$, whose average value in a surface cell gives the volume of fluid in that cell. Since $F$ moves with the fluid, the substantial derivative can be used to determine a simple partial differential equation for $F$. The differencing for $F$ is of an extremely ad hoc nature, and reflects the fact that $F$ is a step function. The free surface is approximated by a straight line segment in the surface cell; its slope and height can be determined from the volume of fluid function $F$. Solutions to several interesting wave problems are given in [12], and they all look, for the most part, qualitatively correct. Reasonable agreement with analytical results, where available, is also demonstrated.

1.3 Present Work

All of the works so far cited, while covering an extensive list of wave problems, are all for liquids which are at rest in a global sense. That is, for unbounded liquids, accelerations occur only inside the wave, whereas for sloshing in containers, the containers themselves are inertial. Difficulties in the dynamic control of spacecraft [13] dictate that wave dynamics in non-inertial frames of reference also be studied. It is this imperative which motivates the present study of sloshing in an accelerating, rectangular container. For greatest accuracy, the free surface position is calculated using a kinematic condition. This method has the advantage of being readily generalizable to three dimensions. The present work requires that the free surface remain singly valued, as discussed previously. However, the use of a function for surface position does not preclude the possibility of modeling more complex wave dynamics such as breaking. It may be practicable to divide
the computational region up into several domains, whereby in each domain, the function for the position of the free surface is singly valued [14].
2. MATHEMATICAL FORMULATION

The basic 2-D geometry of the problem is depicted in Fig. 1. A viscous fluid, initially at rest, fills a rectangular container of width $a$ to a depth $b$. The position of the free surface—denoted by $R$—is a function of horizontal coordinate $\bar{x}$, and time, $\bar{t}$. The remaining independent variable is the vertical coordinate, $\bar{y}$. The dependent hydrodynamic variables are the horizontal and vertical components of velocity, $\bar{u}$ and $\bar{v}$, respectively; and the pressure $\bar{p}$.

Since the fluid is initially at rest (with respect to a constant gravitational field which is pointed vertically down), it is in a state of hydrostatic equilibrium.

Suddenly, the container is translated to the right with a constant acceleration. As viewed from a noninertial frame of reference which is moving with the container, this motion results in an apparent uniform body acceleration of magnitude $\bar{q}$, directed to the left (the principle of equivalence).

A primitive variable formulation was chosen to model the problem primarily because it was felt that this was more readily generalizable to 3D (see the companion paper to this work [15]) and because information on the pressure field was one of the major types of information to be obtained from the study. We note that a streamfunction-vorticity approach could easily be used for the present 2-D study, however. In this latter type of formulation, the body forces enter into the formulation only through the boundary conditions, because the cross differentiation of the momentum equations which produces the vorticity transport equation eliminates conservative body force terms from the governing equations themselves.

Three separate variable transformations are used in this formulation. The first one is used to change the frame of reference so that the coordinate system stays fixed with respect to the container. The second transformation
maps the free surface—whatever its shape—into a straight horizontal line. The final transformation regularizes the formulation at the moment translation of the container begins.

2.1 Dimensional Formulation

We assume an incompressible, Newtonian liquid for the sloshing fluid. Since the rigid container is translated to the right, this means that the origin of any inertial frame of reference translates to the left with respect to a noninertial frame of reference which is fixed with respect to the container. Since the translation is due to constant acceleration, we define the coordinate transformation from \(( \bar{x}, \bar{y}, \bar{t} )\) space to \(( x^*, y^*, t^* )\) space:

\[
\begin{align*}
  x^* &= \bar{x} - \frac{1}{2}qt^2, \\
  y^* &= \bar{y}, \quad \text{and} \\
  t^* &= \bar{t}
\end{align*}
\]

Substitution of equation (1a) into the standard forms of the continuity and momentum equations for an inertial frame of reference results in:

\[
\begin{align*}
  \nabla \cdot \mathbf{U}^* &= 0 \\
  \frac{\partial \mathbf{U}^*}{\partial t^*} + \mathbf{U}^* \cdot \nabla \mathbf{U}^* &= - \frac{1}{\rho} \frac{\partial p^*}{\partial x^*} + \nu \nabla^2 \mathbf{u}^* - \bar{q} \\
  \frac{\partial \mathbf{V}^*}{\partial t^*} + \mathbf{U}^* \cdot \nabla \mathbf{V}^* &= - \frac{1}{\rho} \frac{\partial p^*}{\partial y^*} + \nu \nabla^2 \mathbf{v}^* - \bar{g}
\end{align*}
\]

where \( \nabla = (\partial/\partial x^*)\bar{i} + (\partial/\partial y^*)\bar{j}, \quad \nabla^2 = \nabla \cdot \nabla, \quad \text{and} \quad \mathbf{U}^* = u^*\bar{i} + v^*\bar{j}. \) Here \( \bar{i} \) and \( \bar{j} \) are the unit basis vectors in \(( x^*, y^* )\) space. Note that the dependent variables are redefined for this noninertial frame of reference.

\[
\begin{align*}
  u^* &= \bar{u} - \bar{q}t, \\
  v^* &= \bar{v}, \quad \text{and} \\
  p^* &= \bar{p}
\end{align*}
\]

Although equations (1b-d) may be used to determine the dependent variables \( u^*, v^*, \) and \( p^* \), they are not in a form which brings out the elliptic nature of the pressure field. We differentiate equation (1c) with respect to \( x^* \), and
(1d) with respect to \( y^* \), and add the results to produce a Poisson equation for pressure:

\[
\nabla^2 p^* = 2\rho J(u^*, v^*) - \rho \left( \frac{\partial D^*}{\partial t^*} + U^* \cdot \nabla D^* \right) + \rho \nabla^2 D^*
\]

where \( D^* = \nabla \cdot U^* \) and \( J(u^*, v^*) = \frac{\partial u^*}{\partial x^*} \frac{\partial v^*}{\partial y^*} - \frac{\partial u^*}{\partial y^*} \frac{\partial v^*}{\partial x^*} \)

Here \( \mu \) is the absolute viscosity \( (\mu = \rho \nu) \) of the fluid. Note that although the dilatation \( D^* \) is identically zero by continuity (1b), these terms are retained in the pressure Poisson equation because they are important for the stability of the numerical method used to solve it [8].

A final governing equation is required to determine the position of the free surface. We use the general kinematic condition that \( \text{d}R/\text{d}t = 0 \) (originally proved by Lord Kelvin [1]). Note that \( \text{d}/\text{d}t \), the total derivative, is also known as the material or substantial derivative. Physically, this condition means that if a particle is on the free surface at any time, then it must remain on it for all time (since fluid motion with respect to the free surface must be everywhere tangential to it)--provided that the motion is continuous. Substitution of \( R = R(x^*, t^*) \) into the general kinematic condition followed by the coordinate transformation (1a) into noninertial space leads to:

\[
\frac{\partial R}{\partial t^*} = v^* - u^* \frac{\partial R}{\partial x^*} \quad \text{along } y^* = R
\]

The initial conditions for the governing equations are:

\[ R = b \text{ for all } x^*, U^* = 0 \text{ for all } (x^*,y^*) \text{ at } t^* = 0; \quad \text{and} \quad (2a,b) \]

\[ p^* - p_o = \rho g (b-y^*) \text{ at } t^* = 0 \quad (2c) \]

Here \( b \) is the initial height of fluid, and \( p_o \) is the ambient pressure at the free surface.

The boundary conditions for the governing equations are:

\[ U^* = 0 \text{ along } x^* = 0, a \text{ and } y^* = 0 \quad (3a,b,c) \]

\[ \frac{\partial y^*}{\partial y^*} = - \frac{\partial u^*}{\partial x^*} \text{ and } \frac{\partial u_T}{\partial n} - \kappa u_T + \frac{\partial n}{\partial T} = 0 \text{ along } y^* = R \quad (3d,e) \]
\[
\frac{\partial p^*}{\partial x^*} = \mu \frac{\partial^2 u^*}{\partial x^*} - \rho g \quad \text{along } x^* = 0, a \quad (3f)
\]
\[
\frac{\partial p^*}{\partial y^*} = \mu \frac{\partial^2 v^*}{\partial y^*} - \rho g \quad \text{along } y^* = 0 \text{ and } p^* = p_o \quad \text{along } y^* = R \quad (3g, h)
\]

where

\[
\nu_T = \frac{u^* + v^* R'}{\sqrt{1 + R'^2}} \quad \text{and} \quad u_n = \frac{-R' u^* + v^*}{\sqrt{1 + R'^2}}, \quad \frac{\partial}{\partial n} = \tilde{n} \cdot \nu \quad \text{and} \quad \frac{\partial}{\partial \tilde{T}} = \tilde{T} \cdot \nu
\]

with \( \tilde{n} = \frac{-R' I + I}{\sqrt{1 + R'^2}} \) and \( \tilde{T} = \frac{I + R' I}{\sqrt{1 + R'^2}}, \quad \kappa = -R'' (1 + R''^2)^{3/2}, \)

and \( R' = \frac{\partial R}{\partial x^*}, R'' = \frac{\partial^2 R}{\partial x^*} \)

Here \( \kappa \) is the local radius of curvature of the free surface, while \( u_T \) denotes the component of velocity tangential to the free surface, and \( \tilde{T} \) is the unit tangent vector to the free surface. Thus boundary condition (3e) is a zero tangential stress condition along the free surface. Boundary condition (3d) results from continuity. The pressure boundary conditions (3f-g) result from applying the momentum equations (1c,d) at the container boundaries where \( U^* = 0 \). The pressure boundary condition (3h) is the result of a zero normal stress condition along the free surface (assuming negligible surface tension effect).

While the use of local orthonormal coordinates \((n,T)\) makes clear the physical basis of the zero tangential stress boundary condition (3e), the boundary condition needs to be written in \((x^*, y^*)\) coordinates to make it useful. The final result is:

\[
(1 - R^{' 2}) \left( \frac{\partial u^*}{\partial y^*} + \frac{\partial v^*}{\partial x^*} \right) - 4R' \frac{\partial u^*}{\partial x^*} - \frac{R' R'' \dot{R}}{(1 + R'^2)} = 0 \quad (3i)
\]

where \( \dot{R} = \frac{\partial R}{\partial t^*} \).

Equations (1c - 3d and 3c-i) constitute a complete formulation for the
problem. The continuity equation (1b) is not explicitly used, but instead, is used indirectly later on in the numerical method when the dilatation terms are evaluated in the pressure equation (1f).

2.2 Characteristic Scales

The moving boundary which is the free surface in a sloshing problem introduces an additional nonlinearity into the problem simply because the boundary position is a function of time. If in addition, the shape of the boundary is somewhat irregular, then further complexities arise in the analysis [16].

The difficulty of tracking a moving, irregularly shaped domain is eliminated completely in this study by transforming it into a time invariant unit square. By using R as a local characteristic scale for y*, an elementary algebraic stretching transformation can be used to accomplish this normalization.

Another major problem comes to light when one considers the momentum equations (1c,d) and what they imply about the nature of the pressure field the moment the sudden acceleration begins. Consider the x* momentum equation (1c) along the bottom of the container (at y* = 0):

\[ 0 = -\frac{\partial p^*}{\partial x^*} + \mu \frac{\partial^2 u^*}{\partial y^*^2} - \rho \dot{q} \]  

(4a)

For fluids (such as water) which have very small values of viscosity, a naive scale analysis of equation (4a) seems to indicate that:

\[ \frac{\partial p^*}{\partial x^*} - \rho \dot{q} \gg \mu \frac{\partial^2 u^*}{\partial y^*^2} \] and thus \( \Delta p_x \sim \rho \dot{a} q \) along \( y^* = 0 \)  

(4b)

where \( \Delta p_x \) is the change in pressure from \( x^* = 0 \) to \( x^* = a \) along the container bottom. The insignificance of the viscous term in (4b) is even more strongly supported as \( t^* \to 0 \), since \( U^* = 0 \) at \( t^* = 0 \). But initially the pressure field
\( p^* \) cannot be a function of \( x^* \) because it is hydrostatic (see initial condition 2c). Thus a glaring inconsistency becomes apparent. The same naive analysis on the \( y^* \) momentum equation (1d) reveals that:

\[ \Delta p_y - \rho a \tilde{g} \text{ along } x^* = 0, a \quad (4c) \]

Note that the values for \( \Delta p_x \) and \( \Delta p_y \) given in equations (4b,c) are in fact exact, initially--provided the viscous terms are truly negligible. Summing the pressure changes along the left, bottom, and right walls results in:

\[ \Delta p_y - \Delta p_x = \Delta p_0 \text{ or } \rho a \tilde{q} - \Delta p_0 \quad (4d) \]

where \( \Delta p_0 \) is the pressure change along the free surface. \( \Delta p_0 \) should be equal to zero because the pressure is constant along the free surface (boundary condition 3h). But for \( \rho a \tilde{q} > 0 \), \( \Delta p_0 \neq 0 \) and the pressure field must become discontinuous along the boundary (if both \( \Delta p_0 \neq 0 \) and boundary condition 3h are correct)!

Clearly, the formulation is singular at \( t^* = 0 \). The sudden horizontal acceleration causes a sudden shift in the pressure field, from a classical hydrostatic distribution at \( t^* = 0^- \) to a non-equilibrium distribution at \( t^* = 0^+ \) which satisfies the governing equations and boundary conditions. Consequently the initial condition for pressure (2c) is really incorrect, and it should not be used to begin a solution.

Initially, frictional effects will be confined to thin boundary layers along the sides and bottom of the container, and so the fluid core will (as a first approximation) tend to remain at rest with respect to an inertial frame of reference. With respect to the noninertial frame of reference defined by the coordinate transformation (1a), the core will appear to be a solid body accelerating at a constant rate of \( -\tilde{q} t^* \). Secondary local variations will be superposed upon this solid body motion, however, by the non-equilibrium pressure distribution.

Based upon this intuition, and assuming that \( \tilde{q} = \bar{g} \), we choose the
characteristic velocity scale for \( u^* \) to be \( u_c \sim q t^* \). By continuity, \( v^* - u_c \) also if \( a \sim b \) (order one aspect ratio). The characteristic time, \( t_c \), for which this scaling is valid is found by scaling the unsteady and convective terms in the momentum equations. The result is that \( t_c \ll \sqrt{a/g} \) for solid body motion of the core. Physically, this limit is due to the time it takes a wave to travel across the container (celerity \(-\sqrt{ag}\)).

2.3 Dimensionless Formulation

In accord with the preceding discussion, the dimensionless variables are formulated to both:

- normalize the domain of analysis.
- regularize the solution as \( t^* \to 0^+ \)

The first point requires the employment of a coordinate transformation to produce a natural coordinate system for the domain of analysis. We choose a simple algebraic stretching:

\[
x = x^*/a, \quad y = y^*/aB, \quad and \quad t = t^*/a/g^\frac{1}{2}
\]  

(5a)

where \( B(x,t) = R(x^*,t^*)/a \), called the dimensionless gap function, is simply the dimensionless free surface position.

Regularization of the formulation is achieved by transforming the dependent variables as follows:

\[
u = u^*/t a g, \quad v = v^*/a g, \quad and \quad p = (p^* - p_o)/p a g
\]  

(5b)

Note the explicit factoring of \( t^{-1} \) from the dimensional velocity to produce the dimensionless velocity. This is a crucial step in developing a model which is initially nonsingular.

Substitution of equations (5a,b) into (1b-d and 1f,g) produces the dimensionless governing equations:
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\[ \frac{\partial u}{\partial x} = \gamma (\frac{B'}{B}) \frac{\partial u}{\partial y} + \frac{1}{B \frac{\partial v}{\partial y}} = D \quad (5c) \]

\[ \frac{\partial (tu)}{\partial t} + t^2 \left( u \frac{\partial u}{\partial x} \right) + t \left\{ (v - yB'u) - yB' \right\} \frac{\partial u}{\partial y} \]

\[ = - \left( \frac{\partial p}{\partial x} - y \frac{B'}{B} \frac{\partial p}{\partial y} \right) + tGa^{-\frac{2}{3}}(\frac{\partial^2}{\partial x^2} - N)u - Q \quad (5d) \]

\[ \frac{\partial (tv)}{\partial t} + t^2 \left( v \frac{\partial v}{\partial x} \right) + t \left\{ (v - yB'u) - yB' \right\} \frac{\partial v}{\partial y} \]

\[ = - \frac{1}{B} \frac{\partial p}{\partial y} + tGa^{-\frac{2}{3}}(v^2 - N)v - 1 \quad (5e) \]

\[ \left( \frac{\gamma^2}{N} \right) p = 2t^2J(u,v)/B - \frac{\partial (tD)}{\partial t} \quad (5f) \]

\[ \frac{\partial B}{\partial t} = t(v - uB') \] along \( y = 1 \) \quad (5g)

where

\[ \gamma^2 = \frac{\partial^2}{\partial x^2} + B^{-2} \frac{\partial^2}{\partial y^2} \]

\[ N = \left( \frac{2yB'}{B} \right) \frac{\partial^2}{\partial x \partial y} - \left( \frac{2B'^2}{B^2} - B' \right) y \frac{\partial}{\partial y} - \left( \frac{yB'}{B} \right) \frac{\partial^2}{\partial y^2} \]

\[ J(u,v) = \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} - \frac{\partial u}{\partial y} \frac{\partial v}{\partial x} \]

\[ B' = \frac{\partial B}{\partial x}, \quad B'' = \frac{\partial^2 B}{\partial x^2}, \quad \text{and} \quad \dot{B} = \frac{\partial B}{\partial t} \]

and

\[ Ga = \frac{3}{g} \frac{\gamma^2}{v^2} \] (Galileo number) \quad (5h)

\[ Q = \frac{q}{\dot{g}} \] (dimensionless horizontal acceleration) \quad (5i)

Equation (5c) defines the dimensionless dilatation, \( D = D^*/t \frac{\gamma^2}{g/a} \). Continuity requires \( D = 0 \). Equation (5g) is the kinematic condition for the position of the free surface—it provides the governing equation for the gap function.

Terms representing the convection and diffusion of dilatation, apparent in the dimensional pressure equation (1f), have been dropped from the dimensionless
version (5f). By numerical experiment, we found them to be unnecessary for numerical stability, so only the transient dilatation term has been retained in the dimensionless Poisson equation (5f). In both momentum equations (5d,e) additional convective terms of the form

\[-yt(B/B') - t(B'/B)u \partial \partial y\]

appear due to use of the coordinate transformation (5a). Information giving the motion and shape of the free surface in physical space cannot be lost. In the transformed space, since the free surface is both immobilized and normalized, this information appears in the form of additional terms in the governing equations themselves. The \((B/B')\partial \partial y\) term represents a convective effect due to actual movement of the free surface, while the \((B'/B)u \partial \partial y\) term (also appearing in the continuity equation 5C and in the pressure term of 5d) represents a convective effect due to the irregular shape of the free surface. The \(N\) operator appearing in the momentum and Poisson equations (5d-f) represents a diffusive effect due to the irregular shape of the free surface. Note that \(B, B', \text{ and } B''\) must be singly valued and well defined (one-to-one) for the coordinate transformation (5a) and its inverse to be well behaved.

Only two similarity parameters appear in the dimensionless governing equations. The Galileo number, \(Ga\), is the ratio of gravitational to frictional force, while \(Q\) is the dimensionless body acceleration in the \(x\) momentum equations. The gravitational body acceleration in the \(y\) momentum equations is normalized by the nondimensionalization to a unit magnitude.

Substitution of equations (5a,b) into (3a-d and f-i) produces the dimensionless boundary conditions:

\[u,v = 0 \text{ along } x = 0,1 \text{ and } y = 0 \]

\[
\begin{align*}
\frac{\partial^2 v}{\partial y^2} &= B' \frac{\partial u}{\partial y} - B \frac{\partial^2 u}{\partial x \partial y} \quad \text{and} \quad \frac{\partial^2 u}{\partial y^2} = B' \frac{\partial v}{\partial y} - B \frac{\partial^2 v}{\partial x \partial y} \text{ along } y = 1
\end{align*}
\]
\[
\frac{\partial p}{\partial x} - y \left( \frac{B'}{B} \right) \frac{\partial p}{\partial y} = \text{Ga}^{-\frac{1}{2}} \cdot t \left( \frac{\partial^2 u}{\partial x^2} - \left( \frac{2yB'}{B} \right) \frac{\partial^2 u}{\partial x \partial y} + \left( \frac{2B'}{B} \right)^2 - \frac{B''}{B} \right) \frac{\partial u}{\partial y} \\
+ \left( \frac{yB'}{B} \right) \left( \frac{\partial^2 u}{\partial y^2} \right) - Q \text{ along } x = 0,1 \quad (6d)
\]

\[
\frac{\partial p}{\partial y} = \text{Ga}^{-\frac{1}{2}} \cdot \left( \frac{t}{B} \right) \frac{\partial^2 v}{\partial y^2} - B \text{ along } y = 0
\]

and \( p = 0 \text{ along } y = 1 \) \quad (6e, f)

2.4 Non-Singular Initial Conditions

Since the hydrostatic initial condition (2c) does not give the correct pressure distribution at \( t = 0^+ \), it is necessary to determine it. This is done by examining the limiting forms of the governing equations (5d-g) and boundary conditions (6a-f) corresponding to \( t = 0^+ \). As \( t \rightarrow 0^+ \), the governing equations reduce to:

\[
\begin{align*}
    u &= -\frac{\partial p}{\partial x} - Q \text{ and } v = - \left( \frac{1}{\beta} \right) \frac{\partial p}{\partial y} - 1 \quad (7a, b) \\
    \nabla_0^2 p &= 0 \text{ and } B = 0 \quad (B = \beta) \quad (7c, d)
\end{align*}
\]

where \( \nabla_0^2 = \frac{\partial^2}{\partial x^2} + \left( \frac{1}{\beta^2} \right) \frac{\partial^2}{\partial y^2} \) and

\[ \beta = b/a \quad (\text{initial aspect ratio}) \quad (7e) \]

while the boundary conditions (6b-e) simplify to:

\[
\begin{align*}
    \frac{\partial v}{\partial y} &= -\beta \frac{\partial u}{\partial x} \text{ and } \frac{\partial u}{\partial y} = -\beta \frac{\partial v}{\partial x} \text{ along } y = 1 \quad (7f) \\
    \frac{\partial p}{\partial x} &= -Q \text{ along } x = 0,1 \text{ and } \frac{\partial p}{\partial y} = -1 \text{ along } y = 0 \quad (7g, h)
\end{align*}
\]

Boundary conditions (6a,f) are retained unchanged for the initial conditions. Note the appearance of the third and last similarity parameter, \( \beta \) (equation 7e). This parameter gives the initial ratio of fluid height to depth before the sloshing motion begins.

The elliptic nature of the initial pressure field is clearly shown by the
La Place equation (7c). It is subject to one Dirichlet boundary condition (6f) and three Neumann Boundary conditions (7g,h). Through the pressure field, the velocity field is also made elliptic in nature, a behavior which is not obvious from the momentum equations (7a,b). The elliptic nature of the velocity field can be made clearer by examining the streamfunction defined by $u^* = -\frac{\partial f^*}{\partial y}$ and $v^* = \frac{\partial f^*}{\partial x}$. In dimensionless form, the streamfunction definition becomes:

$$u = -\frac{1}{B} \frac{\partial f}{\partial y} \text{ and } v = \frac{\partial f}{\partial x} + yB' u$$

(7i)

where $f = f^*/(a\sqrt{ag})$. Cross differentiation of the momentum equations (7a,b) and adding the results to eliminate the pressure results, upon use of (7i), in a La Place equation for the streamfunction:

$$\nabla^2 f = 0$$

(7j)

The no-slip boundary condition (6a) results in:

$$f = 0 \text{ along } x = 0,1 \text{ and } y = 0$$

(7k)

The first part of boundary condition (7f) is satisfied identically by definition of the streamfunction. The second part of (7f) is more conveniently replaced by using the momentum equation (7a) itself along the free surface. The result is:

$$\frac{\partial f}{\partial y} = 0 \text{ along } y = 1$$

(7l)

The La Place equations for streamfunction (7j) and pressure (7c) subject to the boundary conditions (7k,l) and (6f,7g,h) may be solved using the classical method of separation of variables. The solution for streamfunction may be differentiated as indicated in equation (7i) to yield the velocity field. The results are:

$$f = \sum_{m=0}^{\infty} b_m \sin X_m \sinh Y_m$$

(8a)
\[ p = \beta(1-y) + Q(1/2-x) - \sum_{m=0}^{\infty} b_m \cos X_m \cosh Y_m \]  \hspace{1cm} (8b)

\[ u = -\sum_{m=0}^{\infty} b_m (2m+1) \pi \sin X_m \cosh Y_m \]  \hspace{1cm} (8c)

\[ v = \sum_{m=0}^{\infty} b_m (2m+1) \pi \cos X_m \sinh Y_m \]  \hspace{1cm} (8d)

where

\[ b_m = \frac{4Q}{\pi^2 (2m+1)^2 \cosh[(2m+1)\pi \beta]} \]  and

\[ X_m = (2m+1)\pi x, \quad Y_m = \beta(2m+1)\pi y \]

The solutions (8b-d) provide the dimensionless initial conditions for the full governing equations (5d-f). Note that (8c,d) satisfy the no-slip boundary conditions (6a).

2.5 Steady State Condition

The ultimate steady state of the system may be considered a hydrostatic state with respect to the combined body force acceleration \(- (\mathbf{g} + \mathbf{q})\). It may be easily found in closed form by integrating the momentum equations directly. In dimensionless form, the result is:

\[ u, v \rightarrow 0, \quad B \rightarrow \beta + Q(1/2-x) \text{ as } t \rightarrow \infty \]  \hspace{1cm} (9a,b)

\[ p \rightarrow \beta - y + Q(1/2 - x) \text{ as } t \rightarrow \infty \]  \hspace{1cm} (9c)

These final conditions have been written as limits rather than equalities because the system approaches them asymptotically, through the mechanism of viscous damping.
3. NUMERICAL METHOD AND COMPUTATIONAL PROCEDURE

The various derivatives appearing in the governing equations (5c-g) were approximated by finite difference formulas based upon Taylor series expansions. The resulting nonlinear algebraic equations in \( u, v, p, D, \) and \( B \) were solved iteratively, using an implicit, essentially point Gauss-Seidel method. The cross derivative term arising from the \( N \) diffusion operator and all source terms were evaluated using information totally from the previous iteration (Jacobi method). All convective terms were split up into a first order upward difference plus a second order correction term. The upward difference was evaluated using the Gauss-Seidel method while the correction terms were evaluated using the Jacobi method. All diffusion terms were approximated using the standard central difference formula. A first order, forward time difference was used for the unsteady terms.

A look at the momentum equations (1c,d) reveals that there are two choices for the Neumann boundary conditions for pressure along the container walls. In particular, a tangential or a normal pressure gradient can be specified along the walls. We experimented with both types, and found that the normal gradient boundary conditions—as given in equations (3f,g)—are vastly superior to the analytically equivalent tangential gradients. Use of the tangential gradients increased the number of iterations for convergence and even often caused divergence of the iterations. We believe that this was due to poor spatial resolutions in the boundary layers which form along the walls. Apparently, use of the normal pressure gradients tends to minimize this problem. In an effort to further enhance the speed of the algorithm, we examined the role of the spatially differentiated dilatation terms in the pressure equation (5f). We found that by retaining the spatial terms, the dilatation field was marginally improved (that is, it approached a value of zero more closely).
Negligible change in the number of iterations for convergence was observed. Despite the slight increase in CPU time per iteration which resulted, we elected to retain the spatial dilatation terms in the pressure Poisson equation for most of the computations whose results are summarized in the next section.

In order to produce time accurate solutions for each timestep, all dependent variables were iterated to a convergence criterion of

$$\frac{\phi^{k+1} - \phi^k}{\phi_{\text{max}}} < \varepsilon$$  \hspace{1cm} (10)$$

where $\phi = u,v,p$, or $B$ and $k$ refers to the iteration number. $\phi_{\text{max}}$ is the maximum value of $|\phi^k|$ occurring anywhere in the computational domain. A convergence criterion of $\varepsilon = 10^{-5}$ was used for variable increment grids with 21x21 and 41x41 nodes. This value of $\varepsilon$ seemed to be the minimum value required to keep the dilatation, $D$, small (of order $10^{-3}$). The 21x21 grid was used only for trials with the lowest Ga and $Q$ values. The 41x41 grid was used to produce most of the data in the following section. All of the dependent variables were under-relaxed. For interior nodes, relaxation values of 0.8 to 0.9 and 0.7 were used for the pressure and velocities, respectively. For the pressure Neumann boundary conditions, a value of 0.5 was used for the relaxation parameter. Along the free surface, a relaxation parameter of 0.5 was used for the velocities.

A constant timestep of $\Delta t = 0.01$ was used in all trials. This resulted in about 350 timesteps per period. The choice of timestep size was dictated primarily by the desire to reduce overall CPU time as much as possible. Our method was fully implicit, it was possible to use substantially larger timesteps and still obtain converged solutions. The total number of iterations (accumulated over all timesteps) could be increased to the point where a single period was insufficiently resolved in
time. We felt that 20 to 50 timesteps per period provided a reasonable minimum time resolution. Our choice of stepsize thus represents a significant improvement over the minimum criterion, and consequently, we believe that the time truncation error in our results is negligible.

For $Ga = 10^4$ about fifty to one hundred iterations per timestep were required, on average, to produce a converged solution. More iterations were required when the wave motion neared a stationary point (point of maximum potential energy and minimum kinetic energy). Less iterations were required when the free surface was passing through the final equilibrium position given by equation (9b) (point of maximum kinetic energy and minimum potential energy). Surprisingly, less iterations were also required early in the trial, when the amplitude of the sloshing was largest. At later times even though frictional effects acted to damp out fluid motion, the number of iterations steadily increased. Finally, the number of iterations for convergence also decreased with $Ga$. For the $Ga = 10^4$ trials, typically 3 to 4 hours of CPU time were required on a NAS9160 (a 10-30 megaflop machine) to compute a solution to a dimensionless time of 16.
4. RESULTS AND DISCUSSION

A number of computational trials were executed, corresponding to the following twelve sets of similarity parameters:

- $Ga = 10^4$, $\beta = 0.5$, and $Q = 0.1, 0.2, 0.3$
- $Ga = 10^4$, $Q = 0.2$, $\beta = 0.75$ and 1.00
- $Q = 0.2$, $\beta = 0.5$, $Ga = 10^3, 10^5, 10^6, 10^7, 10^8, 10^9$, and $10^{10}$

Since the Galileo number is inversely proportional to the square of kinematic viscosity, $Ga$ decreases as the fluid becomes more viscous. In order to gain a feel for the value of $Ga$, Table 1 presents representative values of it for various fluids at $20^\circ$C, assuming $a = 0.1$ m.

<table>
<thead>
<tr>
<th>fluid</th>
<th>liquid Hg</th>
<th>water</th>
<th>air</th>
<th>SAE 10W oil</th>
<th>glycerin</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Ga$</td>
<td>$10^{12}$</td>
<td>$10^{10}$</td>
<td>$10^8$</td>
<td>$10^6$</td>
<td>$10^4$</td>
</tr>
</tbody>
</table>

We present detailed results of the solution only for the trial with $Ga = 10^4$, $Q = 0.2$, and $\beta = 0.5$. This trial will be referred to as the standard case throughout the remainder of the section. Limited, global information on the rate of energy dissipation is presented for the remaining eleven trials.

4.1 Accuracy of the Solution and Verification With the Inviscid Limit

Since our formulation (and finite differencing) is non-conservative, one variable which can be monitored that immediately yields information on the accuracy of the solution is the overall fluid volume, $V$. In dimensionless form it is given by:

$$V = \frac{\bar{V}}{a^2} = \frac{1}{\int_0^1 Bdx}$$  \hspace{1cm} (11a)
Since the fluid is incompressible, the volume is constant. Thus equation (11a) should yield \( V = \beta \) in all trials at all times, whatever the shape of the free-surface. In all trials, we have essentially observed that \( V > \beta \), albeit only slightly. In the standard case (\( Ga = 10^4 \), \( Q = 0.2 \), and \( \beta = 0.5 \)), initially \( V \) drops below \( \beta \) by 0.001\%, and then increases above \( \beta \) by 1.4\% at a dimensionless time of \( t = 1.98 \). At this moment, the fluid is near a point of greatest potential energy and least kinetic energy (these extrema occur at \( t = 1.96 \)). Local maxima in the \( V \) error occur near successive points of energy extrema, but these errors decay in magnitude as time increases—and the total sloshing motion becomes more and more damped out. Inbetween the potential and kinetic energy extrema, the \( V \) error drops considerably from its peak values at the energy extrema. The error in fluid volume increases with increasing \( Ga \) and/or decreasing \( \beta \), and/or increasing \( Q \). For the trial with \( Ga = 10^{10} \) (and \( Q = 0.2, \beta = 0.5 \)), the maximum error in \( V \) was 3.8\%. For the trial with \( Q = 0.3 \) (and \( Ga = 10^4, \beta = 0.5 \)), the maximum error in \( V \) was 3.2\%, while for the trial with \( \beta = 1.0 \) (and \( Ga = 10^4, Q = 0.2 \)) the maximum error was only 0.3\%.

The period of oscillation of the numerical solution may also be compared with a linearized analytical result [1] for irrotational sloshing. This analytical solution is valid in the triple limit \( Ga \to \infty, Q \to 0 \), and the sloshing \( \to \) infinitesimal magnitude. The period of oscillation for the present results is determined by examining the transient behavior of the kinetic energy of the fluid, defined by:

\[
\begin{align*}
\delta E &= \int \frac{1}{2} \rho (u^2 + v^2) d\bar{V} \\bar{V} \\
&= \frac{1}{2} \rho q^2 t^* x^2 + \frac{1}{2} \rho q t^{*} \int u d\bar{V} + \frac{1}{2} \rho \int (u^2 + v^2) d\bar{V} \\
&= \delta E \tag{11b}
\end{align*}
\]

The first term on the RHS of equation (11b) is the rate of work required to
accelerate the fluid if it moved like a solid body. The dimensionless kinetic energy is found by subtracting this work from equation (11b), and then normalizing the resulting difference with respect to a gravitational kinetic energy:

\[
\text{KE} = \frac{\text{RE} - \frac{1}{2} \rho \beta Q \frac{a^2}{g} t^2}{\frac{1}{2} \rho g a^2 t^2} = \frac{1}{1} \left. \int \left\{ u Q + \frac{1}{2} (u^2 + v^2) \right\} \right|_{0}^{1} \text{dxdy} \tag{11c}
\]

This kinetic energy equation is appropriate for a frame of reference which moves with the container. Note that as viscous damping causes the sloshing motion to dissipate, that \( \text{KE} \to 0 \) whereas \( \text{RE} \) increases to infinity like \( \frac{1}{2} \rho \beta Q \frac{a^2}{g} t^2 \) (as \( t^* \to \infty \)). The results of the comparison are shown in Table 2. Despite the fairly large value of \( Q \) and the extreme viscosity of the fluid (low \( Ga \)), the numerical result compares very favorably with the analytical result [1]. For the trial with \( B = 0.50 \), it predicts a period 2.2\% longer than the analytical result. With \( B = 1.0 \), the numerical result predicts a period which is 1.1\% longer. In order to assess the effects of large \( Q \) and low \( Ga \), additional trials were examined for their sloshing periods. These results are shown in Table 3. The effects of \( Q \) (for \( Ga = 10^4 \) and \( B = 0.5 \)) are seen to be quite pronounced. When extrapolated back to \( Q = 0 \), these data indicate a period of 3.74, within 1.1\% of the analytical result. The effect of \( Ga \) appears to be less significant. As \( Ga \to \infty \) (inviscid fluid limit), the period appears to decrease slightly (less than 1\%). When a correction for finite viscosity is added (on top of the zero \( Q \) correction), the predicted period for \( Ga \to \infty \), \( Q \to 0 \), and \( B = 0.5 \) drops to 3.72, which is only 0.5\% longer than the analytical result [1]. In order that the third limit condition of the analytical result be approximately satisfied, the periods listed in Tables 2 and 3 were determined from the numerical solutions only at the ends of the trials, when the sloshing motion had damped out to the maximum extent. In all cases, we
TABLE 2. Comparison of Sloshing Periods

<table>
<thead>
<tr>
<th>β</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical result [1]</td>
<td>3.70</td>
<td>3.58</td>
<td>3.55</td>
</tr>
<tr>
<td>Present numerical result, trial Ga = 10⁴ and Q = 0.2</td>
<td>3.78</td>
<td>3.62</td>
<td>3.59</td>
</tr>
<tr>
<td>Percent error</td>
<td>+2.2%</td>
<td>+1.1%</td>
<td>+1.1%</td>
</tr>
</tbody>
</table>

TABLE 3. Effect of Horizontal Acceleration and Fluid Viscosity on Sloshing Period. Present Numerical Results for β = 0.5.

<table>
<thead>
<tr>
<th>Q</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10⁴</td>
<td>3.75</td>
<td>3.78</td>
<td>3.84</td>
</tr>
<tr>
<td>Ga</td>
<td>10⁷</td>
<td>--</td>
<td>3.79</td>
</tr>
<tr>
<td></td>
<td>10⁴</td>
<td>--</td>
<td>3.76</td>
</tr>
</tbody>
</table>

noticed a finite amplitude (of the sloshing) effect on the sloshing period.

For trials with Q = 0.2 and β = 0.5, periods with large finite amplitudes were typically 1.0% larger than periods with very small amplitude motion, for 10¹⁰ ≥ Ga ≥ 10⁴.

The numerical result for the trial for the standard case is also compared with a potential flow solution. The potential flow solution, valid for irrotational flow (Ga → ∞ limit), was determined by numerically solving the La Place equation for velocity potential \( \phi \), where \( \nabla \phi = U^* \). Zero tangential velocity along the solid walls resulted in Neumann boundary conditions for \( \phi \) around the container wall. At the free surface, Bernoulli's equation was used.
to provide an appropriate boundary condition for \( \Phi \). This potential flow solution was formulated for a sudden acceleration, hence it is valid for finite \( Q \) as well as for large amplitude sloshing. Figure 2 shows the comparison using the average slope of the free surface. The slope has been normalized so that its maximum value is 2 while the steady state value is 1. The periods are again seen to be very similar. Note the viscous damping of the present numerical result for the standard case, which is rapidly approaching steady state.

4.2 Initial Conditions

Since the initial conditions (8a-d) are themselves a non-trivial part of the overall solution, an example solution for them is depicted in Fig. 3. The initial pressure field for \( Q = 1 \) and \( \beta = 1 \), Fig. 3a, is clearly quite different from the hydrostatic distribution which one is naively led to expect. The initial velocity field is shown in Fig. 3b with a plot of lines of constant streamfunction. Velocity vectors are everywhere tangential to lines of constant streamfunction; overall they point leftward.

Taken together, Figs. 3a,b indicate that as soon as the sudden acceleration is imparted to the container, there is a sudden loss of pressure in the upper right corner, a sudden increase of pressure in the lower left corner, and a net leftward migration of fluid. This overall pattern results in the free surface falling in the right half of the container and rising in the left half of the container.

4.3 Velocity and Pressure Fields

The detailed transient velocity field for the standard case is shown in Fig. 4. With the exception of Fig. 4a, the velocity vector \( \mathbf{U} = (u \mathbf{i} + v \mathbf{j})t \) is
plotted. Since \( u \) and \( v \) are multiplied by dimensionless time, \( \tilde{U} \) is directly proportional to the physical velocity \( \left( \tilde{U} = U^* / \sqrt{ag} \right) \). Fig. 4a shows the initial velocity field \( \tilde{U} = u\hat{i} + v\hat{j} \) (rather than \( \tilde{U} \)). This figure is analogous to the streamfunction plot, Fig. 3b, only now the values of \( Q \) and \( \beta \) are somewhat less.

Fig. 4b again shows the initial velocity field, but now in terms of \( \tilde{U} \). Since \( t = 0 \), the velocity field is identically a zero field. All vectors are reduced to points. Note that Fig. 4b effectively shows the node distribution of the computational grid which was used. Nonzero velocity magnitudes appear only for \( t > 0 \); and by \( t = 0.10 \), they are quite noticeable. As the velocity field continues to grow in magnitude, a slight deformation in the free surface becomes noticeable by \( t = 0.20 \). At a dimensionless time of \( t = 0.40 \), the velocity field is approaching its maximum magnitude. At \( t = 0.80 \), the fluid is near a maximum in kinetic energy and the deformation of the free surface is becoming significant. Up to this point in time, the velocity field has retained the same qualitative character, and looks much like the initial condition, Fig. 4a. Beyond this time, the kinetic energy decreases as the fluid approaches a state of maximum potential energy. By \( t = 1.51 \), small recirculating regions appear in the lower corners of the container. At \( t = 2.01 \), these recirculating regions have grown greatly in size, merged, and now dominate the velocity field. Only a small vestige of the initial flow pattern remains in the fluid core. The fluid is near a state of maximum potential energy and minimum kinetic energy. Figures 4i-k repeat the preceding sequence of events, only in the reverse direction. At \( t = 2.51 \), the fluid is again near a state of maximum kinetic energy, similar to Fig. 4e. Only now, in Fig. 4i, damping has considerably reduced the magnitude of the velocity vectors. In Fig 4j, small regions of recirculation are again seen in the lower.
corners of the container. In between the times corresponding to Figs. 4j and k, at $t = 3.84$, the fluid reaches a state of minimum kinetic energy--one period of the slosh has been completed. In Fig. 4k, the flow has largely changed direction again and resumed much of its initial character, as the second period of the slosh gets underway. At $t = 4.51$, the fluid is again near a state of maximum kinetic energy. The effect of viscous dissipation is even more obvious than in Fig. 4i. The sloshing motion has been damped out sufficiently by $t = 4.69$ that only 6% of the initially available kinetic energy remains. Consequently Fig. 4l, at $t = 4.51$, shows the fluid close to its final steady state, for which the free surface is a line with a slope of $-Q$. Although the computation was carried out to a dimensionless time of $t = 16.90$, no new flow physics is revealed for $t > 4.51$.

The transient pressure field for the standard case is shown in Fig. 5. Here, isobars with a constant dimensionless pressure increment of $\Delta p = 0.05$ are plotted. The initial pressure field is depicted in Fig. 5a. As was the case for the velocity field, note the resemblance to the initial pressure distribution depicted in Fig. 3a. In Fig. 5b, recall that the flow is near a state of maximum kinetic energy. Note the bifurcation in the zero pressure isobar (the free surface is at zero pressure) at the extreme right of the diagram. The small triangular region defined by the two branches of the zero isobar is a region of very slight negative pressure. We note that such a region is physically possible so long as it is an interior region (which it is) and so long as the physical pressure in this region does not drop below the cavitation pressure. If the free surface pressure is somewhat greater than the cavitation pressure, then this region of negative pressure does not pose any special problems. It is of interest to recognize that the pressure initial condition, equation (8b), also predicts a tiny region of negative pressure in
this corner of the flow field, if $Q$ is large enough. Although the sloshing has really just started, the pressure field has largely adjusted itself so that qualitatively it now looks very much like the final steady state field, which is given in Fig. 5e (the kinetic energy has been dissipated by a factor of about $10^5$ at $t = 16.90$). The relatively minor adjustments to the pressure field which do occur are confined to the vicinity of the free surface. Note the persistence of the negative pressure region to Fig. 5c. Here, the fluid is near a point of maximum potential energy. As in Fig. 5b, the right side of the surface is falling (note that viscous drag along the right wall acts to retard the motion of the surface locally). At $t = 3.51$, the edge of the free surface along the right side of the container is now rising--and there is no region of negative pressure. Curiously, no region of negative pressure develops along the left ledge of the free surface, which is now falling. By $t = 4.51$, the flow has reversed itself again (beginning of second period of sloshing), and the free surface along the right wall is again falling. At this time, the fluid is again near a point of maximum kinetic energy. The region of negative pressure has reappeared, albeit much smaller.

4.4 Parametric Effects on Sloshing

From the earlier section on verification, the effects of $Ga$, $Q$, and $\beta$ on the sloshing period have already been noted (see Tables 2 and 3). In summary, the period increases very slightly with decreasing $Ga$; increases slightly with increasing $Q$; and increases somewhat more significantly with decreasing values of $\beta$. In this section the effects of the three similarity parameters on the rate of viscous damping of the sloshing motion is examined.

Figure 6 presents results on the damping rate for three trials, each with the same values of $Ga$ and $Q$, but with different values of $\beta$. The figure
presents the envelope of maximum kinetic energy $KE_{\text{max}}$ as a function of time. The states of $KE_{\text{max}}$ are states in which the free surface approximates its final steady state shape. Thus the fluid potential energy is minimized. For the standard case, the first $KE_{\text{max}}$ occur at dimensionless times of $t = 0.87, 2.80,$ and $4.69$ (see Fig. 4). The most striking feature of Fig. 6 is that the damping rate is exponential in time.

Despite the complexity of the fluid motions, in terms of the dissipation of energy, a sloshing fluid behaves much like a simple damped pendulum. This exponential decay has also been shown to be correct by an analytical solution for viscous, infinitesimal, deep water waves [1]. The other important point to recognize from Fig. 6 is that while $\beta$ has the most significant effect on the period (causing the points of $KE_{\text{max}}$ to spread out as time increases), it has very little effect on the slope of the $KE_{\text{max}}$ envelope. Data from the standard case represents the other two trials very well.

The effect of $Q$ on the envelope of $KE_{\text{max}}$ is presented in Figure 7. The figure is very similar to Fig. 6 and again shows the exponential decay of the $KE_{\text{max}}$. While the value of $Q$ does lead to some spreading in the times of $KE_{\text{max}}$, it is seen that the standard case represents the other two trials well. Thus the value of $Q$ also has only a minor effect on the rate of viscous damping.

Figure 8 presents the effect of $Ga$, and hence fluid viscosity, on the rate of damping. As expected, the value of $Ga$ has a tremendous effect, with the rate of damping increasing as $Ga$ decreases. Regression analysis was used to determine the modulus of decay $\tau$, defined by the relation:

$$KE_{\text{max}} = 10^{-\tau t}$$

(11d)

The results of the regression analysis are summarized in Table 4. Note the differences in significant figures in the $\tau$ values for various $Ga$. They reflect actual differences in the precision with which the $\tau$ values were
determined. These differences in precision are due in part to the differences in the duration of dimensionless time for which a trial was executed.

Although the four trials for \( \text{Ga} > 10^7 \) show a nice exponential type of damping relationship for \( KE_{\text{max}}(t) \), we believe that the \( \tau \) values for \( \text{Ga} > 10^7 \), as given in Table 4, may be far less accurate than they are precise (although this is uncertain at present). This suspicion is based upon the long time \( (t > 30) \) behavior of \( KE_{\text{max}} \) for the \( \text{Ga} = 10^7 \) and \( 10^{10} \) trials. In particular, the numerical solution begins to show oscillation in the value of \( KE_{\text{max}} \) as the time increases. These oscillations became pronounced sooner (in time) as \( \text{Ga} \) increases. The magnitude of the oscillations increase exponentially fast with time for a given trial, leading us to believe that they are due to a numerical error. These oscillations may be discerned in the envelope for the \( \text{Ga} = 10^{10} \) trial in Fig. 8. They also exist in the \( \text{Ga} = 10^7 \) trial but are much more subtle. As time increases beyond \( t = 30 \), the oscillations increase so much in magnitude that the results obviously became physically incorrect—increases in \( KE_{\text{max}} \) appear in the numerical results. At first, these increases occur in an alternating pattern. From a given \( KE_{\text{max}} \) to the next, the value is seen to decrease (normal behavior). Upon going to the next value of local maximum, however, \( KE_{\text{max}} \) is seen to increase in value beyond the preceding one. The next \( KE_{\text{max}} \) then again decreases in value, followed by an increase, and so on. This has the effect of making the \( KE_{\text{max}} \) envelope "bumpy". When the alternating

---

Table 4: Modulus of Decay, \( \tau \), as a Function of \( \text{Ga} \). Regression Analysis of Present Numerical Results for \( Q = 0.2 \) and \( \beta = 0.5 \)

<table>
<thead>
<tr>
<th>( \text{Ga} )</th>
<th>( 10^3 )</th>
<th>( 10^4 )</th>
<th>( 10^5 )</th>
<th>( 10^6 )</th>
<th>( 10^7 )</th>
<th>( 10^8 )</th>
<th>( 10^9 )</th>
<th>( 10^{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>0.62</td>
<td>0.255</td>
<td>0.126</td>
<td>0.061</td>
<td>0.0352</td>
<td>0.023</td>
<td>0.018</td>
<td>0.0177</td>
</tr>
</tbody>
</table>

---
pattern in energy maximums first establishes itself, the oscillations are very small and the $K_{E_{\text{max}}}$ still decrease, on average. But as the oscillations grow, a point is reached where the $K_{E_{\text{max}}}$ grow very rapidly. Divergence of the iterations follows shortly afterwards. For the $Ga = 10^7$ trial, the first increase in $K_{E_{\text{max}}}$ does not occur until $t = 59.83$, well beyond the domain of Fig. 8. For the $Ga = 10^{10}$ trial, the time at which this occurs is $t = 19.89$. For $t > 30$, the oscillations in $K_{E_{\text{max}}}$ grow so large that the iterations diverge at $t = 58.49$.

Since $\tau = \tau(Ga)$ only can be inferred from the information displayed in Fig.'s 6-8, a plot of log $\tau$ vs. Log $Ga$ can be used to deduce the functional relationship $\tau(Ga)$. A simple linear relationship was observed -- but only for the trials with $Ga < 10^7$. The $Ga = 10^7$ result was somewhat off the line, while the $Ga = 10^{10}$ result was quite distant. The $Ga = 10^8$ and $10^9$ trials produced results at intermediate distances from the linear relationship. For the reasons given above, these four points were discarded, and the remaining points were used for a linear regression analysis with the following result:

$$\tau = 5.6Ga^{-0.33}$$

Equation (11e)

Because the modulus of decay for the standard case is the most precise (and ostensibly, most accurate) value listed in Table 4, it was double weighted in the determination of $\tau(Ga)$. Equation (11e) gives values of $\tau$ which are in error by about 5%, at most. It should be valid for the parameter range $Ga \geq 10^3$, $0 \leq \beta \leq 1$, and $\alpha = 1$.

It is of interest to note the analytical solution for viscous, infinitesimal, deep water waves presented in [1], predicts an exponential damping in time for the displacement, $\eta$, of the free surface from its steady-state (equilibrium) position. In dimensional form, the modulus of decay for $\eta$ is found to be proportional to the viscosity, $\tau_{\eta} = \eta$. Since the fluid potential energy is proportional to $\eta^2$ and KE - potential energy (via an energy balance).
one is led to the result that \( \tau_n = \nu \) also. In terms of Galileo number, this requires \( \tau_n = Ga^{-\beta} \).

5. SUMMARY AND CONCLUSIONS

The problem of viscous sloshing in a rectangular container induced by a sudden, constant horizontal acceleration is examined and solved using a numerical finite difference method. Initially, the fluid is in a state of hydrostatic equilibrium. The problem is characterized by a moving, irregularly shaped free surface, and an initial singularity caused by a sudden change in the pressure field from time \( t = 0^- \) to \( t = 0^+ \). A coordinate transformation is used to fix the container in a noninertial reference space. This transformation causes the translation in physical space due to the acceleration to appear as an additional body force term in the governing equations (principle of equivalence). A second coordinate transformation maps the free surface, whatever its shape at any given moment of time, into a horizontal line. The domain of analysis thus becomes the unit square. A third transformation of the dependent variables regularizes the formulation as \( t \to 0^+ \). An analytical solution is then presented which uniquely defines the initial condition. Three similarity parameters are found to govern the nature of solutions for the problem. The Galileo number, \( Ga \), is a measure of the ratio of gravitational to frictional forces acting on the fluid. The dimensionless horizontal acceleration, \( Q \), gives the ratio of horizontal to gravitational accelerations. The final parameter, \( \beta \), is the initial aspect ratio of the fluid (\( \beta \to 0 \) implying container width \( \gg \) initial depth of fluid when it was in a state of hydrostatic equilibrium). \( Ga \) does not enter into the initial condition.

The present results indicate that the period of sloshing is least
sensitive to the value of $Ga$, and depends most strongly upon the value of $\beta$. The $\beta$ effect is, however, mild, with the sloshing period decreasing somewhat as $\beta$ increases. Results from an analytical solution (valid for triple limit; $Ga \rightarrow \infty$, $Q \rightarrow 0$, waves are infinitesimal in size) for the sloshing period agree with the present numerical results to the order of one percent.

The rate of viscous damping is fairly insensitive to the values of $Q$ and $\beta$. The fluid kinetic energy is found to decay exponentially fast in time, with a modulus of decay which is proportional to $Ga^{-0.33}$. The present results are expected to be valid in the parameter range $Ga \gtrsim 10^3$, $Q \lesssim 1$, and $\beta \lesssim 1$. The qualitative nature of exponential decay agrees with an analytical solution for viscous, deep water waves of infinitesimal magnitude. The analytical solution, which is valid for the limits $Ga \gg 1$, $Q \rightarrow 0$, and $\beta \rightarrow 0$ (with $\beta \gg$ wave amplitude); predicts a viscous dependency in which the modulus of decay for the displacement of the free surface from its final equilibrium position is proportional to $Ga^{-1/2}$.

Detailed analysis of the transient pressure field indicates that regions of low pressure may form just below the free surface, along the container walls. If the free surface pressure is sufficiently close to the fluid's vapor pressure, cavitation may occur. This event becomes more likely as $Q$ is increased.
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Figure 1. Geometry of the two-dimensional viscous sloshing model.
Figure 2. Comparison of the potential and viscous flow models for slope of the free surface as a function of time $Q = 0.2$ and $\beta = 0.5$. 
Figure 3. Initial conditions for $Q = 1$ and $\beta = 1$. (a) pressure field, $\Delta p = 0.05$, (b) streamfunction field, $\Delta f = 0.025$. 
Figure 4. Transient development of the velocity field for $Ga = 10^4$, $Q = 0.2$, and $B = 0.5$. (a) initial velocity field as given by equations (8c,d). (b-f) velocity field $\vec{U} = (u\vec{i} + v\vec{j})t$. 

F45
Figure 4. Transient development of the velocity field for $Ga = 10^4$, $Q = 0.2$, and $\beta = 0.5$. (a) Initial velocity field as given by equations $(8c,d)$. (b-1) Velocity field $\overline{U} = (u_1 + v_1) t$. 
Figure 5. Transient development of the pressure field for Ga = 10^4, Q = 0.2, and β = 0.5.
Figure 6. Effect of initial liquid aspect ratio on the rate of viscous damping. $Ga = 10^4$ and $Q = 0.2$. 

$KEM = \max \left( \frac{K.E.}{(Q \times Q/24)} \right)$

$Ga = 1.0 \times 10^4$, $Q = 0.200$

- $\rho = 0.500$ - ●
- $\rho = 0.750$ - ■
- $\rho = 1.000$ - ▲
Figure 7. Effect of horizontal acceleration on the rate of viscous damping.
Ga = 10^4 and θ = 0.50.
Figure 8. Effect of Galileo number on the rate of viscous damping. \( Q = 0.2 \) and \( \beta = 0.5 \).
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Abstract

A model is developed to describe the motion of a viscous fluid within a partially filled moving spherical container. The container is undergoing a motion characteristic of that experienced by spin-stabilized space vehicles. The incompressible three dimensional Navier-Stokes equations are cast into a frame appropriate for the description of the fluid motion and solved using a numerical technique. The model is presented in detail and sample calculations are given.
1 INTRODUCTION

The sloshing of a viscous incompressible fluid within a partially filled moving spherical container is being considered here. The fluid sloshing is induced by changes that occur in the equilibrium pressure field within the fluid as a result of the motion of the container. The container is assumed to be undergoing a general motion characteristic of that experienced by spin-stabilized space vehicles.

The present work is motivated by the need to describe the complex motion that occurs in liquid stores that are carried aboard spin-stabilized spacecraft. Certain configurations of the STAR-48 series of communication satellites have consistently demonstrated a nutational instability during the perigee burn. After launching from the space shuttle the satellite’s power assist module fires its thruster to move the satellite out to a geosynchronous orbit. Sinusoidal oscillations about the pitch and yaw axis of the spacecraft, which have the same frequency but are out of phase by 90 degrees, have been observed to occur shortly after the application of this sudden thrust. The vector combination of these two vibrations gives rise to a nutating motion about the spin axis of the spacecraft which results in the destabilization of the vehicle. It is believed that the nutating motion is initiated and sustained by the sloshing that occurs in the liquid stores in response to the sudden axial thrust. The immediate problem has been traditionally resolved by severely restricting the motion of the fluid through the use of baffles. However, the cause of the problem has remained obscure because the internal fluid motion is very difficult to analyze.
The analysis of the dynamic behavior of fluids in moving containers presents a difficult task. In general the modelling of the fluid motion requires the use of non-inertial coordinate systems, thus resulting in a complicated set of governing equations. The presence of a free surface, another non-linearity, introduces additional modelling complications. The domain on which the governing equations are solved, which is determined by the position of the free surface, is not known a priori and has to be determined as part of the solution. In 1881 Stearne \[1,1\] published a theoretical result for the irrotational spin-up of an infinitely deep liquid. Lamb \[2\], in 1945, used a linearized analytical method to determine the mode shapes and characteristic frequencies associated with the small amplitude irrotational sloshing of a liquid in a rectangular container. The rapid developments in the space and missile technologies that took place in the early 1960's spurred an explosive interest in understanding sloshing phenomena which lasted for approximately a decade. Numerous papers were published during this era, the majority of which expanded on the analytical work by Lamb to include other geometries \[3,4,5\] or non-linear effects \[6,7,8\]. The effects of viscous damping were studied experimentally for cylindrical and spherical containers \[8,9\], although the use of baffles as damping devices dominated the majority of the experimental work at the time. A comprehensive summary of most of this early work can be found in \[9\].

More recently, in 1988, a report published by Sandia National Laboratories \[10\] deals with the solution of the three dimensional Navier-Stokes equations for a cylind
cal canister filled with fluid and undergoing spinning and nutating motions. The model is simplified due to the absence of a free surface. In addition, only steady state solutions of highly viscous fluids in an aeroballistic frame of reference are considered.

A general model is presented here which may be used to study sloshing phenomena under a variety of conditions. It allows for general translational and rotational motions of the container as well as superimposed small amplitude vibrations. A free surface tracking coordinate transformation technique is presented which allows the free surface to be modelled under a variety of sloshing conditions without any modifications in the model.
2 MATHEMATICAL MODEL

The sloshing of a viscous fluid inside a moving spherical container is modelled using first principles. Equations describing the conservation of mass and linear momentum are formulated in a coordinate system that is moving along with the container. The selection of a body fixed coordinate system to describe the fluid motion was based on the simplicity of the resulting form of the boundary conditions and on the straightforward interpretation of the numerical solution.

The motion of a fluid particle in an inertial frame of reference can be described by the Navier-Stokes equations. The incompressible three dimensional form of these equations can be written using index notation as

\[
\frac{\partial u_n}{\partial t} - u_i \frac{\partial u_n}{\partial x_i} = -\frac{1}{\rho} \frac{\partial p}{\partial x_n} - g_n - \nu \frac{\partial u_n}{\partial x_i} \frac{\partial^2 u_n}{\partial x_i \partial x_j}
\]

(1)

\[
\frac{\partial u_i}{\partial x_i} = 0
\]

(2)

where \(u_i\) is the absolute velocity of a fluid particle,

\(g_i\) is the acceleration due to gravity,

\(p\) is the static pressure,

\(\rho\) is the fluid density,

and \(\nu\) is the kinematic viscosity of the fluid.

In a body fixed coordinate system, information pertaining to the motion of the container is transferred from the boundary conditions to the governing equations as extra terms. These terms are to be determined by considering the motion of the
container, which is assumed to be attached to a moving spacecraft, with respect to the inertial coordinate frame $x$.

### 2.1 Linearly Accelerating Coordinate System

The effects of the spacecraft acceleration on the fluid particles within the container are introduced into the governing equations by considering the following transformation. Let $x_0$ denote a coordinate system that is moving with the spacecraft (see figure 1) and $\ell$ denote its position with respect to the inertial coordinate system $x$.

Introducing new coordinates and a new velocity defined as,

$$x_0 = x - \ell,$$

$$u_0 = u - \dot{\ell},$$

into equations (1) and (2), where dotted quantities represent time derivatives, the following set of equations results,

$$\frac{\partial u_{0n}}{\partial t} - u_{0} \frac{\partial u_{0n}}{\partial x_{0n}} = - \frac{1}{\rho} \frac{\partial p}{\partial x_{0n}} - y_{0n} - \nu \frac{\partial^2 u_{0n}}{\partial x_{0n} \partial x_{0n}}$$

$$\frac{\partial u_{0n}}{\partial x_{0n}} = 0$$

where $y_{0n} = y - \ddot{\ell}.$

Therefore, with the velocity defined with respect to the non-inertial frame, the effect of linear acceleration is to introduce extra terms into the governing equations. These terms act to modify the body force terms such that $y_{0n}$ now represents the net body force as a result of the spacecraft acceleration and the acceleration due to gravity.
2.2 Spinning Nutating Coordinate System.

The effects of spin stabilization and nutation can be captured by the following transformation. Consider a coordinate system \( x_1 \) that is fixed on the spacecraft and thus is spinning and nutating with respect to coordinate system \( x_0 \). The instantaneous angular orientation of the coordinate system \( x_1 \) with respect to \( x_0 \) can be envisioned to be the result of three successive rotations. The three angles of rotation \( \psi_i, i = 1,2,3 \) corresponding to the three successive rotations are known as the Euler angles. In a right-hand coordinate system there are a total of twelve possible sequences of rotations that can be used to define the given orientation of the \( x_1 \) coordinate system. The \( zyx \) convention used here defines the following sequence.

The \( x_0 \) coordinate system is rotated counterclockwise by an angle \( \psi_3 \) about the \( x_{03} \) axis as shown in figure (2). The resulting intermediate coordinate system \( \tilde{x}_1 \) is then rotated counterclockwise by an angle \( \psi_2 \) about the \( \tilde{x}_{12} \) axis to yield the coordinate system labelled \( \tilde{x}_1 \). A third counterclockwise rotation by an angle \( \psi_1 \) about the \( \tilde{x}_{11} \) axis yields the desired \( x_1 \) system.

The coordinates of any point in \( x_1 \) can then be related to its respective coordinates in \( x_0 \) by

\[
[17]
\]

where \( \alpha_{ij} \) represents the transformation tensor containing the metrics and is given in the Appendix. The metrics are obtained from the geometry of figure (2) and are generally products of simple trigonometric functions in terms of the Euler angles \( \psi_i \).
Introducing a new velocity measured relative to the nutating coordinate system $x_i$.

\[ u_{ii} = \alpha_j, u_{0j} = \dot{\alpha}_j, \alpha_j \delta_{ik}, \]

into the governing equations (5.6) yields.

\[
\frac{\partial u_{1n}}{\partial t} - u_{1i} \frac{\partial u_{1n}}{\partial x_{1i}} - 2 \beta_{n} \alpha_{1j} - 3 \beta_{n} \alpha_{1j} - 3 \beta_{n} \alpha_{1j} = \\
- \frac{1}{\rho} \frac{\partial \rho}{\partial x_{1n}} - 2 \beta_{n} \alpha_{1j} - 3 \beta_{n} \alpha_{1j} - 3 \beta_{n} \alpha_{1j}
\]

\[
\frac{\partial u_{1j}}{\partial x_{1j}} = 0
\]

where

\[ \beta_{n} = \dot{\alpha}_n, \alpha_{kj}, \]

\[ \beta_{n} = \dot{\alpha}_n, \alpha_{kj}, \]

\[ \beta_{n} = \dot{\alpha}_n, \dot{\alpha}_n - \dot{\alpha}_n \dot{\alpha}_m \alpha_{mn} \alpha_{nj}, \]

and \[ g_{1n} = \alpha_n g_{00}. \]

Consequently, the rotation of the coordinate system $x_i$ with respect to $x_0$ results in the appearance of three new types of terms in the governing equations. The term $\beta_{n} \alpha_{1j}$ represents the Coriolis acceleration effects experienced by fluid particles as a result of the rotation of the axis. The term $\beta_{n} \alpha_{1j}$ represents centrifugal accelerations effects induced by the axial rotation. The term $\beta_{n} \alpha_{1j}$ can be separated into tangential acceleration terms and additional centrifugal acceleration terms.
2.3 Body Fixed Coordinate System

The spherical container enclosing the fluid is assumed to be attached to the flexible frame of a moving spacecraft. Let \( h \) denote the position vector from the origin of the nutating coordinate system \( x_1 \) to the origin of the body fixed coordinate system \( x_2 \), which coincides with the center of the spherical container (see figure 2). Since there is no relative rotation between coordinate systems \( x_1 \) and \( x_2 \), any changes in the magnitude of \( h \) are caused by the elasticity of the spacecraft frame. The governing equations in the body fixed coordinate system are obtained by replacing \( x_1 \) and \( u_1 \) by

\[
x_2 = x_1 - h,
\]

and

\[
u_2 = u_1 + \dot{h},
\]

in equations (9.10) to yield

\[
\frac{\partial u_{22}}{\partial x_2} + u_2 \frac{\partial u_{22}}{\partial x_2} - 2 \beta_{22} u_2 - \beta_{22} (x_2 - h) - \beta_{22} (x_2 - h) = - \frac{1}{\rho} \frac{\partial p}{\partial x_2} - \gamma_2 \nabla_2 + \mu \frac{\partial^2 u_{22}}{\partial x_2 \partial x_2} \tag{13}
\]

\[
\text{where } \gamma_2 = \gamma_1 - \dot{h}.
\]

As a result of this transformation, the body force term \( \gamma_2 \) is modified to reflect the acceleration experienced by a fluid particle within the container as a result of the motion induced by the elastic spacecraft frame.
2.4 Self Adjusting Body Fixed Coordinate System.

All the physical principles needed to describe the motion of a fluid particle within the container are embodied in equations (13.14). However, the presence of a free fluid surface introduces a nonlinearity into the model since it represents a boundary of unknown shape and position that has to be determined as part of the solution. In order to describe the motion of the free surface by a kinematic condition, its position $F$ needs to be expressed as a function of time, $t$, as well as two of the three independent spatial coordinates $x_3$. The choice of such a pair of spatial coordinates must be carefully considered to ensure that $F$ remains single valued everywhere.

Since the initial value of $x_3$ is somewhat arbitrary, $h_2$ can be taken to be equal to zero without any loss in generality. This would imply that the center of the spherical container lies in the $x_{11} - x_{13}$ plane. For a container that is rotating about the $x_{11}$ axis the direction of the motion of the bulk of the fluid will be along the $x_{22} - x_{23}$ plane. However, neither of the two likely choices, $F(t, x_{21}, x_{22})$ or $F(t, x_{22}, x_{23})$, can ensure that $F$ will remain single valued. Consequently, a self adjusting body fixed coordinate system, labelled $x_3$ in figure 13(a), is introduced. The coordinate system $x_3$ is defined by a single clockwise rotation by an angle $\phi$ about the $x_{22}$ axis. With the position of the free surface described by $F(t, x_{22}, x_{23})$, the value of $\phi$ is adjusted to ensure that $F$ remains single valued.

The coordinates of a point with respect to the self adjusting frame $x_3$ can be determined from its coordinates with respect to frame $x_2$ from.
\[ x_{3t} = s_{ij}x_{2j} \]  \hfill (15)

where \( s_{ij} \) is the transformation tensor given in the Appendix.

Replacing \( x_2 \) in the governing equations and introducing a new velocity,

\[ u_{3t} = s_{ij}u_{2j} \]  \hfill (16)

yields the following set of governing equations in the self adjusting frame.

\[
\frac{\partial u_{3n}}{\partial t} - (u_{3t} - f_{ik} x_{3k}) \frac{\partial u_{3n}}{\partial x_{3i}} - (2 \lambda_{r_{-1}} - f_{nj}) u_{3j} - \lambda_{1_{n}} x_{3j} - \lambda_{2_{n}} h = \frac{1}{\rho} \frac{\partial p}{\partial x_{3n}} - \nu \delta_{ij} \frac{\partial^2 u_{3n}}{\partial x_{3i} \partial x_{3j}} \quad \hfill (17)
\]

\[
\frac{\partial u_{3l}}{\partial x_{3l}} = 0 \quad \hfill (18)
\]

where \( f_{ij} = \delta_{s_{ij}} \).

\[ \lambda_{r_{ij}} = \beta_{r_{nm}} s_{nj} s_{mj} \]

\[ \lambda_{1_{ij}} = (\beta_{f_{mn}} - \beta_{t_{nm}}) s_{nj} s_{mj} \]

\[ \lambda_{2_{ij}} = (\beta_{f_{uj}} - \beta_{t_{uj}}) s_{ni} \]

and \( g_{3} = s_{ij} g_{2j} \).

The new terms appearing in the governing equations are due to the rotation of the axis. The \( x_3 \) coordinate system is rotating with respect to the \( x_2 \) system but the velocity \( u_3 \) is still measured with respect to \( x_2 \). Thus, the Coriolis and the convection terms are modified to reflect this.

### 2.5 Poisson Equation for Pressure.

The pressure distribution within the fluid can be determined by the solution of a Poisson equation which is derived from the momentum equations. Differentiating
equation (17) with respect to \( x_{3n} \) and contracting on \( n \) yields,

\[
\frac{1}{\rho} \delta_{ij} \frac{\partial^2 p}{\partial x_{3i} \partial x_{3j}} = 2 \left( J_{12}(u_{31}, u_{32}) - J_{13}(u_{31}, u_{33}) - J_{23}(u_{32}, u_{33}) \right) \\
- \left[ 2\lambda_1 \delta_{ni} \frac{\partial u_{3i}}{\partial x_{3n}} - \delta_{ni} \lambda_1 \delta_{ni} \right] \\
- \left[ \frac{\partial D}{\partial t} - D^2 - (u_{31} - f_{,x_3}) \frac{\partial D}{\partial x_{3i}} - \nu \delta_{ij} \frac{\partial^2 D}{\partial x_{3i} \partial x_{3j}} \right]
\] (19)

where \( D \) represents the dilatation and is defined by

\[
D = \frac{\partial u_{3i}}{\partial x_{3i}}
\] (20)

and the two dimensional Jacobians \( J_{ij}(A, B) \) are defined by

\[
J_{ij}(A, B) = \left( \frac{\partial A}{\partial x_{3i}} \frac{\partial B}{\partial x_{3j}} - \frac{\partial B}{\partial x_{3i}} \frac{\partial A}{\partial x_{3j}} \right).
\]

The dilatation terms in equation (19) which are ideally zero for an incompressible fluid are retained in the above derivation because they are used to ensure the stability of the numerical method.

### 2.6 Free Surface Conditions

The motion of the free surface is determined by a kinematic condition. This condition, which was first introduced by Lamb, is based on the assumption that fluid particles that lie on the free surface must remain there. For the geometry of the present problem the position of the free surface \( F(t, x_{12}, x_{31}) \) can be calculated from

\[
\frac{\partial F}{\partial t} = u_{31} - f_{,x_3} r_{,x_1} - f_{,x_2} r_{,x_2} - f_{,x_3} r_{,x_3} - u_{31} - f_{,x_3} r_{,x_3} + \frac{\partial F}{\partial x_{31}}
\] (21)
However, the kinematic condition as formulated above is inviscid in nature. Consequently, its use is inappropriate in the highly viscous region adjacent to the container walls. The motion of the free surface along the container wall is determined by a local momentum balance which incorporates viscous and surface tension effects (see [12] for details).

The dynamic conditions at the free surface are obtained by requiring that the normal and tangential stress components be continuous across the liquid-vapor interface. The viscous stress components in the vapor phase are several orders of magnitude smaller than those in the liquid phase. Consequently, these terms are ignored, and the resulting dynamic conditions at the free surface are expressed in terms of a local curvilinear coordinate system as:

normal stress:

\[ p - p_0 = 2\mu \frac{\partial U_n}{\partial n} \]  

(22)

tangential stresses:

\[ \frac{\partial U_n}{\partial \tau_2} - \frac{\partial U_{\tau_2}}{\partial n} - \kappa_2 U_{\tau_2} = 0 \]  

(23)

\[ \frac{\partial U_n}{\partial \tau_3} - \frac{\partial U_{\tau_3}}{\partial n} - \kappa_3 U_{\tau_3} = 0 \]  

(24)

where \( U_n \) denotes the velocity component normal to the free surface and \( U_{\tau_2} \) and \( U_{\tau_3} \) the two velocity components tangent to the surface. The normal, \( n \), and tangential coordinates, \( \tau_2 \) and \( \tau_3 \) along the free surface are based on the following set of unit vectors, which are defined in terms of the unit vectors of the \( \tau_3 \) coordinate system, \( \tau \) as.
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\[ \hat{n} = \frac{\hat{\varepsilon}_{31} - F_2 \hat{\varepsilon}_{32} - F_3 \varepsilon_{33}}{\sqrt{1 - F_2^2 - F_3^2}} \] (25)

\[ \hat{\tau}_2 = \frac{F_2 \hat{\varepsilon}_{31} - \hat{\varepsilon}_{32}}{\sqrt{1 - F_2^2}} \] (26)

\[ \hat{\tau}_3 = \frac{F_3 \hat{\varepsilon}_{31} - F_2 F_3 \hat{\varepsilon}_{32} - (1 - F_2^2) \varepsilon_{33}}{\sqrt{1 - F_2^2 - F_3^2} \sqrt{1 - F_2^2}} \] (27)

The \( \kappa \), represents the local curvatures of the free surface which are defined by

\[ \kappa = \frac{F_{\nu}}{(1 - F_{\nu}^2)^{3/2}} \] (28)

with,

\[ F_{\nu} = \frac{\partial F}{\partial x_{\nu}} \quad \text{and} \quad F_{\nu} = \frac{\partial^2 F}{\partial x_{\nu}^2} \]

The dynamic free surface conditions and the continuity equation are used to provide boundary conditions for the pressure and the three velocity components along the free surface.

### 2.7 Initial and Boundary Conditions

One of the advantages of the body fixed coordinate system is that the appropriate boundary conditions can be easily determined. The velocity, \( u_\nu \), has been defined so that the no-slip condition for a viscous fluid along a wall retains its familiar form.

\[ u_\nu = 0 \quad \text{along the container walls} \] (29)

The pressure boundary conditions along the container wall are obtained by forming an expression for the normal gradient along the wall from the momentum equations.
The normal stress condition along the free surface is further simplified by neglecting the viscous terms. Thus at the free surface,

\[ p - p_o = 0 \]  \hspace{1cm} (30)

where \( p_o \) represents the pressure of the vapor phase.

Initially, at time \( t = 0^- \), the fluid is motionless and the pressure is in equilibrium with the net body force experienced by the fluid as a result of the acceleration due to gravity and linear and centrifugal acceleration components resulting from the motion of the container. The initial condition equations are obtained by setting,

\[ u_{3n} = 0 \]

in the governing equations (17,18,19) to yield

\[ \frac{1}{\rho} \frac{\partial^4 p}{\partial x_{3n}^4} = -g_{3n} - \lambda_{1,3n} x_{3n} - \lambda_{2,3n} h \]  \hspace{1cm} (31)

\[ \frac{1}{\rho} \delta_{ij} \frac{\partial^2 p}{\partial x_{3i} \partial x_{3j}} = \delta_{ij} \lambda_{1,ij} \]  \hspace{1cm} (32)

The above equations can be solved to determine the pressure distribution within the fluid under static conditions.

At time \( t = 0^- \), the motion of the container is altered such that the net body force experienced by the fluid as a result of the container motion is different than that present at time \( t = 0^- \). Since the fluid is modelled as incompressible the pressure field adjusts to the new conditions instantaneously. Thus, at time \( t = 0^- \), a new pressure distribution exists within the fluid. Equations (31,32) can be used to determine the pressure field at \( t = 0^- \) since the fluid is still motionless.
2.8 Nondimensionalization of the Governing Equations

The governing equations are nondimensionalized according to the following characteristic scales:

- length \( L \sim a \)
- time \( \tau \sim \sqrt{\frac{a}{g}} \)
- velocity \( \mathcal{U} \sim \sqrt{ag} \)

where \( a \) represents the radius of the spherical container and \( g \) the acceleration due to gravity. The characteristic velocity scale, \( \mathcal{U} \), is equivalent to the propagation speed determined from shallow water wave theory. A nondimensional pressure is defined by:

\[
p = \frac{\hat{p} - \bar{p}_s}{\rho \cdot a \cdot g}.
\]  \hspace{1cm} (23)

The dimensionless group that emerges from the nondimensionalization is the Galileo number, \( \text{Ga} \), defined as:

\[
\text{Ga} = \frac{a^3 g}{\nu^2}
\]

which represents a ratio of the gravitational to the viscous effects. The dimensionless Galileo number can also be viewed as being analogous to the square of a Reynolds number based on the characteristic velocity scale, \( \mathcal{U} \).
3 Numerical Method

The three dimensional equations of motion developed in the previous section are solved using a numerical method to determine the motion of the fluid within the spherical container. An elliptic grid is used that conforms to the irregular, time dependent shape of the fluid region. The governing equations are expressed in terms of the generalized grid coordinates and solved using a second order accurate finite difference method. An outline of the numerical method and the computational procedure is given.

3.1 Generalized Grid Coordinates

The accuracy of a numerical solution is strongly dependent on the selection of the computational grid. This is particularly critical for moving boundary problems where the shape and position of the free boundary are generally unknown and are determined as part of the solution.

Generalized grid coordinates, $\xi$, are generated using the elliptic system of equations proposed by Shanks and Thompson [3] and independently by Thomas and Middlecoff [11].

\[
\nabla \xi = Q(x, y, z) \nabla \xi \quad \text{for} \quad i = 1, 2, 3
\]

where the functions $Q_i$ are adjusted to obtain the desired grid point distribution.

The irregularly shaped fluid region is mapped onto a cubic, the dimensions of which, $x_{max}$, $x_{min}$, and $z_{max}$, are selected so that the distance between any two
adjacent grid points in the computational domain is equal to unity. This is done to simplify the finite difference representations.

The mapping of the physical region onto the computational domain is depicted in figure (4). The point defined by the intersection of the \( x_1 \) axis with the free surface is mapped onto the face of the cuboid defined by \( \xi_1 = 0 \). The boundary along the container wall is mapped onto the opposite face of the cuboid at \( \xi_1 = \xi_{1 \max} \). The \( x_1 \) axis is mapped onto the \( \xi_2 = 0 \) plane while the free surface onto the \( \xi_2 = \xi_{2 \max} \) plane. Finally, a cut is taken along the plane defined by the \( x_{12} \) and the positive \( x_{32} \) axis and this section is mapped onto the \( \xi_3 = 0 \) and the \( \xi_4 = \xi_{3 \max} \) faces of the cuboid.

The procedure followed in solving these equations is similar to the one described in 14. Equations (34) are transformed into the computational domain by interchanging the role of dependent and independent coordinates and solved using a finite difference method. The only significant deviation from the procedure described in 14 is that an algebraic equation is first used to approximate the grid to the desired degree of orthogonality along the boundaries. The control functions \( \Omega \) are then determined explicitly from the approximated grid values. This is done to save computational effort by taking advantage of the known geometrical features of the physical region.
Governing Equations

The governing equations are transformed in terms of the generalized coordinates $\xi$ to take the following form:

momentum equations:

\[
\frac{\partial u_{3n}}{\partial t} = \left( \frac{\partial \sigma}{\partial x_n} - \frac{\partial \sigma}{\partial y_n} \right) + \frac{\partial}{\partial x_n} \left( \eta_{n} f_{j} x_{3n} \right) \frac{\partial u_{3n}}{\partial \xi_j} \\
- \left( 2 \lambda_{n} \cdot f_{m} \right) u_{3n} = \lambda_{n} \cdot x_{3n} - \lambda_{2n} h_{n} \\
- \eta_{n} \frac{\partial p}{\partial \xi_i} - g_{3n} - \frac{1}{\sqrt{\gamma d}} \left( \gamma_{ij} \frac{\partial^2 u_{3n}}{\partial \xi_i \partial \xi_j} + \Gamma \frac{\partial u_{3n}}{\partial \xi_i} \right)
\]

(35)

continuity:

\[
\eta_{j} \frac{\partial u_{3n}}{\partial \xi_j} = 0
\]

(36)

pressure equation:

\[
\eta_{n} \frac{\partial p}{\partial x_n} - \eta_{n} \frac{\partial \sigma}{\partial x_n} = 2 \eta_{n} \eta_{m} \left( \overline{J}_{nm} \left( u_{3n} \cdot u_{3m} \right) \right) \\
+ 2 \eta_{n} \eta_{m} \left( \overline{J}_{nm} \left( u_{3n} \cdot u_{3m} \right) \right) - 2 \eta_{n} \eta_{m} \left( \overline{J}_{nm} \left( u_{32} \cdot u_{33} \right) \right) \\
+ \left( 2 \eta_{n} \eta_{m} \frac{\partial x_{3n}}{\partial \xi_j} \frac{\partial x_{3m}}{\partial \xi_j} \right) \left( \frac{\partial D}{\partial \xi_j} - S_{r} \right)
\]

(37)

where:

\[
\gamma = \eta_{nm} \eta_{nm}
\]

\[
\Gamma = \eta_{nm} \eta_{nm}
\]

the pressure equation spatial dilatation source term, $S_{r}$, is given by.
\[ S_\rho = D^2 - \left( \dot{\eta}_r - \eta_{ij} u_{3j} - \eta_{ij} f_{jk} x_{3k} \right) \frac{\partial D}{\partial \xi_i} \]

\[ - \frac{1}{\alpha Ga} \left( \gamma_{ij} \frac{\partial^2 D}{\partial \xi_i \partial \xi_j} - \Gamma_{ij} \frac{\partial D}{\partial \xi_i} \right) \]

with the dilatation, \( D \), given by,

\[ D = \eta_{ij} \frac{\partial u_{3j}}{\partial \xi_j} \]

the two dimensional Jacobians in terms of \( \xi \), defined by,

\[ J_{ij}(A,B) = \left( \frac{\partial A \partial B}{\partial \xi_i \partial \xi_j} - \frac{\partial B \partial A}{\partial \xi_i \partial \xi_j} \right) \]

and the grid transformation metrics given by,

\[ \dot{\eta}_r = \frac{\partial \eta_r}{\partial t} \]

\[ \eta_{ij} = \frac{\partial \eta_i}{\partial \xi_j} \]

\[ \eta_{ij} = \frac{\partial^2 \eta_k}{\partial \xi_i \partial \xi_j} \]

The kinematic condition at the free surface, \( \xi_2 = \xi_{2,\text{free}} \), can be written in terms of the generalized coordinates as,

\[ \frac{\partial F}{\partial t} = A_{32} - f_{3x} x_{3x} \]

\[ - \dot{\eta}_1 - \eta_{12} ( A_{32} - f_{3x} x_{3x} ) - \eta_{13} ( A_{33} - f_{3x} x_{3x} ) \frac{\partial F}{\partial \xi} \]

\[ - \dot{\eta}_3 - \eta_{32} ( A_{32} - f_{3x} x_{3x} ) - \eta_{33} ( A_{33} - f_{3x} x_{3x} ) \frac{\partial F}{\partial \xi} \]

The pressure boundary condition along the container wall, at \( \xi_1 = \xi_{1,\text{wall}} \), is obtained by using the chain-rule to form an expression for the \( \xi_1 \) gradient from the momentum equations. Thus,
at $\xi_1 = \xi_{1,\text{max}}$:

\[
\frac{\partial p}{\partial \xi_1} = \left[ \lambda_{11} x_{3n} - \lambda_{12} y_{3n} - f_{1k} x_{3n} \eta_1 \right] \frac{\partial u_{3n}}{\partial \xi_1}.
\]

\[
\frac{1}{\sqrt{Gd}} \left[ \gamma_{11} \frac{\partial^2 u_{3n}}{\partial \xi_1^2} - 2 \gamma_{12} \frac{\partial^2 u_{3n}}{\partial \xi_1 \partial \xi_2} - 2 \gamma_{13} \frac{\partial^2 u_{3n}}{\partial \xi_1 \partial \xi_3} - \Gamma_1 \frac{\partial u_{3n}}{\partial \xi_1} \right] \frac{\partial x_{3n}}{\partial \xi_1}.
\]

### 3.2 Finite Difference Method

The governing equations are approximated using an implicit second order accurate finite difference scheme. Sample difference approximations are given below for some of the terms in the governing equations. The time level is denoted by superscript $n$ while superscript $m$ is used to denote the iteration level. Subscripts $i$, $j$, and $k$ are used to denote the position of a grid point in the $\xi_1$, $\xi_2$, and $\xi_3$ directions respectively.

Time derivatives are differenced using a forward difference as in:

\[
\frac{\partial u}{\partial t} \bigg|_{i,j,k}^{n+1} = \left( u_{i,j,k}^{n+1} - u_{i,j,k}^{n} \right) \Delta t - O(\Delta t)
\]

the diffusion terms are differenced using centered differences of the form:

\[
\frac{\partial^2 u}{\partial \xi_1^2} \bigg|_{i,j,k}^{n+1} = \left( u_{i+1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i-1,j,k}^{n+1} \right) \Delta \xi_1^2 - O(\Delta t) \Delta \xi_1^2
\]

and the convective terms are differenced using a two-step finite difference of the form:

\[
A \frac{\partial u}{\partial \xi_1} \bigg|_{i,j,k}^{n+1} = \frac{1}{2} \left[ \frac{4}{3} \left( u_{i+1,j,k}^{n+1} - u_{i,j,k}^{n+1} \right) + \epsilon \right]
\]

\[
- \frac{1}{2} \left[ \frac{4}{3} \left( u_{i,j+1,k}^{n+1} - u_{i,j-1,k}^{n+1} \right) + \epsilon \right] - O(\Delta t) \Delta \xi_1^2.
\]
where $E_{fc}$ and $E_{be}$ represent second order correction terms that are added to the upwind differences to obtain centered, second order accurate difference approximations. They are defined by:

$$E_{fc} = \frac{u_{i,j,k}^{n+1,m-1} - 2u_{i,j,k}^{n+1,m} - u_{i,j,k}^{n+1,m+1}}{2},$$

$$E_{be} = \frac{u_{i,j,k}^{n+1,m-1} - 2u_{i,j,k}^{n+1,m} - u_{i,j,k}^{n+1,m+1}}{2}.$$

It has been demonstrated that by evaluating the second order correction terms at the previous iteration level, $m$, the second order accuracy of a centered difference is retained while the resulting system of finite difference equations becomes more diagonally dominant (see [12] for details).

The Jacobian of the generalized grid transformation vanishes along the $x_3$ axis. This corresponds to a singularity in the governing equations and it requires the special treatment of the equations along the $x_3$ axis. As a result, two different procedures were identified for obtaining the values of the dependent variables along the $x_3$ axis. These involve the use of a locally rectangular system of coordinates or matching. Although both procedures appeared to work equally well, the matching procedure was selected because of its simplicity. Consequently, the dependent variables along the $x_3$ axis are solved by requiring that the variable and its first derivative remain continuous across the $x_3$ axis. This can be accomplished by the use of the following pseudo-boundary conditions:

$$A_{i,j,k}^{n+1,m-1} = A_{i,j,k}^{n+1,m} \quad \text{for} \quad 0 < \mu < \pi.$$
\[ \frac{\partial A}{\partial \xi_2} = \frac{\partial A}{\partial \xi_2} \text{ for } \pi < \vartheta < 2\pi \]  

where \( A \) denotes any of the dependent variables, \( u_{31}, u_{32}, u_{33}, p, \) or \( F, \) and \( \vartheta \) is used to denote the circumferential angle corresponding to the grid section identified by \( k \) along which \( \xi_3 \) is constant. Note that \( k_s \) is used to denote the grid section which is displaced by 180 degrees in the circumferential direction from the section denoted by \( k. \)

### 3.3 Computational Procedure

The resulting set of finite difference equations is solved iteratively using the Gauss-Siedel procedure. An outline of the computational procedure is given. With the solution converged at time \( t_n \) identified as time level \( n, \) the following sequence of steps is taken to advance the solution to the next time level, \( n + 1:\)

1. The value of time is adjusted to the \( n - 1 \) level such that \( t^{n-1} = t^n - \Delta t. \)

2. Using the converged solution at time level \( n \) the kinematic condition equation (41) is solved explicitly to obtain the new free surface position, \( F^{n+1}. \)

3. The values of the various parameters describing the position of the container, \( t, \) \( c, \) and \( h, \) are updated. Coefficients \( f_1, f_2, f_3, \) and \( y_2, \) are then also updated.

4. Based on the new position of the free surface, \( F^{n+1}, \) the value of the surface tracking angle \( \varphi \) is adjusted such that the coordinate system \( \xi_3 \) rotates to
follow the center of gravity of the fluid. Coefficients \( f, \lambda, \lambda_1, \lambda_2 \), and \( \eta \) that depend on \( \phi \) are updated.

5. A new computational grid that conforms to the shape of the fluid defined by \( F^{n-1} \) is obtained by solving equations (34). The generalized coordinate metrics, \( \eta \), are updated.

6. The velocities at the wall are set equal to zero according to the no slip condition (29). Velocity values at all interior points are calculated from the finite difference representation of equations (35). The dynamic conditions and continuity are used to calculate the velocity values along the free surface. Values along the \( x_{31} \) axis are calculated according to the matching conditions (46, 47).

7. The dilatation, \( D \), is calculated at all grid points using equation (40).

8. The pressure is set equal to zero along the free surface according to condition (30). Pressure values at all the interior points are calculated using the finite difference representation of the pressure equation (37). The pressure values along the container wall are calculated by boundary condition (42). Using the matching conditions new pressure values are calculated along the \( x_{31} \) axis.

9. Steps 6 to 8 are repeated until the solution for the velocities, \( u, v, \) and the pressure, \( p \), meets the convergence criterion:

\[
\frac{A^{n+1} - A^{n}}{A^{n}} \leq \epsilon_{\text{convergence}} \quad \text{for all } x, y, z, \theta
\]

A typical value of \( \epsilon \) used during the computations was \( 10^{-6} \).
4 Sample Results and Discussion.

The model described in the previous sections was used to generate results for two cases which will be presented here. The first case, case-A, involved the simulation of the resulting fluid flow in a spherical container of radius \( a = 7.41 \) cm, and half-filled with liquid glycerin at 21.1 degrees Celsius, when the container is impulsively spun about its axis of symmetry. The second case, case-B, involved the simulation of the flow that results within the same container when the spin axis is located 24.10 cm away from the container axis of symmetry. Both of these cases were selected as a first step in evaluating the model because of the relatively uncomplicated flow regimes that result under these conditions. The first case allows for the evaluation of the three dimensional model under conditions for which the resulting flow is essentially two dimensional. The geometry of the second case was selected to allow for future comparisons with experimental data from a test rig.

Case A: Two Dimensional Spin-up.

The flow of glycerin in a half-filled spherical container is considered here. Initially, at time \( t = 0 \), the container is motionless and the glycerin is in a state of hydrostatic equilibrium. At time \( t = 0 \), the container begins to rotate about its axis of symmetry, \( x_3 \), such that,

\[
\begin{align*}
\omega (r, \theta, z, t) &= \begin{cases} 
0 & \text{for } t = 0 \\
\omega_0 & \text{for } t > 0
\end{cases}
\end{align*}
\]
where the dimensionless angular velocity is equal to $\Omega = 0.19636$, which corresponds to approximately 54.5 rpm. Instantaneously, at time $t = 0^*$, the pressure distribution within the fluid adjusts itself to reflect the centrifugal acceleration experienced by fluid particles as a result of the sudden rotation. The change in the pressure field causes the fluid to begin to oscillate about the new equilibrium position until it is brought to rest by viscous dissipation.

The governing equations were solved to determine the resulting fluid motion with the values of the following parameters set equal to:

\[ t_i = 0 \quad \text{for} \quad i = 1, 2, 3 \]

\[ \psi_i = \psi_3 = 0 \]

\[ h_i = 0 \quad \text{for} \quad i = 1, 2, 3 \]

and the value of the surface tracking angle equal to:

\[ \chi = -\pi/2 \]

The dimensionless Galileo number corresponding to these conditions is equal to:

\[ \text{Go} = 2022 \]

The centrifugal acceleration experienced by fluid particles is proportional to $r^2$, where $r$ represents the radial distance from the spin axis. Consequently, circular symmetry exists and the resulting flow field is two dimensional. The two
dimensional nature of the flow field was demonstrated very well by the numerical solution. Less than one percent variation with circumferential position was detected in any of the values of the dependent variables.

The resulting flow within the container is depicted in figure (5). The velocity field along the $x_2 - x_3$ plane is plotted for five different values of dimensionless time, $t$. At time $t = 0^-$, the fluid is still motionless. This is depicted in figure (5a) were the solid line at $x_{23} = 0$ represents the initial position of the free surface given by:

$$F(0^-, x_{32}, x_{33}) = 0$$

and the dashed line represents the equilibrium position of the free surface, which is a paraboloid given by:

$$F(x, x_{32}, x_{33}) = C_o - \frac{1}{2} \Omega^2 \left( x_{32}^2 - x_{33}^2 \right)$$

where $C_o$ is a constant determined analytically from a global mass constraint.

The sudden rotation of the container causes the pressure distribution within the fluid to drop to levels below those determined by the hydrostatic balance near the spin axis, and to levels exceeding the hydrostatic values for points located away from the spin axis. In response to these changes, the fluid begins to fall near the center of the container and to rise near the wall. This is depicted by the velocity field shown for $t = 0.80$ in figure (5b). The fluid flow is strongest near the free surface with fluid particles near the center of the container moving downwards and outwards and fluid particles rising along the wall. The fluid motion near the bottom of the container
is significantly weaker. The fluid continues to move past the equilibrium position and by time $t = 1.60$ it has slowed down and the flow pattern begins to reverse itself. This is shown in figure (5c) and more clearly in figure (5d), where at $t = 2.40$ the fluid is moving back toward the center of the container. The most significant flow remains along the free surface with the fluid near the bottom of the container undergoing a weak recirculating motion. At time $t = 3.20$, figure (5e), the fluid has nearly completed one full cycle as it moves back toward its initial position. The actual dimensionless period exhibited by the fluid was approximately equal to 3.24.

The fluid oscillations decay as a result of the viscous dissipation, the effects of which are shown in figure (6). Here, $D_{max}$, which is defined by,

$$
D_{max}(t) = \frac{\sqrt{\int_{A} (F(t, x, y, z) - F(x, y, z)) \, dA}}{\sqrt{\int_{A} (F(0, x, y, z)) \, dA}}
$$

and it represents a measure of the root mean square deviation of the free surface position from the equilibrium position plotted versus time. Initially, at time $t = 0$, $D_{max}$ is equal to one. This represents the maximum deviation of the free surface from its equilibrium position. As time increases the fluid begins to move toward the equilibrium position, and consequently $D_{max}$ decreases. Its value goes through a local minimum as the free surface passes through the equilibrium position, at approximately $t = 1.2$, and it begins to increase as the equilibrium position is being over-shot. After approximately two full cycles, at $t = 3.2$, the maximum value of $D_{max}$ decreases to less than seven percent of the initial value.
Case B: Three Dimensional Spin-up.

A second case was computed using the same parameters as in case-A with the exception of \( h_1 \). For this case, the value of the dimensionless parameter \( h_1 \) was set equal to:

\[
h_1 = 3.252.
\]

This indicates that the center of the spherical container is located away from the spin axis, \( x_{11} \), at \( x_{11} = h_1 \).

The centrifugal acceleration experienced by fluid particles as a result of the sudden rotation of the container is now proportional to

\[
x_{33} \Omega^2 - \left( x_{43} - h_1 \right) \Omega^2.
\]

The centrifugal acceleration effects are stronger for this case due to the position of the container relative to the spin axis. Consequently, the resulting flow field is no longer symmetrical about the \( x_3 \) axis. The equilibrium position of the free surface is given by:

\[
F \propto x_{12}, x_{13} = \zeta_n - \frac{1}{2} \Omega^2 \left( x_{12}^2 - x_{13}^2 \right) - \Omega^2 h_1 x_{13}
\]

where once again \( \zeta_n \) is a constant determined analytically from a global mass balance.

The motion of the fluid within the container is depicted in Figure 7a. Figure 7c is a three-dimensional graphical representation of the motion of the free surface. The shape of the free surface is depicted by the circular arc defined by the solid
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lines. The $x_3$ coordinate system and the initial position of the free surface along the container wall are shown in dashed lines. The spherical container is outlined by the dotted lines. The three dimensional shape of the free surface is drawn as it would be seen by an observer rotating along with the spherical container such that its position remains along a line 45 degrees above the horizontal $x_21-x_22$ plane, and 45 degrees between the negative $x_21$ axis and the positive $x_22$ axis. The position of the container relative to the stationary $x_3$ coordinate system is shown in the caption on top of figure (7). The direction of observation is also indicated by the arrow. The initial position of the free surface, at time $t = 0^+$ is shown in figure (7a). The fluid, in response to the sudden centrifugal acceleration resulting from the motion of the container, begins to move away from the spin axis. Thus the free surface rises along the portion of the container wall that is the farthest away from the spin axis, and begins to drop along the portion of the wall that is closer to the spin axis. This is clearly depicted in figure (7b), where the position of the free surface is shown for $t = 0.10$. Figure (7c) shows the position of the free surface at a later value of time, $t = 0.80$, where the fluid has moved even closer to the equilibrium position.

The direction of motion of the bulk of the fluid is along the $x_21-x_22$ plane. This is due to the absence of any tangential acceleration effects since the motion of the container was assumed to have been started impulsively. The velocity field along the $x_21-x_22$ plane is shown in figure 8 for the same values of dimensionless time as the ones used in figure (7b). Here, the motion of the fluid particles can be envisioned more clearly. The arrows show that results from the difference in the
magnitude of the centrifugal acceleration at the two sides of the container is clearly shown in terms of the position of the free surface and the direction of the velocity vectors.

The results presented here were generated using a computational grid with 21 nodes in the radial direction, 11 nodes in the azimuthal direction, and 21 nodes in the circumferential direction. Case-A required a total of 3.52 hours of CPU time on a NASA 9180, an IBM compatible mainframe computer with a computing speed of approximately 10 MiHops, to be solved to a dimensionless time of $t = 6.14$ using a time step of $\Delta t = 0.02$. Case-B required a total of 6.32 hours of CPU time to reach a value of $t = 1.04$ using the same time step size.
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APPENDIX:

The position of a given point in the nutating coordinate system \( x_2 \) can be related to its respective coordinates in the \( x_0 \) coordinate system by,

\[
x_{2i} = \alpha_{ij} x_{0j}
\]

where the metrics of the transformation in terms of the three Euler angles \( \varphi \), are given by,

\[
\alpha_{ij} = \begin{pmatrix}
C_3 C_2 & C_3 S_2 S_1 - S_3 C_1 & C_3 S_2 C_1 - S_3 S_1 \\
S_3 C_2 & S_3 S_2 S_1 - C_3 C_1 & S_3 S_2 C_1 - C_3 S_1 \\
- S_2 & C_2 S_1 & C_2 C_1
\end{pmatrix}
\]

where \( S_i = \sin \theta_i \) and \( C_i = \cos \theta_i \).

The transformation from the \( x_2 \) to the \( x_3 \) coordinate systems is described by,

\[
x_{3i} = s_{ij} x_{2j}
\]

where the metrics \( s_{ij} \) are defined by,

\[
s_{ij} = \begin{pmatrix}
\cos \varphi & 0 & - \sin \varphi \\
0 & 1 & 0 \\
\sin \varphi & 0 & \cos \varphi
\end{pmatrix}
\]
Figure 1: Linearly accelerating coordinate system.
Figure 2: Nutating coordinate system.
Figure 3: Self-adjusting coordinate system.
Figure 4: Generalized grid coordinate system.
Figure 5a: Velocity field for the 2-D spin up at $t = 0.0$
Figure 5b: Velocity field for the 2D spin-up at $t = 0.8$.
Figure 5c: Velocity field for the 2-D spin-up at $t = 1.6$. 
Figure 5d: Velocity field for the 2-D spin-up at $t = 2.4$. 
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Figure 5c: Velocity field for the 2 D spin up at $t = 3.2$.
Figure 6: Viscous dissipation for the 2-D spin up.
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Figure 2a: Free surface position for the 3D spinline at $t = 0$.0.
Figure 7b: Free surface position for the 3-D spin-up at $t = 0.4$. 
Figure 7c: Free surface position for the 3-D spin-up at $t = 0.8$