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Executive Summary

The Polar Ice Prediction System (PIPS), based on the Hibler dynamic/
thermodynamic sea ice model, was developed as an upgrade to the existing
sea ice products available at the U.S. Navy’s Fleet Numerical Oceanography
Center (FNOC). It was also designed to provide new sca ice products that
could be used a< guidance by the Naval Polar Oceanography Center (NPOC).
The operational testing of PIPS showed rhat the ice drift from the model was
excessive in magnitude when compared to ice drift from Arctic buoys. As a
result, the PIPS forcing was changed from planetary boundary layer model
winds to geostrophic winds calculated from forecast surface pressures.
Resultant PIPS ice drifts were more accurate than those calculated by the
existing operational model—the Thorndike and Colony free-drift model. The
operational test also indicated a need to reduce the model time step from
24 to 6 hours. Reducing the time step allowed for better resolution of
atmospheric heat fluxes aind improved the model’s capability to predict ice
edge locaiion. PIPS results also showed great improvement when updated by
an ice concentration analysis for the Arctic derived by NPOC. This updating
technique is now an integral part of the PIPS system and takes place
approximately once per week.

As a result of this testing and the associated improvements made to the
model, PIPS was declared operational on 1 September 1987. Examples of PIPS
output and results from model-data comparisons are presented.
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The Polar Ice Prediction System—A Sea Ice Forecasting System

I. Introduction

Prediction of sea ice characteristics in the polar
oceans is of great practical interest, as location of the
ice edge, ice thickness and ice concentration impact
both naval and commercial operations. In recent years,
real-time forecasting of ice motion, ice thickness and
ice edge location (concentration) has been emphasized
with operational models now running at the Fleet
Numerical Oceanography Center (FNOC) and at the
National Meteorological Center (NMC).

Early sea ice forecasting models run at rNOC used
empirical models of interactions between wind, ice, and
ocean. The first such forecast models predicted only
ice drift. The Skiles model (Skiles, 1968) defined ice
drift based on geostrophic winds and mean ocean
currents. The empirical results obtained by Skiles were
based on a limited data set relating 15 days of ice drift
from four ice stations to mean sea-level pressure fields
from the U.S. Weather Bureau and mean annual
currents from the U.S. Navy’s Hydrographic Office.
The Skiles model was replaced by the Thorndike and
Colony (1982) model in 1983, a free-drift model. This
mode] is based on a relationship between geostrophic
wind, ice and ocean currents determined by a statistical
analysis of 5 years of drifting buoy data. Although this
model predicts the motion of pack ice fairly well, it
does not take into account the important eifects of
changes in ice thickness, and ice concentration and
internal ice stress on ice motion.

In addition, FNOC also uses the Gerson model
(Gerson, 1975) to predict ice thickness at a number of
specified points in the Arctic. This model uses statistical
procedures based on the relationship between degree-
day accumulation and the growth and decay of ice to
forecast the ice thickness at a particular location.

Over the past 10 years, great strides have been made
in designing highly sophisticated sea ice models. The
first of these models concentrated on the correct
thermodynamic treatment of ice and its interaction with
the atmosphere and ocean (Maykut and Untersteiner,
1971; Bryan et al., 1975; Semtner, 1976; Washington
et al., 1976; Parkinson and Washington, 1979; and
Manabe et al., 1979). Free-drift models, such as the
Skiles (1968), the Thorndike and Colony (1982) and
the Overland et al. (1984), concentrated on the dvnamic

interaction of air, ice and water. The theoretical work
of Thorndike et al. (1975), Rothrock (1975) and Coon
(1974) enabled the development of dynamic/thermo-
dynamic ice models. Thorndike et al. designed an areal
ice thickness distribution function. In this model, thin
ice is redistributed dynamically into thicker ice
categories (ridging) in response to deformation.
Thermodynamic effects cause the relative amounts of
ice in each category to change. Rothrock provided a
means to couple ice thickness to the ice rheology by
suggesting that the rate of work done on ice by ridging
is related to work done by ice interaction forces. Coon
develeped the concept of a plastic constitutive law for
<21 ice. These ideas were combined with the thermo-
dynamic sea ice model of Semtner (1976) to form a
dynamic/thermodynamic sea ice model (Hibler,
1979; 1980).

In 1984, the Naval Ocean Research and Development
Activity (NORDA) began to test the Hibler ice model
as a possible operational forecast model at FNOC. The
Hibler model has the advantage of being able to predict
not only ice drift, but also ice thickness and ice con-
centration (ice edge). Full implementation of the Hibler
ice model at FNOC was completed in the summer of
1985. The sea ice forecasting system was designated
the Polar Ice Prediction System (PIPS). During fall
1985 through fall 1986, an operational test of PIPS
was conducted. The test involved comparisons of ice
drift from PIPS versus ice drift from the existing
operational model (Thorndike and Colony). Both
model drifts were also compared to actual drifting buoy
data. In addition, ice edge forecasts from PIPS were
tested against the ice edge determined by the Naval
Polar Oceanography Center (NPOCQC).

This report provides a brief technical description of
this model, presents results of the operational test, and
describes the PIPS output.

I1. Description of the Model

The Polar Ice Prediction System uses the Hibler
dynamic/thermodynamic sea ice model as its basis. The
ice model is defined by five major components: a
momentum balance, ice rheology, ice thickness distri-
bution, ice strength and an air/ice/ocean heat balance.




The momentum balance used to determine ice drift
is given by
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where m is the ice mass per unit area, " 1s the ice
velocity, fis the Coriolis parameter, T and T . are the
air and water stresses, g 1s the dueterano_’n of gravity,
H is the sea surface dynamic height and F is the force
due to variation in the internal ice stress. Ice 1s con-
sidered to move in a two-dimensional field with forcing
applied through simple planetary boundary-layer
formulations.

The air and water stresses are defined using constant
turning angles

T, = pqu[Ug](Z/:costb + ok ox Z/:sindn

T“ = Py Cw

| U, ——u)l [(Uw —7} cos0
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‘vhere_liis the ice drift velocity, ¢/, is the geostrophic
wind, U, is the geostrophic ocean current, C, and C,
are the air and water drag coefficients, p, and p,, are
the air and water densities and & and 0 are the air and
water turning angles. For a more d:tailed discussion
of model dynamics and the spatial finite differencing
code, see Hibler (1979).

The ice rheology, a viscous-plastic constitutive law,
relates ihe ice stress to ice deformation and ice strength
in the following manner:
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where o, is the two-dimensional stress tensor, g, is the
strain lensor P/2is a pressure term, and { and n are
nonlinear bulk and shear viscosities. Ice flows
plastically for normal strain rates and deforms in a
linear viscous manner for small strain rates.

The ice thickness distribution takes into account the
ice thickness evolution as a result of dynamic and ther-
modynamic effects. The PIPS model originally used
a two-level approach (Hibler, 1979). This approach
designates that ice is broken up into two categories,
thick and thin, and that the division between the two
is 0.5 m. The compactness, A, is defined as the area
within a grid cell covered by thick ice, while (/ - A)
is the area covered by thin ice. This treatment resulted
in an average ice thickness over the Arctic, which was
too thin when compared to observations (Preller ct al.,
1986). To correct for this bias and to include the strong
dependence of ice growth rates on thickness, a seven-
level ice thickness calculation used by Walsh et al.
(1985) was added to the PIPS model in March 1988.
This method divides the ‘“‘thick’ ice into seven

categories and allows ice to grow/decay in cach
category. The seven levels are equally spaced between
0 and twice heff, where heff is the effective ice thickness
(Hibler, 1979) or mean ice thickness over the entire grid
ceil. For periods of ice growth, snow cover is also
divided into a seven-level linear distribution of snow
depths equally spaced between 0 and two times the grid
cell mean. When melting occurs, snow is assumed to
be uniformly distributed over the icc covered portion
of the grid cell. Snowfall rates are based on monthly
mean climatological values (Maykut and Untersteiner,
1969; Parkinson and Washington, 1979). This
improved treatment of thick ice resuited in an average
increase of ice thickness of SO cm over the PIPS
domain.

The equations for thickness and compactness are

_aﬁ ~ d(uh) arvh) v S+ diffusi
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where §, and S, are thermodynamic terms defined by
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with frh) as the growth rate of ice of thickness & (heff)
and &, a fixed demarcation between thick and thin
ice. In all model simulations, /£, = 0.5 m. In the
seven-level ice thickness calcutation, heft is the
averaged seven-level sum of ice thickness, including
the calculated snow and ice thickness ciianges. The term
S, is the net growth or melt of ice. S, is the change
in compactness duc to the gros.th or decayv of ice.

Ice strength is treated as a function of the ice
thickness distribution and compactness given by the
equation

P=Pthexp[-Cl ANl

where P* and C are fixed empirical constants, h is the
ice thickness, and A is the compactness. This relation-
ship shows the strength of ice to be stronglv dependent
on the amount of thin ice [(] - A)). It uiso allows
the ice to strengthen as it becomes thicker.




The thermodynamic portion of the code determines
growth and decay rates ot ice based on a heat budget
balance between the atmosphere, ice and ocean
including the eftfects of heat absorbed by teads via
lateral mixing. Similar to Seminer’'s (1976) formula-
tion, heat is transferred through the ice by assuming
a linear temperature profile along with 4 constant ice
conductivity, When open water is losing heat to the
atmosphere, the heat budget growth rates are taken
to be vertical growth rates. When open water absorbs
heat, the heat mixes underneath the tlows to reduce
the vertical growth rate. Any remaining heat can either
cause lateral melting or raise the temperature of the
mixed layer. In the presence of an ice cover. the
mixed-laver temperature i1s always set equal to freezing.
Thus, excess heat absorbed by leads is used for lateral
melting until the ice disappears. During growth
conditions, ice 1s not allowed to form until the mixed
layer reaches the freezing temperature of seawater.

In the two-level version of the model, following
Brvan et al. (1975) and Manabe et al. (1979), the effects
of snow cover are treated such that the ice surface
albedo is that of snow (0.75) when the calculated
surface temperature is below freezing and is that of
snow-free ice (0.616) when the surface temperature is
at the melting point. Thus, the upward heat flow, /,,
through ice of rhickness /1 is

I, = (K h)(1 ~ T,,

0

where K is the ice conductivity. 7, is the water
temperature, and T is the surface temperature of the
ce.

In the two-level case, snow s parameterized only
through the surtace ulbedos while the new seven-level
formulism uses the accumulated rates from Maykut
and Untersteiner (1969) and Parkinson and
Wachington (1979). e ithermal conductivity in the
seven-level case is a single value based on a weighted
sum of snow and ice conductivities

AN K,
(K Sn..; v KWy
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where A, is the ice thickness at that level, Sn, o, is
the snow depth at the same fevel, A is the snow
conductivity, and K, is the ice conductivity. The
prescribed surface albedos used by Walsh et al. arc 0.80
for snow and 0.65 for ice.

The surtace heat budget, after Parkinson and
Washington (1979) and Manabe ct al. (1979), s

civen by
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where a i the surtfuce albedo, 7)) 1s the surface tem-
perature of e 7 s the air temperature, T iy the
water temperature, L:, i~ the geostrophic wind, ¢ is
the specitic hunndity ot the dee surface. £ the
wcoming short wasve radiation, /-, is the incoiiing
long wave radiaton. £, v the pulk sensible heat
transter coetticient, /3, is the bulk latent heat transter
coefficient (water or ice) and D, is the Stephan-
Boltzman constani timces the surface emissivity, This
surface heat budget defines a surface temperature for
the e which balances the heat budget. This
temperature then determines the conduction of heat
through the tce and the growth rate. If the derived
temperature is above freezing, it 1s set back to the
treezing point. Surface and bottom ablation rates are
then determined by the imbalances in the surface heat
budget and by conduction of heat into the mixed laver.
Heat transter from the deep, warmer, occan water can
cither be treated as a constant or as a variable heat
flux into the mixed laver. For a detailed discussion of
the thermodynamic portion ot the model, sce
Hibler (1980). A detailed listing of the values associated
with the paramecters ised by this model may be found
in Table 1 of Preller (1985).

Model Grid: The operationa: PIPS anid was designed
as a subsection of the FNOC Northern Hemisphere
polar :tercographic grnid. The model grid covers a
region including the central Arctic, Barents Sea and
the northern half of the Greenland-Norwegian Seas.
An averaged mapping factor is used to approximate
cqual spacing for the FNOC polar stereographic grid
in the region of the PIPS domain. The ice model grid
is defined as an equally spaced, 127-km grid subset of
the FNOC northern hemisphere polar stercographic
grid. The resultant ice model dimensions are 47 . 25
(Fig. 1). The operational PIPS model timestep is
6 hours.

All boundaries of the model are solid except for the
southern boundary in the Greenland-Norwegian Seas.
This region contains v o rows of “outflow’ arid cells.
Tee can be transterred mrto these grnid cells only by
advection and once there, tlows out of the basin.

II1. Forcing

Both atmospheric and oceanic torcing are necessary
to drive the ice model. Atmospheric torcing is obtained
from the Navy Operational Global Atmospheric
Prediction System (NOGAPS) (Rosmo. d. 1981). This
global atmospheric madel provides surlace pressure
fields. which arc used to determine geostrophic winds.
In addinion to surtace pressure. the NOGAPS modcel
also provides surtace vapor pressure (used i conjung-
tion with surtace pressure 1o determine the spectfic
humidity at the tee surtace), surtace air emperature,
mncorring ~olar radianion tshort wave), sensible heas




flux, and total heat flux. The last three ficlds are used
to determine long wave radiation.

Oceanic forcing exists in terms of monthly mean
geostrophic ocean currents and deep-ocean heat fluxes.
These ocean currents and heat fluxes were derived from
the Hibler, Bryan (1984; 1987; coiipled ice-ocean model
(Fig. 2). The effects of the variability of ocean currents
on ice drift has been shown to be important over long
iime scales (Thorndike and Colony, 1982). On the time
scale of a forecast (5 days), the variability of the ocean
currents has a much smaller effect on the ice drift than
the variability of the wind stress fields. For this reason,
monthly mean ocean currents can be used with some
degree of confidence.

Including monthly mean deep oceanic heat fluxes
has resulted in a tremendous improvement in the
model’s capability to predict edge location in the
marginal ice zone. Hibler and Bryan (1984; 1987) have
shown that this oceanic heat flux can melt large
amounts of ice in the marginal ice zone (Fig. 3). Similar
results were seen in our testing of the Hibler model
coupled to the atmospheric and oceanic forcing
described above (Preller, 1585). Tigure 4a shows
contours of ice thickness for a case with constant
oceanic heat flux of 2 W-m? (a value normally used in
the central Arctic) used over the entire model basin.
Figure 4b shows results of a case identical to that shown
in Fig. 4a, except that the monthly mean heat fluxes
have been used. Including the monthly varying heat
flux results in a dramatic improvement in ice
edge location.

Ideally, one would prefer to have an ocean model,
coupled to the ice model, which can predict the varia-
bility of the ocean on the same time and space scales as
the icc. To date, however, three-dimensional, coupled,
tce-occan models are still in the development stage.

IV. Initial Conditions

The PIPS model can make use of three different
methods of initialization. Each day the model makes
a 120-hour torecast. A file that consists of the model’s
24-hour forecast of ice thickness, concentration, ice
drift, surface ice temperature, and heat absorbed by
the open occan is saved. The model uses this 24-hour
forecast as ity iestart ficld the next day. If the restart
field from the previous day does not exist, the model
searches back as far as 1 weck. if restart fields are not
available, then model climatology is used to restart the
model. The model climatology contains monthly mean
fields derived from 3 years of model integration driven
bv 1986 NOGAPS forcing cach vear. At the end of
the 3-year integration, the model has reached a cyclic
steady state. These *'steady state’” solutions form the
model climatology.

Once per week (usually Friday), in addition to the
restart field, the model is also given a new field of
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gridded ice concentration. This concentration ficld is
a aigitized version of the NPOC weekly ice concen-
tration analysis. The weekly NPOC analysis (Fig. §)
1$ a subjective analysis derived from all availatlc
remotely sensed data (AVHRR, Visible, Passive
Microwave) and all available observations (ship, plane,
etc.) (NPOC, 1986). This field is hand digitized once
per week by NPOC and is transferred to FNOC. The
digitized data is then placed on the model grid and read
into the model as an update or an initialization field.

The PIPS model assimilates this data in the following
manner. A model restart field is rcad in (either a 24-
hour forecast or climatology). PIPS then checks to see
if an NPOC analysis field is available. If the analysis
field is older than 4 days or has been used within the
past 4 days, then an ‘‘update’’ is not made. Otherwise,
if the NPOC analysis is available, the model replaces
its entire forecasted ice concentration field with the
NPOC analysis. Two additional fields are then
updated: the ice thickness and the heat stored by the
ocean. The new concentration field is compared to the
model-derived concentration field. If no ice exists
where it did exist before the update, then the ice
thickness is set equal to zero and a small amount of
heat is added to the open-ocean mixed layer. If con-
centration has been added to a previous open-ocean
region, then the ice thickness is updated in the
following manner

If 0.15<A<0.5 and H<0.5, then H = 0.5
or
If A>0.5 and H< 0.5, then H = 1.0

and heat is removed from the mixed layer.

V. Run Schedule and Output Fielcs

The PIPS model is run once per day, producing a
120-hour forecast on the 00Z GMT watch. The length
ot the PIPS forecast is limited by the length of the
NOGAPS forecast (120 hours).

Model results, output at 6-hour intervals, are saved
during each forecast period and are available for
distribution near 0600 GMT. Products are sent to
NPOC via the Naval Environmental Display System
(NEDS) graphics. The PIPS model produces six
different output fields in conjunction with each day’s
run. Inciuded with these six PIPS fields is an associated
product used for comparison with the PIPS results;
surface pressure fields from the NOGAPS model with
Planetary Boundary Layer Northern Hemisphere
(PBLNH) mode! winds overlaid. The following fields
are chosen from the model’s forecast results to be sent
to NPOC as NEDS graphic products:
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1. lce Drift (cumulative) Tau 24, 48, 72,
96, 120

2. Ice Thickness Tau 0, 120

3. Ice Concentration Tau O, 120

4. Divergence convergence Tau 48, 96, 120

5. 120-hour ice thickness ditterence

120-hour ice concenuiation difference
. Surface pressure with Tau 0, 120
PBLNH winds

Tau indicates the torecasted time trom the initializa-
tion of the day’s run (i.e., Tau 24 i< a 24-hour forecast).
These output fields have been specitically chosen 10
provide guidance products to NPOC. The 120-hour
difference field tor ice thickness and concentration were
specifically designed to assist in making a weekly
forecast of ice concentration and ice edge location.

The PIPS model provides ninge new sea ice products
when compared to previous operational models
(Gerson and Thorndike and Colony). In addition,
PIPS provides all sea ice information on a higher
resolution grid than its predecessors. The only present
disadvanage of the PIPS model ix its coverage. The
PIPS domain size 1s limited by the existing ocean
currents and {
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hieat fluxcs. Thus 1t is limited to a basin
size similar to that used by Hibler and Bryan. This
problem is being addressed in basic research and
development programs ar NORDA | as well as other
laboratorics and universities where coupled ice-ocean
models are being designed.

The PIPS job stream functions on two mainframes.
The NOGAPS miode! is run on the (4-Pipe) CYBER
205, The ocutput trom NOGAPS, the occan currents
and heat fluxes, the model chimatology and the model
restart fields are all stored on the CYBER 205. The
POC wealy L of T oneentrating, T crored e oo
CYBER 860. T'he tee modelis rup on the CYBER 2058
and generates output ficlds, which are then transterred
to and plotted on the CYBER 860. A 120-hour forecast
requires approximately 50 seconds of ¢pu time on the
CYBER 205 and anprosimarely 60 seconds of ¢pu time
on the CYBER 860,

VI. Verification Techniques

A. User Evaluation of PIPS Qutput
Products

The user evaluation o] PIPS was pertormed for
NPOC by Walter B. Tucker 11 of CRREL and
William D. Hhibler 1T of Dartmouth College. The
model evaluation was done in two phases. [n Phase [,
which extended from 13 November 1985 (o
15 March 1986, the model was initialized strictiy from
its own generated restart tield or from a model-derived
climatology, During Phase 1, which extended from

15 June 1986 until 15 October 1986, the model was
updated approximately once per weck using a digitized
ice anabysis prepared by NPOC . In both cases the
primary output producits evaiuated were iee dritt, e
concentration, and ice edge. The Phuase | evaluation
was performed in a gqualitative manner due to the tack
of initialization. update daia avatlable during that
period. The Phase il evaluation was performed in a
much more quantitative manner (Tucher and Hibler,
1987a). The findings of Tucker and Hibler were
reviewed by NPOC, and a summary of this review was
forwarded to FNOC at the end of the test period. The
findings ot the evaluation, plus additional quantitative
evaluation studies performed by NORDA. will be
discussed in the following seciions.

B. Statistical Comparisons with
Buoy Observations

The drifting buoys in the Arctic have been monitored
by the Arctic Ocean Buoy Program at the University
of Washington's Polar Science Center (PSC) (Colony
and Munoz, 1983) since 1979, PSC reviews essentially
raw data from the Service Argos svstem in particular,
position, atmospheric pressure and temperature. These
buoy positions, which are recorded approximately
hourly, are presumed accurate to within a few hundred
meters. For purposes of model verfication, a daily
average buoy position from PSC 1s used to determine
e drift. The positions are given as latitnde-longitude
locations determined out to three decimal places. At
present, ice drift is the single model output, which ¢an
be evaluated in a highlyv quantitative manner.

Comparisons made in these evaluations included
comparing not only PIPS ice dritt to buoy drift. but
alvo cotupdi g e drift from the exisiing operational
moddi (the Thorndike and Colony model) to the buoys
and to PIPS. For PIPS to be declared an operational
model, s ice drift should be at least ay good as or
better than that of the existing operational model.

In performing these comparisons it must be noted
that the buov dnitt represents the drift of a particular
ice flow, which may not move 1 the same manner as
the ice that surrounds it. PIPS ice drift, however,
represents an average ice movement over a 127-km-
area.

As a result of the evaluation performed by Tucker
and Hibler, NORDA also performed an evaluation
using model ice dnft derived using 1983 NOGAPS
forcing (a NORDA standard test data set) versus the
1983 PSC buoy data. For this evaluation a number of
statistical values were caleulated, such as the mean and
standard deviation of cach data set and the mean error
and root-mean-squarce error between data sets, as well
as an index of agreement (atter Willmott, '981; 1985).




C. Comparison of Model Ice
Concentration to Ice Concentration
from NPOC

Aside from ace dnift, a somewhat gquanttative
comparison can also be made ot model ice concen-
tration to the ice concentration derived from a
subjactive weekly analvsis available at the Navy
National Oceanic and Atmospheric Adminstration
Joint Ice Center (JIC) (NPOC, 1986). The PIPS
concentration tields and ice edge were quantitatively
compared to the NPOC analysis and evaluated by
Tucker and Hibler (1987b). Included in this paper are
quantitative comparisons of the most recent PIPS
model ice concentration and ice edge information 1o
the NPOC dat

VII. Operationai Test Results

A. Phase 1 Results

The Phase I evaluation (Tucker and Hibler. 1986)
took place during winter conditions in the Arctic. For
this reason, qualitative evaluations of ice edge were
performed only in the Greenland Sea and the Barents
Sea because the Chukchi Sea was ice covered.
Comparison showed that the model ice edge was
located farther south than indicated by the NPOC
analvsis. Week-to-week displacements of the edge,
however, were generally in the right direction. The con-
clusion drawn was that without any initialization data,
the model predicted too much ice in the winter in the
marginal ice zone. This excessive amount of ice is
probably duc to errers both in the atmospheric torcing
and in the crude temporal and spatial variability of
the occanie foreing.

When modelcr dritt was gualitatively compared to
buov drift, they agreed reasonably well in direction but
were biased fast. Model drift agreed better with buoy
drift in vhe Bearfort Sea than in the central Arctic.

During the Phase 1 evatuation, the FNOC
CYBER 205 was down for approximately 1 week. As
a result, the 2IPS model was imtialized tfrom the
madel-derived chmatology. This event revealed two
points about the PIPS system. First, it could be success-
tully restarted from climatology in such an emergency
situation and, second, with no other incans of initial-
ization it took the model approximately 2 weeks to
return to a state similar to that before the restart.

B. Phase Il Results
1. Comparison with Buoy Observations

The most significant change to the PIPS for the
Phase Il evaluation was the addition of a wecekly
update/initialization of the system by the digitized ice
analysis trom NPOC, Whenever the entire analysis is
available at FNOC, it is incorporated into the model

and replaces the model-derived tield. The digitized
NPOC field undergoes guality control betore being
used by the model. When the ficld reaches ENOC, a
NEDS graphic product s created. This graphic s
reviewed by both NPOC and FNOC. It the product
v not satistactory, then it not used. It ity saustactory,
the field undergoes additional machine quality control
betore it iy accepted. The date of the mitialization
usually lags the analysis date by 3 davs (analvsis
Tuesday, update Friday).

During this evaluation, a more regional statistical
study of ice drift, ice concentration, and ice edge was
made. Eighteen buovs were available during the otal
Phase I period, with approximately 12 available at
any one time. None of these puovs was located i the
castern Arctic, so the comparison was related strictly
to the central and western Arctic,

Cumulative vector plots were caleulated for thiee
individual periods of approximately 37 days cach. The
cumulative vector plots were calculated by summing the
vand v components of 10 chiosen Yorecast days during
the 37-day period (usually as a Wednesday and a
Saturday forecast). Buoy locations were interpolated to
the model grid and ice drift calculated trom the location
change. Tucker and Hibler showed that the PIPS
mode!l drifts were excessive in most cases when
compared to the buoy drift. They also tound that the
error in direction was highly variable, depending upon
the location of the particular buoy observed and the
time of the year (Augusi directional error was the lar-
gest of the three summer months). Tucker and Hibler
also compared PIPS cumulative drift to the drift
derived from the operational tfree-drift model (Fig. 6).
This figure showed that the magnitude of the drift troin
the free-drift model was substantialiy less than that of
PIPS and often was in betier agreement with tae
observed buoy drift.

Tucker and Hibler (1987b) calculated statistics for
torecast buoy drifts over 24-hour intervals accumulated
over the 10-day forecast period «Table 1, Tucker and
Hibler, 1987b). The x and vy component errors
{Av and Ay and the mean error vector magnitude ratio
(e Vohej show the PIPS dritt to be too large in
magnitude. with Ve lobs ratios varving from
100 to 200% . High correlation coetficients (Rx, Ry)
indicated that a lincar relationship existed between
observed and predicted drifts, which implies that the
correction to this magnitude problem may be a simple
iincar correction. Similar statistics performed for each
buoy show that modecl ice drift predictions are best in
the Beaufort Sea and are worst along the Alaskan
coast. Near Alaska the proximity to the land/sea
boundary and the coarse resolution of the model may
result in poorly predicted ice drifts. Ice drift error close
to the pole, although better than that at the Alaskan
coast, seems highly vanable.




As d result of the Sndings trom the Tucker-Hibler
evaluanon of PIPS, an iitense statistical study ot
available wind forcing at ENOC and resultant model-
derived tee drift was made by NORDA . For PIPS to
successtully pass it Laluation, 1t must be uble to
predict tce drift - “cast as well as or better than the
free-dnft me ° As shown in Figure 6, this was not
the case. One would suspect that a model with more
comn'cte phyvsics and a detailed ice rheology should
skow an improved prediction capability. Why did it
result in less accurate forecasts of ice drift?

The free-dritt model uses geoustrophic winds
calculated from NOGAPS surtace pressure fields. PIPS
used the FNOC marine boundary laver wind- produced
by the PBLNH system (Mihok and Kaitala, 1976).
which relates analyzed and forecasted synoptic scale
variables predicted by NOGAPS to the small-scale
variables that describe the turbulent surface layer. The
PBLNH computes vertical profiles of winds as a
function of the Monin-Obukov length scale. The winds
input into PIPS are calculated at 19.5-m heights
(a standard level used for FNOC operational products).

When comparing these two ice drift fields, which
are predominantly wind driven, one would hope the
wind stress fields are also comparable. Figure 8 shows
the cight-day average difference in May of stress from
PIPS calculated using the equation

— —»

=p, Cpo vV C, =27 x 107

ST,
minus the surface wind stress calculated from
geostrophic winds using

T, »,C, U, (U, cosd + k x U,sing) ;

Wt

C., 12<10°¢ - 23",

This result shows that the PBLNH wind stress is
larger than the geostrophic wind stress by more than
1 dyneoem-= in a number of regions. The only place
where the PBLNH stress is less is in a small region
about the pole. The PBLNH stresses are originally
calculated on a spherical grid and then interpolated
to 1 Hlar stercographic. This results in a singular point
at the pole. Thus winds near the pole are often
crroneous. [f the difference between these wind stress
magnitudes was due strictly to the drag coefficient, then
one would expect a constant difference over the
domain. Figure 7 shows that this is not the case.

As a result, identical test cases of the PIPS model
were run using 1983 NOGAPS forcing with only one
ditference. In the first case, the PBLNH marine winds
were used. In the second case, gcostrophic winds
calculated from NOGAPS suriace pressure were used.
Statistical comparisons were performed on these two
data sets, compared to buoy data and also to ice drift
from the free-drift model.

For this series of restsy 22 huoss were o oabant s
although not all were wvanlable over the entore v
Figure 8 shows the monthly mean 24-hour torecas!
magnitude of the ice drtt averaged over afl avalubie
buoys. Note that except tor February, the PHPS modyi
driven by the PBLNH winds gave the Targest dnts
When driven by geostrophic winds, resultant PIPS e
drift was generally smaller and in beuter apreement.
but was not as good as the 1ce drift from the Thorndike
and Colony model. To improve the comparison ot the
PIPS model with the buoy drif1, the drag coetticients
were reduced unti] the best agreement with buoy data
was reached. Best agreement was reached when the
drag coefficient for the PBLNH was reduced 10
1 x 10 * (approximately a tactor of 3) and when the
drag coefficient for geostrophic winds was reduced 1o
0.8 x 10 *(a factor of 1.4). A valueof | » 10 ‘isan
extremely small drag coefficient for surface winds.
Therefore, geostrophic winds, using the 0.8 x 10 °
drag coefficient, was chosen as the more realistic
approximation. Use of the geostrophic winds also
reduced error in the region near the pole where the
PBLNH winds contained a singular point. Figure 9
shows the comparison of mean PIPS dritt driven by
geostrophic winds with C;; = 0.8 x 10 * to the tree-
drift model and 1o buoy observations. Note that the
PIPS modcl is now better than the free-drift model for
8 out of the 12 months.

Figure 10 shows the monthly averaged 24-hour
forecasted RMS error between PIPS driven by
geostrophic winds and buoy data and the frec-drift
model and buoy data. Note that from January through
May and from July through August, the RMS errors
are almost equal to each other and are less than
1S cm/sec. From September through December the
average RMS error rises in both cases, but PIPS does
substantially better in October and November. PIPS
1s also dramatically better than free drift in June. This
increase in RMS error for free drift takes place during
the months of seasonal transition in the Arctic. and
could indicate that free drift was not a good assumption
tor ice during this period of changing ice conditions.

Figure 11 shows the monthly averaged 24-hour
forecast index of agreement between PIPS and the
buoyvs and free drift and the buoys. The index of agree-
ment reflects the degree to which the observed value
(buoy) is accurately estimated by the predicted value
(PIPS or free drift). It is not a formal measure of
correlation, but is a measurement of the degree to
which a model’s predictions are error free. The index
of agicement is expressed as
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where

() = observed val

P - predicted value
and

PP 0O

0 0 0
where

O observed mean

P predicted mcan.

A value of 1.0 (100%) mdicates perfect agreement
between predicted and observed vatues (Willmott,
198 1), The trends of thomdey of agreement follow the
trends in the RMS crror quite closely. During atl
months except Aprilana August, the PIPS model bas
a higher mndes of agreement. ihe indes of agreement
tor free dritr is also paviealarly poor during the
seasonal rransition pertods as indicated by the RMS.

2. Iee Concentration—Ice Edge Comparisons

PIPS concentration and ice edge location torecasts
were ovaluated by compaiie them to the digitized ice
anadysis from NPOC Although the model update takes
place approxamately 3 das s after the analysis, for these
Jomparisons, the date of the update will be used as
the analysis date.

Fucker and Hibler pertormed a series of
comparisons and some statistical analyvses ot the PIPS
forecasts during the sumimer period of July -October
19s6. Thes tound a number of trends appearing in the
duta. First, the PIPS model forecast tower concentra-
tions m the certrab Avctic then the NPOC analvsis. Part
ol iias ditfcrcnee is bocause the NPOC analysis otten
assipns o 100" concentration to the central Arctic
where observations are scarce. They also found that
the model ice edge ofren retreated too quickly in the
western Aretic, resudting inoan excessive amount of
open water in the Chukcehi Sea. Agreemest was far
better in the castern Arctie. Although the ice edge
occastonally advanced too quickly, good agreement
was observed, even in sttuations when the model had
not been updated tor 3 weeks.

C. NORDA's Evaluation

Atter the model's operavional evaluation, a change
was made to the model's time step, reducing it from
23 hours to 6 hours, This reduction would recolve the
dady cartabihiey of the solar radiation and atmospheric
Neat thuves and thus improse the we edee torecast. In
adduion,
ceostrophie winds as discissed 1 the previous section.
After rhese chunees were mplemented, a second
cvaludation ot the maodel was pertormed by NORDAL
by aluation of the PIPS model s an ongoimy cftort at
NORDA

tho monded torang was changed o use

1. Ice Drift vs. Buoy Drift

Starting on 17 June 1987, NORDA began o obtain
buoy fixes from the Service ARGOS system on a daily
basis (hig. 12). A statshical study simiiiar o that
presented in section VB was conducted. Stanstics were
performed on consecutive, approvimately 2-week-long,
data ~ets over the period of 1 vear. Table | shows the
mean, Table 2 shows the RMS error, and Table 3 shows
the index of agreement for the ice drift magnitudes
from this vear-fong test. We have included 1n these
tables, the upper and lower bound values associated
with thie 93 confidence interval. The contidence limits
are caleulated using a nonparametric approach from
Etron (1981a, 1981b) and Efron and Gong (1983),
called the “*bootstrap.™ The bootstrap makes no
a4 priori assumpuions about the probabitity density
function being analyvzed, but creates an empirical
distribution tunction by resampling a set of
N independent observations (Willmott et af.. 19K5),

This test case shows that PIPS results are better than
tree driftin the mean: however, they have similar RMS
errors and PIPS has a slightly better index of agree-
ment. From the RMS error values, it appears that both
modcls have similar “statstical™™ accuracy. The index
of agreement shows that both models are close to and
often significantly greater than 0.5 in all but the
summer months. This statistic indicates that boeth
models are signiticant error-reducing descriptions of
ice drift in all but the summer months. Although the
index of agreement implies that neither model 1s an
outstanding predictor of ice drift magnitude in the
summer, PIPS compares more closcly with the
observations in the mean than does free drift during
this time.

2. Ice Concentration — Ice Edge

A new comparison of model ice edge and ice concen-
tration vy, NPOC analysis was performed on model
results derived after the change o a 6-hour time step.
Similar to Tucker and Hibler, we drew ice concen-
tration along seven designated lines across the PIPS
domain (Fig. 13). Representative winter and summer
data sets were chosen. A 23-hour miodel torecast was
comparcd to an NPOC analysis tor that same day.
Note that for the winter data (April), all comparisons
were made 7 days after an update (Figs. 14a and 1+b).
Results show excellent agreement between the model
ice edge and the NPOC analysis in the western Arctic.
In the castern Arctic, the agreement is fairly good:
however, the model can predict too much or slightly
too little iee at the edge. Agreemient is very good in
the cemral Arctic in wanter.

Frgures 18aand 13b show summer results along the
sattic seven lines, Results are trom cases where the
model was updated cither 7 or 21 davs prior to the
comparnon. Note that in September, the peak of Arctic
sunimer, the model resulis show that the we edge




retreated too far north in the western Arcuic, However,
there is good agreement at the ice edge in the wes.ern
Arctic by October.

Figures 16a and 16b show the mean concentration
error for the entire line dependent upon the number
of davs since update tor winter and summer.
Comparison to a similar figu-e done by Tucker and
Hibler for 1986 PIPS resufts (Tucker and Hibler,
1987b) shows that t*e error in 1987 has beer reduced at
the 7- and 21-day inteovals. In both cases, large error
is seen along line 23, a location nea: the Soviet ist.
Poor PIPS results in this region are provably duc to
the preximity of the model boundary - lack of

resolution of die coast at this boundary. As observed
by Tucker and "ibler. the mean concentration error
for a 7-day update 1s lo s than that for a longer update
(21 daysj.

Figures 172 and 17h show mean ice odge error
(model-data) in summer for cach line averaged over
the two 7-day and two 21-day update cases. Note that
in both cases all but two of the values fall within
+ 63 km or one-half a grid distance, the expected error
of the mode!. Results trom the cases updated 7 days
mrior to the run have slightlv smaller ¢error than cases
updated 21 days prior to the run. The magnitude of
the error for the eastern and western Arctic 1s

Table 1. Mean drift (m/sec).

BUOY PIPS FREE DRIFT
CONFIDENCE LIMITS (95%) CONFIDENCE LIMITS (95%) CONFIDENCE LIMITS (95%)
1987 VALUE LOWER UPPER VALUE LOWER UPPER VALUE LOWER UPPER
617 1065 0688 1635 0928 0733 1166 0538 0415 0608
724 0690 0340 1026 0854 0694 1103 0561 0463 0691
809 0754 0370 177 0739 0580 0896 0447 0346 0537
825 0780 030 1371 0770 0553 1048 0513 0373 0660
909 1015 0043 1443 £912 0680 1152 0560 0418 0702
1008 1050 0298 2020 €208 0623 1158 0650 0495 0797
1114 077¢ 0372 1210 1184 0836 1552 0832 0580 0960
1219 0555 0373 0778 11055 079C 1328 0713 0560 0878
1988 -
105 0788 0532 1144 0964 Q754 1214 0656 0520 0808
124 0985 0572 1523 0838 0695 1198 0692 0548 0835
210 0722 0415 0943 0767 0568 1022 0626 .0500 0793
229 0776 0549 1043 0849 0626 11094 0616 0477 0735
322 0915 0630 1248 0972 0725 1253 0610 0485 0985
412 1043 0683 11580 1078 0783 1445 0763 0568 0985
430 0954 0664 1209 0932 0730 1162 0646 0550 0816
526 0625 0442 0845 0629 0481 0839 0484 0370 0615
Table 2. RMS error (m/sec). Table 3. Index of agreement (%).
f PIPS FREE DRIFT PIPS FREE DRIFT

CONFIDENCE LIMITS CONFIDENCE LIMITS
(957%:) (95%%)
VALUE LOWER UPPER | VALUE LOWER UPPER

CONFIDENCE LIMITS CONFIDENCE LIMITS
(95% (95%)
VALUE LOWER UPPER | VALUE LOWER UPPER

617 0692 05870 1432 | 1185 0530 1633
724 0723 0484 0556 .0689 1399 .0894
809 0879 0531 1220 .0€84 0451 1287
825 1168 0596 1746 1 1100 0504 1667
909 0907 0647 175 | 0982 0605 1330
1008 1862 1018 2740 1788 .0800 2730
1114 0982 0670 1296 .0898 0544 1180
1219 0790 0528 1043 0528 0375 0678
105 0694 0470 0932 .0606 0328 0910
124 1220 0603 1677 | 1158 0435 1667
2'0 0717 0402 1035 39708 0390 1060
229 .0736 0454 0994 0691 052 .0896
322 0652 0403 0878 0647 0457 0860
412 1110 0535 1615 1055 0490 .1543
430 0630 0360 0910 064 0374 0904
526 0473 0275 0667 0445 0267 0621

617 4765 2400 3755 | 4152 2627 5597
724 5726 3030 7690 | 4890 2750  .6739
809 2941 1300 5830 | 3051 1973 .4899
825 .2187 0449 5067 | 2673  .0510 .5098
909 5390 2578 7115 | 5008 3215 6445
1008 2642 0850 5070 2825 0933  .5007
1114 6296 3180 8016 | 5160 2790 6876
1219 4730 .2048 7023 | 4740 2012 6985
105 5506 3038 7356 5458 2908 7966
124 3815 1788  .5383 3760 1927 5703
210 6182 3365 8372 | 5285 2322 7370
229 4644 2610 7137 5780 3367 6051
322 6553 3842 8452 | 6192 3812 7945
412 4103 2313 6883 | 4155 2758 6330
430 5646 29380 7836 5574 2770 7352
526 6005 3675 7904 5546 3343 7494




approximately the same tor the case 7 days after
update, hut 21 days after updating, error noticeably
increases in the western Arctic, indicating that the ice
edge is farther north than obscrved.

Winter results (Fig. 18) are all from cases 7 days after
update. Al values from these results fall within
one-fourth grid distance crror, showing very good
agreement between the model aud the data.

3. Ice Thickness

A comparison ot forecast ice thickness to observed
ice thickness during the period of the evaluation was
not possible, since observations of ice thickness are
both temporally and spatially scaice. However, PIPS
ice thickness has been compared qualitatively to
seasonal and vearly averaged ice thickness derived from
submarine data (L.eSchack et al., 1971; Garrett, 1985).
These comparisons (Preller ct al., 1986) showed that
the PIPS model developed a realistic ice cover with
thickest ice developing along the Canadian
Archipelago, thinning towards the pole, and continuing
to decrease from the pole toward the Soviet coast
(Fig. 4b).

A comparison of PIPS ice thickness versus
submarine data (Garrett, 1985) was also done basin
by basin. Garrett examined data from the years 1960,
1962, 1967, 1971, 1973, and 1975-1982. From this data
he calculated a mean ice thickness for eight different
regions in the Arctic. It should be noted that data was
not available in every basin for each season or even
each year. The PIPS model was run with the same
oceanic forcing but with several different years of
NOGAPS forcing (1983, 1986, 1987). Unftortunately,
NOGAPS atmospheric forcing was not available
until 1983, so there are no resuits that compare directly
to the vears with submarine data; however, certain
trends are scen from year to year. Figures 19a and 19b
show comparisons of model results from 1986 and 1987
to the submarine data. Our 1987 PIPS results were
often updated by the NPOC analysis, while 1986 results
uscd no update data. Simitar trends exist in both years
with two main “lifferences. The 1986 results gencrally
have thicker ice in all basins except for the Greenland
Sca. This increase in ice thickness is due to the
implementation of the Walsh et al. (19835) seven-level
ice thickness calculation in the 1986 test case. Poor
agreement in the Greenland Sea in both cases is due
to PIPS’ tendency to develop very thin ice in the
Greenland Sca in the summer and fall. Results in
1987 are slightly better than 1986 because the model
was updated with the NPOC analysis. The update
corrected the ice thickness near the ice edge, thus
adding more ice to the Greenland Sea. In general, the
agreement between model and data is fairly good. One
would expect agreement between data and the model
1o 1mprove as more observational data becomes
available (more vears and seasons tor cach basin) and

more model runs (more vears) are made to create a
better average.

The NORDA evaluation showed a definite improve-
ment in the PIPS model over the Tucker and Hibler
evaluation in both the ice drift and ice concentration
assessments. This improvement was due to use of more
accurate wind forcing (geostrophic winds) and higher
accuracy in the atmospheric fluxes due 10 a 6-hour
versus 24-hour time step.

VIII. Example PIPS QOutput

PIPS presently outputs 14 fields as NEDS graphic
products. The following figures are PIPS results from
14 November 1987. in general, the fall represents a
period of southward-advancing ice in all parts of the
Arctic.

Ice drift is represented as “‘cumulative’ ice drift and
1s output at Tau 24, 48, 72, 96, 120. Cumulative drift
vectors are created by adding resultant ice drift vec-
tors “*head to tail”” at every time step. Figure 20a is
the 24-hour torecasted cumulative ice drift from the
00Z 14 November run. Figure 20b is the NOGAPS
surface pressure field with the PBLNH winds overiaid
at Tau 0. Figure 20c¢ is the geostrophic wind field
calculated from NOGAPS surface pressures (from the
NORDA 24-hour forecast run). Note that the pattern
developed by the ice drift closely follows the wind
except for the turning of the drift slightly to the right
of the winds. Figure 21a is the cumnulative ice drift over
the 120-hour forecast, and Figure 21b is the 120-hour
torecast NOGAPS surtface pressure. The drift pattern
established in the 24-hour forecast is still observed in
the 120-hour forecast. The only change is when the
center of the anticyclonic circulation in the East
Siberian sea shifts toward the northeast due to the
movement of the pressure centers during the 5-day
forecast.

Figure 22a shows the ice concentration at Tau 0 and
Figure 22b shows the 120-hour forecasted ice concen-
tration. The concentration in the cential Arctic is
approximately 100%. Gradients of ice concentration
become tight at the ice edge in the Greenland, Barents,
and Beaufort Seas. The dark black line in Figure 22a
1s a coarse-resolution, ice edge message sent weekly to
FNOC by NPOC. The most recent update of the ice
model was on 30 October 1987, 15 days prior to this
run. These results show an increase in ice concentration
and an extension of the ice edge southward in the Kara,
Beaufort, and Chukchi Seas, as well as in the area west
of Spitzbergen. These results agree with observations
from this period, except in the region west of
Spitzbergen. The PIPS model often predicts too much
we west of Spitzbergen because of the coarse
resolution used by the Hibler-Bryan model (160 km),
which docs not resolve the West Spitzbergen Current
or the heat carried by that current.




Figures 23a and 23b are the ice thickness fields at
Tau 0 and at the Tau 120 forecast. The ice thickness
contours show maximum thickness along the Canadian
Archipelago (4 m), thinning toward the pole. At Tau 0,
a small amount of open water still exists in the model
along the Alaskan coast and in the Beaufort Sea, but
by Tau 120 ice appears to have reached most of the
coast.

Figures 24a and 24b are the 5-day forecast change
in ice concentration and ice thickness. Changes in both
thickness and concentration are almost all positive,
indicating the growth of ice and advance of the ice
edge. Maximum changes in ice thickness are 30 ¢cm in
the Beaufort and Kara Seas, while the maximum
change in ice concentration is 40% in the Beaufort Sea
and 50% in the Kara Sea. These changes in ice
thickness and concentration are confirmed by the
18 November 1987 NPOC analysis, the closest analysis
to the date of the 120-hour forecast.

IX. Summary

The Polar Ice Prediction System (PIPS) is a
dvnamic/thermodynamic sea ice model used at
FNOC to forecast ice drift, ice thickness, and ice
concentration. The PIPS model covers the central
Arctic, as well as the Barents Sea, and the northern
half of the Greenland and Norwegian Seas.
Predecessors to the PIPS model at FNOC were the
Gerson Model and the Thorndike and Colony free-drift
model. PIPS predicts not only ice drift at a higher
resolution than the existing free-drift model, but also
the effects of growth and decay of ice. As a result, PIPS
produces nine additional products over its’
predecessors.

An operational test of PIPS was performed in two
phases by Tucker and Hibler (1986; 1987). Phase |
extended from 15 November 1985 to 15 March 1986
and consisted of a qualitative analysis of the model’s
results. Phase II extended from [5 June 1986 until
15 October 1986. During Phase II, the model was
updated aporoximately every week by an ice concen-
tration analysis from NPOC. Tucker and Hibler
concluded that the magnitude of the ice drift from
PIPS was roo large. They also concluded that, although
some error did exist in matching the predicted model
ice edge to the NPOC ice edge, trends of ice growth
and decay predicted by the model were accurate. They
also found that the model’s forecasting ability
improved with the frequency of updates.

In response to these findings, NORDA and FNOC
improved the PIPS model by changing the wind forcing
from the PBLLNH winds to geostrophic winds derived
from NOGAPS surface pressures and by reducing the
time step from 24 hours to 6 hours. A statistical study
of the model driven by geostrophic winds showed that
the upgraded PIPS model now forecasted ice drift at

least as well as or better than the free-drift model. A
quantitative study similar to that done by Tucker and
Hibler showed that these changes also improved the
model’s ability to predict ice concentration and icc cdge
location.

Based on these improved results, the PIPS model
was declared operational on 1 September 1987. PIPS
is constantly monitored on a daily basis by both
NORDA and FNOC. Plans for the existing PIPS
model include the development of blending schemes
to blend all available data into the ‘‘best possible”
update field for the model. In addition, FNOC is
presently running its first high-resolution regional
model, the Barents Sea model, for initial testing. The
Barents Sea model uses the ice thickness from PIPS
as a boundary condition for its northern, open
boundaries. Future ice forecasting models expected to
become operational at FNOC are additional regional
models, such as a Greenland Sea model, and coupled
ice-ocean models.
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Figure 1. The PIPS model domain with the 127-km resolution grid overlaid.
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Figure 2. Annual averaged Hibler-Bryan ocean currents. Maximum vector is 0.1 m/sec.
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d‘iL Siberia

Greeniand

Figure 3. Average annual heat gained by the upper layer of the ocean from the deeper ocean and lateral heat
transport. Contours are in capacity of heat used to melt meters of ice per year (I m/year = 9.57 W-m?} from
Hibler and Bryan (1987).
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\

Figure 4. Model siriuiated ice thickness using (a) constant oceanic heat flux of 2 W-m? (b) monthly mean Hibler-
Bryan oceanic heat flux. The southernmost contour approximates the model ice edge. Coniivur thtetva. > 0.5 m.
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Figure 6. The 141 iour cumulative ice drift from 10 chosen forecast days during the period
28 August—4 October 1986. Results are from buoys, the free-drift models, and PIPS. Scale is in nautical

miles.
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Figure 7. Difference between Marine Boundary Layer Wind Stress and Geostrophic Wind Stress averaged over
an 8-day period in May 1983. Contours are | dyne/cm?. Shaded areas are differences greater than 1 dyne/cm?.
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Figure 8. Mon:hlv mean ice drift magnitude averaged over every available buoy location. “‘P"’ represents PBI.NH
wind result. ‘G’ is geosiicyhic wind result, “‘F’’ is the free-drift result, and ‘B’ is buoy data.
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Figure 9. Monthly mean ice drift magnitude averaged over every available buoy location. ‘G’ is the geostrophic
wind result using a 0.8 x 107 drag coefficient; “‘F’’ and ‘‘B’’ are the free-drift and buoy results (same as Fig. 8).
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Figure 12. Arctic buoys available during June 1987.
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Figure 13. PIPS model grid. Line used in concentration and edge location analysis are highlighted.
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Figure 22a. PIPS Tau 0 ice concentration. Contour interval is 0.1 or 10%.
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Figure 22b. Tau 120 forecasted ice concentration from the 17 November 1987 run. Contour interval is 0.1 or 10%.
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Figure 24a. PIPS 5-day forecasted change in ice concentration. Contour interval is 0.1 or 10%.
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