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PREFACE

Hosted by Sandia National Laboratories and the Air Force Weapons Laboratory, the 59th Shock and Vibration
Symposium 15 a continuation of the series of symposia sponsored by the former Shock and Vibration Information
Center (SVIC). As was true of the 58th Symposium in 1987, this conference was organized in response to the
continuing needs of the shock and vibration technical community. Because these symposia provide the only annuai
forum for the interchange of certain defense- and space-related information, they are expected to continue on an
annual basis while a permanent solution for the sharing of such information is being sought

The response to the Call-for-Papers for the 59th Symposium was very gratifying; a large percentage of the more
than 130 papers proposed were accepted. The final program included an Opening Session and trec Plenary Ses-
sions as well as 14 unelassified and four controlled-access technical sessions, Responsibility for preparation and
distribution of the Proceedings for the 50th Shock and Vibration Symposium has been shared by Sandia National
Laboratories und the Air Force Weapons Laboratory (AFWL). All technical papers for public release have been
published by Sandia in four volumes. Volumes I, II, and III are to be distributed to registrants at the Symposium;
Volume IV is to be mailed tv qualified individuals after the Symposium. All technical papers requiring controlled
access are to be published by AFWL and mailed to qualified recipients as soon as possible following the Svmpo-
sium. Outstanding support from representatives from Sandia and AFWL and the enthusiastic cooperation of
authors and speakers have helped greatly in attaining these goals.

The reader will note that each volume of the Froceedings contains a Table of Contents for all four volumes; how-
ever, the contents of Volume IV as of this writing are subject to change. The contents of the limited access Proceed-
ings published by AFWL will be arranged in a similar way. Any questions relating to post-symposium availability
may be addiessed to me or to an appropriate Host Representative. It is anticipated that the unlimited Proceed-
ings will be available from the National Technical Information Service and that the controlled-access Proceedings
will be available from the Defense Technical Information Center.

Any success that the 59th Symposium may enjoy is the result of a team effort, and certain members of that team
deserve special recognition. Host Representatives Dave Smallwood and Rod Galloway are to be applauded for pro-
viding the outstanding support that made the Symposiam possible. The Interagency Program Committee is to be
congcatulated for a superb technical program. In addition, the Vibration Institute deserves credit for their werk
on producing the Proceedings. And my wife Sallie deserves very special thanks for keeping track of endless details
and managing the registration. Finally, I oifer my sincere personal thanks to all authors and speakers for their
cooperation in meeting the necessary deadlines.

Henry C. Pusey
Symposium Manager
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DEVELOPMENT TESTING AT SANDIA

Mr. Del M. OMson
Director of Development Testing
Sandia National Laboratories

Albuquerque, NM 87185

Sandia National Laboratories maintains an extensive development
test capability including, but not limited to, explosive, chimatic,
electromagnetic, thermal, mechanical shock, vibration, and static
environments. These facilities are briefly described.

BACKGROUND

Sandia National Laboratories was established in 1945 and operated by the University of
Califormia until 1949, when President Truman Asked AT&T to assume the operation as an
"opportunity to perform an exceptional service in the National Interest.” Today AT&T
Technologies, Inc. continues to operate Sandia for the Department of Energy on a no-profit,
no-fee basis. The Labs' responsibility is national security programs in defense and energy,
with primary emphasis on nuclear weapon research and development. Sandia also does a
limited amount of work for the Department of Defense and other federal agencies on a non-
interference basis.

Sandia National Laboratories is one of the nation’s largest research and development
engineering facilities. About 7200 persons are employed in Albuquerque, about 1100 in
Livermore CA, and about 100 at the Tonopah Test Range, the Nevada Test Site, Kauai Test
Facility. and elsewhere.

About 60 percent of Sandia’s research and development effort involves the weaponization of
nuclear explosives for national defense; the remainder involves energy programs and advanced
military technologies. About 30 percent of Sandia’s operating budget is from federal agency
reimbursables. Sandia does not manufacture or assemble weapons, this work is performed by
other contractors. After the weapons reach stockpile, Sandia quality assurance evaluators
periodically obtain representative samples and test them in laboratory and field exercises to
ensure that they continue to operate safely and reliably.

Sandia operates a broad range of facilities, many of them unique. They are used for a wide
variety of projects, ranging from basic materials research. to the design of specialized
parachutes. Development testing is an integral part of our activities and the facilities include
state-of -the-art equipment for environmental testing, radiation research, combustion research,
and cemputing.

DEVELOZMENT TESTING

Sandia Nauonal Laboratories has an exceptional range of testing facilities that in many
instances have been designed and built here and are not readily available anywhere else,
especially in one easily accessible location. Although designed and built for the Department of
Energy, these facilities give Sandia a unique capability to assist government agencies and their
contractors who have development testing projects requiring state-of -the-art skills and
facilities. Through special arrangoments, Sandia can make its facilities available for such
projects. Some of these facilities are briefly described below. Many of Sandia's test facilities
are located in remote locations to facilitate the testing of items with explosives or other
hazardous materiais.




Aerial Cable Facility: Steel cables stretched between mountain peaks are used to free-drop
pavioads as heavy as 3000 Ib from heights of 600 . Impact velocities of up to 190 ft s can

e

be achieved in free fall; 1000 1y s using a rocket pull down technique.

Centrifuges: Centrituges range from spinners capable of spinning a 330 kg test item up to
40,000 rpm. a high-onset centrifroe with a 107 radius which can reach 2000 ¢ in | 4 second, a
35 ft radius outdoor centrifuge. to a 29 tt radius below-ground centrifuge with a capacity of
1.6 million g-1b.

Climatic Test Facilities: Sandia maintains a large number of chambers and ovens for
simulating a wide range of environmental conditions. Exposures ar2 made 1o combinations of
temperature, thermal shock. humidity, and altitude, as well as salt-tog and rain. [tems as large
as 8 ftin diameter and 30 feet long can be accommodated.

Electromagnetic Environments Simulator. This facility is capable of producing continuous
wave electric fieids over the frequency range of 4 MHz to 10 GHz and tields of 100.000 V m.

Explosive Testing: Explosive testing takes many forms at Sandia including blast testing using
shock tubes and explosively driven flver plates. Shock tubes up to 19 ft in diameter are
available. Flver plates have achieved velocities up to 14, 000 ft/s.

Field Testing: Two field ranges are used by Sandia: the Tonopah Test Range in central
Nevada i1s used for flight and trajectory studies, and high altitude rocket and reentry body
studies, and the Kauai Test Facility in Hawaii has a rocket launching capability for high-
aftitude scientific research and reentry vehicle studies. In addition field tests operations are
conducted world wide supported by a substantial inventory of test equipment.

Fuel Fire Facility: The Aircraft Fuel Fire Simulation Facility, designed and built by Sandia,
represents a major advance in fire testing with jet fuel.

Horizontal Actuator: The facility consists of an 18 in. pneumatic actuator with a 92 ft track.
The actuator can directly generate 700,000 Ib of force. Larger forces and a variety of pulse
shapes can be generated using multiple sleds.

Large-Scale Melt Facility: The melt facility helps engineers understand and predict events
during a reactor-core meltdown. During full scale testing, temperatures above 3000 K are
produced.

Laser Tracker: Sandia's laser tracker with a three-radians-per-second slew rate 1s unique
among tracking instruments and is ideally suited for measuring trajectories of high
poiformance rocket systems or other high velocity projectiles.

Light-Initiated High Explosive (LIHE) Facility: This facility developed at Sandia permits the
remote spraving of explosives nnto complex surface shapes and detonating the explosives with
a flash of light. Impulse levels from 10 to more than 10,000 taps can be achieved.

Lightning Simulator: The lightning simulato~ duplicates the characteristics of severe natural
lightning currents in a controlled laboratury environment. The tacility can produce up to 4
strokes per flash with currents rising to a peak of 200,000 amps.

Modal Testing: Sandia conducts state-of -the-art modal tests on items ranging from
components weighing a few ounces to 100 m tali vertical axis wind turbines. Tests are run in
both the laboratory and at field locations.

Nondestructive Testing: NDT methods used at Sandia include x-radiograph, ultrasonics,
computer aided radiography and ultrasonics, radiographic image analyvsis, laser interferometry,
and others.
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Photometrics: The equipment encompasses slow- m ultra-high-speed camera and video
svstems, most of which can be mounted on unique tracking platforms. Radiometric equipment
covers the untraviolet through the near infared spectrum.

Radiant Heat Facility: Sandia’s Radiant Heat Facility provides laboratory simulation of high
temperaiure environments and acquires and records the responses of test items to these
environments. Up to 3 MW of power can be used to simulate a wide variety of heat sources
including solar. reentry heating, and tires.

Rocket Sled Facility: Sandia has two rocket sleds; a 10,000 ft narrow gage track for high-
velocity requirements, and a shorter standard railroad gage track used to simulate
transportation and other relative low velocity (up to about 300 mph) accidents.

Shock Testing: In addition to the facilities described elsewhere for conducting mechanical
shock tests. Sandia has several conventional shock machines, air guns, and actuators. Sandia
pioneered developments in reverse Hopkinson bar testing, pyvrotechnic shock simulation, and
water entry simulations.

Structural Testing: Sandia has static test frames capable of testing items up to 200 in long
with loads up to 500,000 lb. Several Universal Test Machines are available for conducting
tests from a few ounces to 600.000 Ib. Pressure vessels aie available for conducting pressure
tests of items up to 40 inches in diameter and 10 ft long. Items 18 inches in diameter and 5
t't long can be tested to 16,000 psi. These facilities are equipped with extensive
instrumentation for measuring strain, displacement, load, pressure, and other quantities.

Vibration Testing: Sandia conducts vibration tests on components, subsystems, and entire
systems using a number of modern shakers systems with state-of-the-art digital control
svstems. Available shakers range from 1 Ib force to 40,000 lbs. Sandia has been a leader in
implementing digital controls for shock, sine, random, and multiple input random testing.

Water Impact Facility: Sandia maintains a 50 't deep pond used in conjunction with a 300 ft
drop tower and air powered guns to provide testing for water-entry and water impact studies.

CONCLUSIONS

As the above list illustrates, Sandia maintains an extensive development testing capability. The
combination of unique environmental requirements, low production numbers, high reliability
and safety requirements. and the difficulty of {ull scale tests requires Sandia to continually
strive to provide the most realistic simulations possible. This effort has resulted in a unique
national asset which can be made available to qualified users. Further information about the
capability or availability of any of these facilities can be acquired by contacting Sandia
National raborutusics, De.elopment Testing Directorate, Albuqueraue. New Mexico (505) 844-
8007.
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THE QUEST FOR w = \/K/M:
NOTES ON THE DEVELOPMENT OF
VIBRATION ANALYSIS

Neville F. Rieger
Stress Technology Incorporated
1800 Brighton-Henrietta Town Line Road
Rochester, NY 14623

ABSTRACT

The origins of vibration analysis are traced through the
achievements of piomeers such as Galileo, Mariotte, Newton,
and Leibnitz, and of developers like the Bernoullis, Euler,
d'Alembert, and Lagrange, Necessary conditions for the
development of the single degiee theory are deduced, and
some possible originators of the formula and theory are
proposed.

INTRODUCTION

Mystery surrounds the origin of the formula w = \/K/M which is commonly used to
calculate frequency of vibration of a single degree systeml. The name of the person
who first recognized the significance of this formula is not known, nor is that of
the originator of the familiar theory for vibrations of a single degree system. The
formula and its related theory are fundamental aspects of all modern vibration
textbooks, and both are in daily use by vibration engineers, The fact that so
little is known about the origins of both is an intriguing blank in the history of
cngineering, This paper outlines some of the research conducted by the author in
his quest for the origin of the formula and its theory.

The development c¢f vibration knowledge may be classified into four phases, In
the first phase (1564-1727) fundamental knowledge was developed on mechanics, on the
concepts of dynamics, on the differential and integral calculus; and the theory of
differential equations was begun, In the second phase (1687-1787) the structure of
modern mathematics was established and greatly developed by scientists who were also
intrigued by problems of oscillation of strings, The third phase (1787-1850) saw
the development of general theories of elasticity and of vibration theory, with
supporting experiments, The fourth phase (1872-1934) includes the work of scholars
of vibration, and their development of analysis methodologies from the vibration
knowledge which had evolved over three centuries,.

GENIUS AWAKENING (1564-1727)
Galileo GALILEI (1564-1642) was born in Pisa where his father was an estab—

lished musician and composer, At nineteen he enrolled at the University of Pisa to
study medicine, Under the guidance of the mathematician Ricci, he studied geometry

1 w is circular frequency of vibration, K is stiffness, and M is mass,

7

]




and natural phenomena, and in 1584 he considered the regularity with which =a
pendulum oscillates. As the story goes, these studies began with his observations
ot the great lamp of Pisa Cathedral, swinging in a cross-breeze. Galileo's later
writings show that be understood the laws of the pendulum. He was also the first to
propose that the pendulum could L. Gdsed as a Ludis for precise timekeeping.
According to a plaque at the entrance to the Leaning Tower in Pisa, his initial
studies of falling objects were made from the Tower in 1586.

Instead of pursuing medical studies, Galileo moved to Florence where he studied
mathematics and mechanics. In Florence he wrote on hydrostatics and on the center
of mass of solids, and invented the bydraulic balance. Based on the merit of these
writings, he was appointed Professor of Mathematics at the University of Pisa in
1589, and in 1592 he moved to the University of Padova to teach geometry and
astronomy. In Padova he conducted his famous studies of vniformly accelerated
motion, around 1594.

Galileo had heard of the invention of the telescope in 1609, and was quick to
advocate its military importance in a letter to the Doge of Venice (1609). In 1609
he built his first telescope, and with it he became the first person to study the
motions of celestial bodies., His firm belief in the Copernican model of the solar
system, led him to write a book on his astronomical researches, ’'Sidereus Nuncius,'’
containing drawings of Jupiter’s moons., He was summoned to Rome in 1616 and again
in 1633, where he was forced to recant his teachings., During the last eight years
of his 1life Galileo prepared his greatest work 'Discourses and Mathematical
Demonstrations Concerning Two New Sciences,' which contains most of his discoveries,
including the pendulum laws. He recognized that™ the period of oscillation was
proportional to the square root of the length, but does not appear to have known
explicitly of the mathematical formula, That discovery was made by Huygens, who
published it in 1673,

Abbe Marin MERSENNE (1588-1648) was a French mathematician and theologian, and
a close friend of René Descartes (1596-1650). In his mature years he wrote several
books on mathematics and natural philosophy, such as ’‘La Verité dans les Sciences’
(1625). On music and musical instruments he wrote ’'Harmonie Universelle’' (1637).
Mersenne stated his laws of vibrating strings in his book 'Harmonicorum Liber’
(1636), and made the first direct determination of the frequency of vibration of a
musical sound. He also worked on the geometric relations which describe cycloidal
curves,

Fr, Edme MARIOTTE (1620-168%) was a Prior of St, Martin-sous—-Beaune in Dijon,
France, Mariotte in 1664 was the independent co-discoverer of the gas law PV =
Constant, which was first presented by Robert Boyle in England in 1662. During the
construction of the Palace of Versailles by Louis XIV Mariotte was in charge of the
design of the extensive water supply system for the gardens and fountains, The
elevation of water to a great height required the development of a suitable pressure
vessel, the strength of which Mariotte developed by proof-testing. He measured the
growth in vessel circumference under pressure, and found that a proportional
relaiionship exists between circumferential growth and pressure head, i.e., between
force F and displacement K, F = K&, where K is the stiffness of the body. This
discovery and its publication (1678) were made independently of Hooke's discovery of
the force—-displacement law (1660) and its statement (1676). This proportional
relationship is of course indispensible to the expression @ = K/M. The Hooke-
Mariotte discovery therefore provides an earliest possible date (1676) for the
frequency relationship.




In 1673, Mariotte surgested to Leibnitz, his pupil, that Leibnitz should solve
a problem invo'ving the vibrations of a compound pendulum, A picture of this
pendulum is shown in figure 1. The challenge was for Leibnitz to determine the
period of oscillation of the pendulum, Leibnitz claimed to have found the solution,
but did not supply it in his reply to Mariotte.

Christiaan HUYGENS (1629-1695) knew of the correspondence between his father
and Galileo while Galileo was spending his final years inr Arcetri and studying
problems of precise navigation, Later, with his own (muoch improved) telescopes
Huygens observed and solved the riddle of Saturn’s rings, which had puzzled Galileo
forty years before., Huygens went to Paris in 1655 where he studied under Pascal and
knew of Mariotte. Huygens invented the isochromous or cycloidal pendulum, and with
it he developed a clock movement which kept accurate time, He made many contri-
butions including the center of oscillation, the postulation of centrifugal force,
and Huygens' principle, His portrait is shown in figure 2,

Isaac NEWTON (1642-1727) in 1665, a8t twenty—three years of age, formulated
ideas on universal gravitation and the calculus, His great work 'Principia
Mathematica de Philosophie Naturailis’ which contains the statement of the laws of
motion was published by the Royal Society of London in 1687. Figure 3 shows Newton
at about sixty years of age, The title page of the 'Principia’ is shown in figure
4, and the page with the first two laws of motion is shown in figure 5., This
epochal work is written in three parts, and the style is similar to that of Greek
geometry, Geometrical proofs are used throughout, and it has been suggested that
Newton chose this format for ease of understanding. In use however, Newton's
notation was less convenient than that chosen by Leibmitz. This convenience led to
the more rapid development of the calculus in Europe than in Britain, during the
subsequent century,.

The Principia discusses central forces on bodies, motion through a resisting
medium, motionm of a pendulum, wave theory, motion of planets, and universal
gravitation, Newton’s greatest achievements were the creation of the differential
and integral calculus, the universal theory of gravitation, the principles of
optics, and the corpuscular theory of light (1684). He was also the first to solve
a8 differential equation, in 1676,

Gottfried Wilhelm LEIBNITZ (1646-1716), German philosopher, statesman, and
mathematician was first noted for his construction of an early calculating machine
in 1673, which he presented to the Royal Society of London., In 1675 he indepen-
dently developed the first energy methods for the study of dynamics. In 1676 he
became librarian, then councillor (1678) to the Duke of Braunschweig—Luneburg, where
he worked as an engineer on mechanical devices, on the improvement of education, and
on various geology problems while continuing his work on mathematics and on meta-
pbysics. In 1684 his book ’‘Nova Methodus pro Maximum et Minimus,’ was published
containing an exposition of his differential calculus. A portrait of Leibnitz
painted ca. 1700 is shown in figure 6,

THE CENTURY OF THE CALCULUS (1687-1787)

Jacob (1654~1705), Johann (1667-1748) and Nikolaus (1687-1759) BERNOULLI wer:
three founding brothers of a famous family of scientists and mathematicians which
originated in Basel, Switzerland. The mathematicians of this family are shown in
the chart of figure 7, Jacob Bernoulli studied :xperimental physics in Basel and in
1687 became Professor of Mathematics at Basel University. He wrote on summation of
infinite series, and corresponded with Leibnitz on problems of the calculus. He
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established the initial concepts of the Calculus of Variations in his study of the
isoperimetric problem, ''sing his variational calculus he discovered the form of the
catenary, and of the isochrome, In 1696 he formulated and solved the brachysto-
chrone preblem, and offered this as a problem to the best mathematicians of Europe
by letter, giving six months for solution. Newton's response is best known: he
solved the problem overnight, and communicated the solution anonymously to Johann
Bernoulli, who quickly recognized, with admiration, the author of that solution by
his style.

Johann Bernoulli was also fascinated with problems and possibilities of the new
mathematics, and he obtained the tautochrone curve using the variational calculus.
Johann had three sons who also became mathematicians, Nikolaus IV (1695-1726),
Daniel (1700-1782), and Johann II (1710-1790). Daniel Bernoulli's famous book
'‘Hydrodynamica’ whicl contains Bernounlli’s theorem was published in 1738. 1In 1742
he suggested in a letter to Euler that the differential equation for the deflected
form of the elastic: could be obtained by minimizing the integral of the square of
the curvature taken along the length, This task was subsequently completed by Euler
and the solution for the deflected forms of the Elastica was published in 1744,
This solution is the basis for the well-known Bernoulli-Euler theory for deflection
of slender beams., Daniel Bernoulli also suggested to Euler in 1748 a procedure for
obtaining the differential equation for vibrations of slender beams. A portrait of
Daniel Bernoulli is shown in figure 8.

Johann IXI (2710~1790) succeeded his father to the Chair of Mathematics in
Basel, His son Jacob II (1759-1789) also became Professor of Mathematics at the
Academy of St, Petersburg, where he followed the works of his uncle and teacher,
Daniel, He studied Chladni’s experimental work on vibrations of plates, and sought
a theoretical explanation for the nodal patterns,

Brook TAYLOR (1685-1731) was an English mathematician and a contemporary of
Newton, whose best-known achievements were the development of the Taylor's Series,
and the early development of the Calculus of Finite Differences., His portrait is
shown in figure 9, He found the formula for the center of oscillation (c.g.) of a
compound pendulum which gave the correct period, Taylor is mentioned by R, B,
Lindsay as the first person to achieve 'a strictly dynamical solution to the problem
of the vibrating string,’ To do this, Taylor assumed that the string was made up of
many identical particles along its length, and that the nature of vibration modes
was such that every particle reached its maximum amplitude at the same time, Using
this form and Newton'’s second Law of Motion together with the Difference Calculus,
Taylor obtained a formula for the frequency of vibration of a vibrating string which
was in agreement with the experimental results of Mersenne,

Leonhard EULER (1707-1783) was a Swiss mathematician who made voluminous
contributions to the development of applied mathematics and to engineering analysis,
He was born in Basel, and was a student of Johann Bernoulli., At the age of twenty,
in 1727, he became an Associate of the Imperial Academy of St, Petersburg. In 1733
he obtained the first solution for the second-order differential equation with
constant coefficients. This effort was possibly motivated by a desire to solvc the
wave equatior which had been obtained but not solved by Daniel Berpoulli in 1723,
In 1736 he obtained and demonstrated the expression for minimizing a curve, 1In
1741, tired of the intrigues of St., Petersburg he joined the Imperial Academy of
Berlin, and he published his famous work on beam deflection (1744), and his work
with D, Bernoulli on the lateral vibrations of bars (St, Petersburg, 1751), during
his tenure in Berlin., According to A.E.H, Love (Cambridge, 1927) the fourth-order
equation vibration equation was obtained ’'by variation of the function they
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(Bernoulli and Euler) had previously used for the work done in (static) bending.
They determined the functions we should now call Normal Functions, and the equation
we should now call the Period Equation, in the six cases which arise according to
whether the ends (of the bar) are free, clamped, or pinned’ (Love 1927). The method
therefore is due in concept to D, Bernoulli, and the execution was performed by
Euler. later studies by this talented pair included an attempt to develop a theory
for the tomnes of a bell. FEuler'’s later researches on beams iritiated the theory of
elastic stability of columns and his well-known ductility formula (1757).

In 1759 Fuler returned to the St. Petersburg Academy, and around 1767, he
became totally blind. A portrait of Euler around this time is shown in figuore 10,
Despite this loss of sight, his prodoctivity continued at a high level, His memory
appears to have been uncommonly acute, and his ability for mental computation was
phenomenal. He introduced the symbols e, n, and i into common mathematical
parlance, and the identity e!™ + 1 = 0 bears his name., He wrote two textbooks on
the calculus (1755, 1770). These textbooks have guided the format of mathematical
texts to the present day,.

Was Euler the first person to find w = \/K/M? This feat would have been
pocssible after 1733, when the solution to the second-order equation became
availabie, Euler, D. Bernoulli, and d‘’Alembert, who were in relatively close

communication for those days, avidly investigated problems of mechanics and dynamics
of continua, However, it appesrs that particle dynamics per se did not intrigue
them,

Jean Le Rond D'ALEMBERT (1717-1783) was admitted to the French Academy of
Sciences in 1741, and published his best-known work ’'Traite de Dynamique’ in 1743.
This work contains his famous principle of dynamics, D’'Alembert studied the
vibrations of strings in 1747, and published his work on this topic in a memoir to
the Berlin Academy in 1750. This is the first published work to contain the
equation and solution for the motion of a string treated as a continuum, i,e,, the
wave equation, although this equation had been obtained without publication by D.
Bernoulli in 1723. D'Alembert’'s solution to this equation was achieved by
separation of the variables, a procedure devised by Johann Bernoulli in 1696. This
procedure was successfully applied to the vibrating string independently by both
d'Alembert and Euler, His portrait is shown in figure 11,

Joseph Louis LAGRANGE (1736-1813) was acknowledged as the greatest
mathematician of his age. His principal accomplishment was the generalization of
Newtonian mechanics, for which he devised a straightforward procedure for obtaining
the equations of motion, Lagrange's equation. His book 'Mecanique Analytique’
(1788) contains these achievements, At twenty-three years of age he extended the
earlier work of d’Alembert, and generalized the solution to the vibrating strinmng.
In this study, the string was again considered as a system of identical particles,
for which he obtained the eguations of motion, and demonstrated that the number of
independent modes is equal to the number of particles. He showed that in the limit,
the result for the frequencies agreed precisely with those achieved earlier by
d'Alembert and Euler for the continuum model of the string, Lagrange's solution for
the discrete particle model appears to be the closest any analyst has come to
finding the si.7le degree theory, up to that time, A portrait is shown in figure 12
of Lagrange around the year 1787,




THE ERA OF THE ELASTICIANS (1787-1850)

Ernst Florens CHLADNI (1756-1827) studied the modal patterns of vibrating
plates, and first published his results at Leipzig in 1787. These results greatly
stimulated the mathematicians to further apply those techmniques which had succeeded
with strings, beams, and rods tc the analysis and explanation of plate vibratioms.
Chladni gave a more complete account of his work in his book 'Die Akustik’ also
published in Leipzig, in 1802, in which he documents his researches on plates, with
dates of their original publication, A copy of the title page of Chladni'’s book
with his portrait is given in figure 13,

Sophie GERMAIN (1776-1831) wrote three memoirs to explain the modal patterns
Chladni had reported in his book 'Die Akustik,’' for which she was awarded a Prize by
the French Academy in 1816. The gold medal which accompanied this prize is shown in
figure 14, In these memoirs, she first obtained the equation for deflection of the
mid—-surface of a thin rectangular plate, and in later work she established the
equation for the normal vibrations of such a plate,

Baron Augustin-Louis CAUCHY (1789-1857) worked on the mathematical theory of
wave propagation for which he was awarded the Prize of the Institute de France in
1816. He also contributed extensively to the theory of stresses im solids.

Simon Denis POISSON (1781-1840) contributed to the development of the theory of
elasticity, and is memorialized by his contributions to the generalization of the
stress—strain law of elasticity into three dimensions, which required among other
concepts, the introduction of Poisson’s well-known Ratio,

Claude-Llouis Henri NAVIER (1785-1836) was the first mathematician to invcsii-~
gate the general equations of equilibrium and vibration of =lastic solids. He
developed a 'molecular’ theory of solids in whichk the mass and elastic properties of
the solid were concentrated at certziu material points, He determined the equations
of motion of these 'moiecule’ points, and took the variation of the work dome by the
forzss acting on the molecule in a small displacement. This procedure gave the
differential equations of motion and the boundary conditions at the surface of the
body.

THE SCHOLARS OF VIBRATION (1872-1934)

John William STRUTIT, LORD RAYLEIGH (1841-1919) in 1877 published the first
edition of his famous treatise, 'The Theory of Sound.’ His first paper on gases was
presented to the British Association for the Advancement of Science in 1882, and he
won the Nobel Prize for the isolation of argon in 1904, Rayleigh was a prolific
writer and became Chancellor of Cambridge University in 1908, a post which he held
until his death in 1919, Rayleigh'’s portrait of this period is shown in figure 15,
The theory of vibration as taught today for a single-degree system appears in 'The
Theory of Sound,' Volume 1, Chapter 3, pages 44-50: see figure 16, The formula for
the period p = 2n \/M/K appears on page 44 of the Dover edition (1946).

The Ukrainian-born Stephen TIMOSHENKO (1878-1972) published the first editionmn
of his famous book on the Theory of Elasticity in St. Petersburg in 1913, He left
his homeland in 1918 for the United States, and he worked for the Westinghouse
Electric and Manufacturing Company in Pittsburgh from 1923 to 1927, Timoshenko
solved vibration problems, collected vibration literature, and taught courses on
vibration analysis at the Westinghouse Night School during this period., His course
notes were first published in 1928 by the D. Van Nostrand Company under the title




‘Vibration Problems in Engineering.' This was the first U,S. book on vibration
analysis, and it was the first English-language vibration text written with a
practical orientation, Timoshenko virtually established the science of engineering
mechanics in the United States through his writings and through his students.

Jan Pietr DEN HARTOG (1899- ) worked initially in association with
Timoshenko at Westinghouse. Timoshenko's book 'Vibration Problems’ mentions work
performed by Den Hartog during this period. JIn 1934 Den Hartog began his teaching
career at Harvard, and at M.I,T., in 1944. The first edition of his lucid textbook
'Mechanical Vibrations' was published in 1934,

WHO WAS FIRST?

What can be concluded with regard to the probable origins of w = \/K/M from the
lives of the earliest pioneers? First, we know that their discoveries came at a
time when there were strong commercial incentives for the development of mechanical
devices such as chronometers, efficient pumps, and steam engines. Second, the
correspondence between Galileo and Huygens' father in Leyden, and between Galileo
and Mersenne was significant because it provided inspiration and fertile ground for
the genius of Huygens to grow, Huygens went to Paris to study. Paris was the
intellectual center of Europe during the reign of Louis XIV, under his finance
minister, Colbert. Studying with Mersenne, Huygens must have heard of Galileo’s
suggestion to use the pendulum for timekeeping, and of Mersenne’s work on the
cycloidal curves. To put such pieces of information together into a working device
wouiu nave required precisely those intellectual and mechanical skills which Huygens
possessed, He created the first chronometer by introducing the cycloidal, i.e.,
isochronous escapement, A later version of the escapement mechanism is shown in his
book ‘Horologium QOscilatorium.’' Did Huygens meet Mariotte in Paris? Very likely,
Were Mariotte's guestions to Leibnitz concerning the compound escapement inspired by
Huygens' cycloidal pendulum? Such a mathematical analysis was conceptually within
the ability of the twenty—-seven year old Leibnitz, though the calculus involved
would not have evolved from him until 1684, Further, the solution of the
simultaneous second-order differential equations involved would also have had to
wait a further sixty years for Euler’s contribution. Leibnitz had received his
doctorate at twenty years of age, and was on cordial terms with Mariotte and Newton,

Prior to Galileo there were no concepts of mass or motion as we now understand
these terms, The few earlier writers who had studied the positions of celestial
bodies (Ptolemy, Copernicus) had drawn conclusions concerning orbital motion,.
Aristotle in his 'Physics’ states that particles travel in straight linmes. To
believe otherwise, i.e., parabolic motion, was to deny the great credibility given
to Aristotle by Aquinas, Aristotle further states that the medium drives the
projectile, Such 'Physics’ as existed prior to Galileo was apparently understood in
much different terms to those we believe today.

Galileo's major contributions to dynamics were to coordinate the concepts of
displacement and velocity, and to introduce the new concept of acceleration,
Expressed in modern terms, these conceots bring us to the brink of the differential
calculus, They provide a reason for the discovery of the calculus thirty years
after the publication of Galileo’s book. In order to explain the results of his
experiments in 1594 with falling weights, Galileo did three things: First, he
devised the concept of acceleration, Second, he applied the scientific method - he
devised a theory to explain his experimental observations, Third, using this theory
he expressed his results in analytical form - the expressions for the laws of
accelerating motion., At the time of Galileo, any one of these innovations would be
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sufficient to demonstrate his creative brilliance, All three, together, gave birth
to the new science of dynamics, and changed forever the way in which science itself
was understood.

Newton continued from where Galileo left off. By realizing the principles
which lay behind Galileo's dynamical ideas, he conceived the differential calculus,
and by inferring the reciprocity of the difrferential relations, he was then able to
devise the principles of the integral calculus. These two mighty discoveries appear
to have taken place immediately following his graduation from Cambridge, in the
plague yeers of 1665 and 1666, when he was back in Woolsthorpe. The concept of
universal gravitation also occurred to him during the same period. Prior to this
time there was no explanation for how the observed orbital moticns of the moon about
the earth, and of the planets about the sun, counld occur,

Given Galileo’'s concepts of motion and (by this time) of mass, Newton deduced
that it was the mass property which provided the attraction, and the motion property
which provided the equilibrium, Thus Newton unified and explained the plametary
motions, and introduced the concept of universal gravitation with the inverse—square
law, and further showed that these ideas were in accordance with the principle of
centrifugal action, given by Huygens in 1655. These achievements together with the
three Laws of Motion are given in the 'Principia,’ Volume 2.

By tke year 170G the concepts of mass and of acceleration were both well
accepted, though not yet in the same use as engineers employ them today. There were
scversl reasons for this. First, the development of mathematics itself was the
primary interest of mathematicians such as Johann Bernoulli, Newton, and Taylor, Of
these, Taylor was the only one who put the mathematical discoveries to use for
vibration analysis, with his discrete—particle solution of the string groblem,
Secondly, energy methods were being developed very enthusiastically around this time
in Europe, and their proponents saw in them great promise for the discovery of
general laws of dynamical systems,. Thirdly, the field of differential equations
remained to be appreciated, solved, and formalized. However, this path apparently
led to solutions for specific problems in dynamics, rather than to general
principles, and this was possibly less interesting to pioneers such as Newton and
Leibnitz, whose major interest in applied dynamics lay in celestial mechanics. And
lastly, the carly mathematicians continsed to be fixated on the discovery of
analytical forms for special corves. Galileo, Mersenne, and Huygens worked on their
¢ycloids; Newton and Halley sought e¢xpressions for planetary orbits; Johann
Bernoulli, and Leibnitz developed analytic forms for the Brachystochrone and Tauto-
ckrone; and D, Bernoulli and Euler sclved the Elastica, Evidently, the development
of single degree of freecdom dynamics would have to wait until a talented but less
ambitious mathematician with engineering interests appeared on the scene,

D. Bernoulli, Euler, and d’Alembert were mathematicians with less geners!
interests, This can be discerned from the specific types of problems which they
studied, without detracting in any way from the greatmess of their prodigious
contributions, Most of our basic mathematical tools, and many other procedures, are
due to them. Furthermore, engincering dynamics owes much to what must have beer a
very close and fortuwitous intelilectual friendship between Daniel Bernoulli and
L~onhard Esler, and to some extent with d’Alembert also, throughout their long,
active lives, Bernoulli first brought his strong mathematical skill and fine
practical insight to the problem of the uniform vibrating string, in 1723, Euler's
scletion to the second-order differential equation (1733) may have becn an outgrowth
of their earlier collahoration on this work, as colleagues in St., Petersburg, The
concept of Separation of Variables had been contributed by Johann Bernoulli in 1696,
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and it is easy tc speculate that these two steps were utilized by Daniel Bernoull:
and Euler, during their time together (1726-1730), in semi-isolation im St,
Petersburg. Nonetheless, despite the continuing correspondence between these two
after Berpoulli returned to Basel, the solution to the wave equation was not first
published by them, but rather by d’Alembert in 1750, Was d’Alembert in touch with
Bernoulli from Paris, between 1733 and 1751? (Quite 1likely, but his solution for
axial and torsional vibrations of a uniform continuum does not mention any earlier
work on the vibrating string by Bernoulli and Euler, even though d'Alembert’s work
was published by the Berlin Academy in 1750, while Euler was in Berlin.

It seems that the pendulum problem may have served most significantly to direct
the minds of the mathematicians toward dynamics. Following Leibnitz, Johann
Bernoulli began to work omn problems of particle dypamics: as noted, the
Brachystochrone problem (path of steepest descent), was solved by Newton, overnight,
in 1696. Brook Taylor'’s solution to the vibrating string problem in 1714 using
particle dynamics and the difference calcules preceded the early development of the
wave equation by Daniel Bermnoulli, The first solution to the wave equation was
obtained by Euler and by d’Alembert, apparently independent of each other, around
1749, D'Alembert published his work in 1750 at the Berlin Academy, and Bernoulli
published another result in 1755 in the Memoirs of the same Institution.
Considering that the method of separatiom of variables was available from the work
of Jobhann DBernoulli in 1694-97, it is not surprising that methods for solving
differential equations of the second—order with constant coefficients soon became
available from Evoler, with contributions by d’Alembert, between 1733 and 1736.

The solution to the wave equation in its most general form was given by
Lagrange in arn extensive memoir to the Berlin Academy in 1759, while lLagrange was
still residing in Turin, This generalization was made by reverting to a multi-
particle model of a string, similar to that used by Taylor. It is this use of the
particle moudel, and by observing that Lagrange's solution shows the number of modes
is equal to the number of particles which comprise the string, which suggests that
lLagrenge may also have been the originator of the single degree of freedom theory.
This thought may be pursued by a reading of Lagrange's memoir (1759), and by
studying his famous book 'Mecanique Analytique’ (1788).

The specific reason for Chladni's (1787) interest in the vibration of plates is
not known, It can be surmised that acoustically-excited patterns of plates (or of
surfaces, possibly of the sea?) somehow led to Chladni's interest, as the title of
his book 'Die Akustik’ suggests. Was this a two-dimensional extrapolation of the
preceding interest in strings? In any case, Chladni's results stimulated the great
French analysts to seek a solution to the plate problem, Their efforts lasted for
half a century. Amongst other things, this resulted in Sophie Germain's derivation
(1815) of the plate equation, and the general equations of elasticity for plates and
solids by Cauchy (1810), Navier (1822-29), Poisson (1831), and others.

If the single degree theory and w = ’VK/M was developed during thc Era of the
Flasticians, this event has nut been widely recognized. Nor is it evident that it
occurred during the Century of the Calculus, when the emphasis was on mathematical
development, and on the wave equation. And how could it have occurred during the
/ye of Genius when neither the equations, nor many of the mathematical concepts were
availatle? 1t therefore appears that although Brook Taylor may have come
surprisingly close with his early result for the single degree system, in 1714, his
interest lay mainly in explaining the string vibrations. All things considered,
lLagrange's interest in the development of equations for discrete systems makes him a
likely originator of the single degree theory, and hence of the result o = V/K/M.




CLUES FROM THE CLASSICAL TEXTS

The first textbook on the dynamics of physical systems is the unified presen-—
tation by Lagrange ’'Mecanique Analytique’' (1788). This book contains the develop-—
ment from fundamentals of Lagrange’'s Principle, with applications. This work is a
mathematical treatise, in which geometrical aspects are presented in analytical
terms, in the traditicn of Descartes, through the introduoction and use of Lagrange's
procedure., The generalized presentation given is thereby applicable to any physical
system.

The first English text to address the subject of vibration is Rayleigh's
'Theory of Sound.’ This book is the work of a mathematical physicist, and it shows
that the vibration problems of interest to Rayleigh were not viewed in the same
manner as they would be today, Rayleigh saw vibration in relation to acoustics
alone: he states that ’'Without our ears we should Lardly care much more about
vibrations thar without eyes we should care about light,’' (Preface, ’'Theory of
Sound’ Volume 1, page xxxiv, 1877). The 'Theory of Sound’ is a full compendium of
physical knowledge on acoustics and vibrations, together with the mathematics of
these subjects, rigorously presented, It is a treatise, not a beginnefs textbook.
Apparently, Rayieipgh was not acqueinted with reciprocating steam engine vibrations,
ncr propeller or paddle wheel vibrations in ships, nor overhead factorv limeshaft
vibrations, wnor shaft whirling (Rankine, 1869), nor the vibrations nor noise of
bridges &s the steam trains of the day passed over them; and despite related
disasters, nuor of tbe Brigbton and Menai Straits suspension bridge collapses,

Cevtain Furopean and Russian books on vibration theory and applications may
alsu huve been published during the period 1877 to 1928, but nc details of such
works are krown at this writing, None of the texts mentioned above contain any
indication of where the original single degree theory came from, nor gives any
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indication of the source of w Y K/M,

Ninety five yjyears after the publication of Lagrange’'s book, Rayleigh devoted
part of a clupter in the 'Theory of Sound’ to the single degree system, in which he
cited the results mentioned earlier, These results are stated with no reference to
their author, Were they so well-known by 1877, or likely even so trivial in
Rayieigh's mind, ithat therc was no need to identify the original source? It seems
surprising that all textbooks written since Rayleigh's time have followed his iead
with the single degree theory, yet nc subsequent author has thus far identified the
origirater ! that theory,

NO SPECIFIC RESULT BUT A CLEARER PICTURE
A review of the evidence available at this time leads uos to five cenclusions:
1) Ihe physics of st-ing vibrations was understood to some degreec by Pythagoras,
and more completely by Galileo und Mersenne;, but neither Galilco or Mersenne

had the ¢quation of the vibrating string, much less the mathematical techniques
which are required to achieve a solutiuon to this equation,

2 layior geve the first (approximate) solution for the lowest mode of the
vibrating string in 1714, D. Bernoulli gave the wave equation for the
vibhrating string around 1723, but without a solution, This solution was

achieved by D'Alembert and lLuler between 1747 and 1750, and was generalized by
lLLagrange uwround 1759,




3} The pendulum problem was observed by Galilece in 1586. Buygens first devised
the ¢ycleidal pendulurm in 1659, and obtained the formula for the freguency of
cscillation of a pendulum, probably around 1673.

4) The first kuown publication to give single degree forced damped vibration
theory was in Lord Rayleigh’s 'Theory of Sound’ Volume 1, in 1877.

5 It seems both preobable and Jikely that the single degree thiory was available
prior to Rayleigh’s book.

It is helpful to recall that the machematical tools for analysis of the single

degree system became available in the mid-eighteenth century. These tools were
developed by mathematical resecarchers, who were secking procedures for general
systems . When Iuler obtained solutions for second—order ordinary differential

cquations, dJd'Alembert immediately applied these solutioms for use on partial
differential eqguetions, viz. on the wave eqaation,

It is possible that the single degree theory originated with Lagrange, who
generalized Newtonian mechanics into a single comprehensible procedure for all of
mathematical physics, and who had the mathematical tools and concepts to achieve
such a4 sclution. Could the great lLagrange have for once gazed so low as to attempt
te selve the simple problem of a single oscillating particle?

The soluticn does not appear to have been achieved by the inspired French
school of elasticians who began with Chladni, and which included Sophie Germain,
Poisson, Cauchy, Navier, lLame, Kirchoff, and Boussinesq, during the years 1786 to
1850. These mathematical physicists were, again., interested im developing general
formulations for elasticity, with applications to plates and shells, Vibrations of
plates, shells, surfaces, and solids were also studied by the Freu.ch school, and
were later furthered by the Erglish elasticians, beginning with Stokes, Rayleigh,
Mitchell, and Love. Simply stated, the formidable talents of all these scientists
very likely demanded something more challenging than the simple oscillator, The
very simplicity of this system is the reason why the originator of the theory, and
¢f the formula w = \f§7ﬁ has so far not been identified. This work is continuing.
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CHAPTER 1IL

SYSTEMS HAVING ONE DEGREE OF FREEDOM.

43 THFE material systems, with whose vibrations Acoustics s
concerned, are usually of coosiderable complication, and are sus-
ceptible of very various modes of vibration, any or all of which
may coexist at any particular moment. Indeed in some of.the
most important musical instruments, as strings and orgun-pipes,
the number of independent modes 18 theoretically infinite, and
the consideration of several of them 1s essential to the most prac-
tical questions relating to the nature of the consonant chords
Cases, however, often present themselves, in which one mode 18
of paramount importance; and even if this were noi so, it would
#till be proper to commence the consideration of the general
problem with the simplest case—that of one degree of freedom.
It need not be supposed that the mode treated of is the ooly one
possible, because so long as vibrations of other modes do not occur
their possibility under other circumstances s of no moment.

44 The condition of a system possessing one degree of free-
dom is defined by the value of a single co-ordinate u, whase origin
may be taken to correspond to the position of equilibrium. The
kinetic and potential energies of the system for any given position
are proportional respectively to v’ and u*:—

T =4 mu’,
where m and 4 are in general functioos of u. Buu if we limit
ourselves to the consideration of positions n the inmediate neigh-
bourhood of that corresponding to equilibrium, u is a small quantity,
and m and u are sensibly constant. Oun this understanding we

Figure 16

44 ONE DEGREE OF FRERDOM

now proceed. It there be o furces, ether 1esulting ftom internal
friction or viscomity, or impressed ou the aystem from without, the

whaole energy remaius constant Thus

T + V = constant

Substituting for T'and 17 their values and differentiating with
respect to the time, we ubtain the equation of motion

mu+puml. LA
of which the cumplets integral is
Umacos(nf—a)...............

where a'mu +m, representing a Aarmonic vibration. It will be
scea that the period aloue is determined by the nature of the
system itself, the amplitude nod phase depend on ocollateral cir-
cumstances.  If the differential equation were exact, that is to
say. if T were strictly proportivnal to & and V to u', then, withoat
any restriction, the vibrations of the system about its configuration
of equilibrium would be sccurately harmonic.  But in the majority
of cases the proportiovality is only approximate, depending oo an
srsumption that the displacement « is always small—how small
depeuds on the nature of the particular system and the degree of
approximation required ; and then of course we must be careful
oot to push the application of the integral beyoad ite proper
limita.

But, although not to be stated without a limitation, the prn-
ciple that the vibrations of a system about a configurstion of
equilibrium have a period depending on the structure of the
system and not on the particular eircumstances nf the vibratioa,
in of supreme importance, whether regarded from the theoretical
or the practical side. If the pitch and the loudness of the note
given by & musical instrument were not within wide Limits in-
dependent, the art of the perforiner on many instruments, such
an the violin and pianoforte, would be revolutionized.

The periodic time
/

2" VH»
7 - -21‘\' — {3

n »
80 that an increase in w, ur 8 decrease in . protracts the duration
of a vibeation By a generalization of the laniguage employed in
the case of & matenal particle urged towanis a position of equili-

beium by a spring, s may be called the viertin of the system, and
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STATISTICAL ENERGY ANALYSIS
AN OVERVIEW OF ITS DEVELOPMENT
AND ENGINEERING APPLICATIONS

Dr. Jerome E. Manning
Cambridge Collaborative, Ine.
689 Concord Avenue

Cambridge, MA 02138

Statistical Energy Analvsis is a technique for predicting the
vibration and accustic response of complex dynamic systems.
Unlike ¢lassical methods of vibration analvsis, SEA is well
suited for systems having a large number of modes of vibration.
It is therefore often used to predict the high frequency response
of structures to broadband random acoustic excitation. However,
it can also be used at low frequencies and to predict narrowband
vibration levels, if one is willing to adopt a statistical ap-
proach to the prediction of vibratory energy. SEA is particu-
larly useful for design projects where complete information
describing the system is not available and the predictions must
be prepared in a short amount of time. In this paper an overview
of SEA is presented. It is hoped that the information presented
will give engineers a better understanding of this technique so
that tnev can use it to advantage.

INTRODUCTION

The concept of a "Statistical Energy Analysis" of the vibrations of complex
dvnamic systems was introduced over 25 years ago. Since then SEA has slowly gained
acceptance as a useful analysis procedure for vibration and acoustic problems.
Although the technique has been used for a broad range of problems, there continues
o he uncertainty regarding the type of problem for which it is suited and the
aceuracy to be expected. Certainly some of the readers of this paper will be
sweptical about SEA and might say "1 tried it and it didn't work!"™ Others may think
of SEA as the answer to all their problems. Neither of these extremes is a valid
assessment. of the current situation. When used properly SEA can provide useful
answers to very complicated dynamic problems. The general simplicity of the
analvsis adds greatly to its appeal. On the other hand, the inability to use SEA to
obiain detailed predictions of the vibration response at specific locations and
ivergpeneles will disappoint some users. The objective of this paper is to provide
the veader with an overview of SEA. It is hoped that the information presented will
- ineers to make intelligent deciscions regarding the use of SEA and to know
whot to cxpect from this type of analysis.

Hany questions exist regarding the use of SEA.  One commonly asked question is
chether SEA can be used to make predictions based only on drawings without the aid
oromesayad data. The answer 13 yes with some qualifications regarding the
prcAincian of ribration and acoustic sonrce levels and the prediction of damping.

Do been successfuily used onowdny occasions to predict vihration and aconstie

Loy et ions . These comhined with measured data to describe the source of the

!




hration can be used to make absolute predictions. The prediction of damping can

» o oproblem for any method of vibration analysis. A second commonly asked question

Tu o "wWhat is the dccuracy of SEAT" Belng a statistical technique this question is

i ley to answer. In general, we can expect the SEA predictions of the mean

sibrarion or acoustic level to be within 5 to 10 dB of the measured one-third-octave

band or octave band levels at a specific location. Peaks in the narrow band

Sihration spoctra are generally within 5 to 10 dB of the mean plus two standard

deviations of the SEA prediction. The expected accuracy is significantly improved

DY oconpatiny the SDA pr-dictions with measured data that has been averaged over

sral measurement locations. We would expect a SEA model to provide predictions
tii~ ~ase within 5 dB of the measured data. 1In providing such specific estimates

nf rhe accuracy of SEA we musi point out that these estimates are based on the

speticence of the author and that surprises can occur even for experienced SEA

fanv of the applications of SEA are to compare the vibration or noise produced
b ditfferent designs. Because SEA preserves the parameter dependence in the
liction it is often possible to predict differences as small as 1 or 2 dB. This

r=5 SEA particularly valuable in the design process. It can be used to evaluate
“ious design options and modifications without extensive cost.
In discussing the development
. use of SEA we focus on three
aspects.  First, we must consider
the Sracistical aspect of the pre-
dictions. SEA treats the reson-
ance frequencies and mode shapes K
of 4 structure or acoustic space PR R ‘ RPN
as random variables. Although i '
thiis statistical approach is com- . .
mon in room acoustics, vibration ; S
cneinecrs will be less familiar E i
withi it.  Since the modes are
treated statistically, the SEA ;
predictions are also statistical. : S
“eopunt learn how to interpret :
predictions of the mean and stan-
durd deviation of the vibration
lorels . Second, we must consider
thee Enerpy aspect of SEA.  SEA

viens dvnamic energy to describe
“he state of a vibrating system.
The use of energy variables allows Figure 1. Overview of SEA
“he nze of simple power balance
crpiattons to describe the inter-

ion nf coupled systems. It also allows a unified treatment of both structural

vl aconstic subsystems.  However, we must learn to accept nredictions of energyv and
e these predicted energy levels to obtain the response or stress variables that

[EERR

iv beoof more immediate interest.  Finally, we must consider the Analvsis aspect of
st The dependence of SEA parameters such as modal densitv and coupling loss

taccor on peometric and material properties of the system being studied must be

vl rstoodd,
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BACKGROUND Th THE DEVELOPMENT OF SEA

Historically, wibration analysis has focused on the low {requency range
creonpassing tne first few resonance frequencies of the structure being studied.
15, a large vumber of analvtical and numerical techniques have been developed

o

Ling with low trequency vibration problems. None of these techniques are
. ) 11 suited for vibration or acoustic problems In which a large number
of modes contribure to rhe overall response. The techniques of vibration analysis
‘J bade o)

O e Yo R p . - 1 - P L+ e
aind Finite element wmcthods have bheen srend 1v enhanced over the pagt

M H 3
Dabeld vl thoda Ly

10 to 20 vears. Although these techniques are valid. at least in principal. for

larre svstems with many modes, their use is often impractical., particularly when the
crwcitarion is randem and distribured over the structure. The use of these tech-

niques roquires s larpge number of degrees of freedom and extensive computationail
sower . Althourh these requirements can be met by available computers, the cost to
Jdevelop. ~heck and validate a large model can be prohibitive. SEA provides a new

capability for thece problems. Since the modes are treated statistically, thev can
he divided into a relatively small number of groups of similar modes thereby greatly
veducing the number of degrees of freedom. Although the name Statistical Enerav
analvsis is new the concepts behind SEA have been known for a long time.
Lord 2. leigh Is gener-

allv recognized for his A R

L L RANDOM EXCITATION
rundamental contributions to

vibration analvsis and his
work can be considered to be #7>—*—--WAW//I(\ e
CONNECTED SNEA«RERSN —-+ CONNECTED

the foundation of modal an- f : STAN :
alvsis "11. Intevestingly, i STRUCTURE A w7 STRUCTURE

‘ ,
Favsleigh (with Jeans [2)) [
~an also be credited with

- ideas sadi t SE2 N . R
v ddeas leading to SEA, RIGHT TRAVELLING WAVES

IS
alshongh his applications
wiere oriented toward the -+JY“”‘> _

1
— | J

e o . '
radiation of elccﬂfomagqeLlc { ; TTUREAR. 1T 7 \

creryy bvoa hot body. Fol- e 2

iowing Ravleigh's approach, t— L -
copnist T3 formulated the e

problem of thermal noise in LIFT TRAVELLING WAVES

an electrical circuit using

an approach that is amazing- Figure 2. Vibration Transmission from a Structure.

Iv like 5EA.  Adopting this

approach to structural vib-

rations we consider the vibrations of a one-dimensional structure (a beam) excited

Do random distribated excitation, as shown in Figure 2. The beam is connected at
i which, for this example, will be considered to be

st end to other structiare:s

siwilar.  We consider the case where the beam has many modes of vibration. FEach
pode can be decorposed into two travelling waves - one travelling to the right and
e travelling to the left. Thus, the vibration field in the beam can be considered
i e af a nmwber of vibration waves with various amplitudes and phases

Crae il i each direction. By symmetry the enevey in the vight-travelling and

fettctrgeelling waves can he considered to be ¢qual,  The power incident on the
vivhie oy ettt junction is pgiven by oone half the energy density in the beam imes
e prarip speed (b speed with which enerey can be condncted in the beam) . At ile
i a fraction of the incident power is transmitted to the connected structunr
arnct e vest B oreflectod s The ratio of fthe transmiticed power to the incident power

T oa transmission coetficient v which 16 expressed in Equation 1 in terms of ithe




impedances of the structures, where Z;

is the complex impedance of the beam, Z, 4 R. R

is complex impedance of the structure ‘ 1 72 (1)
connected to the vight, and Ry and R, 12 A |2

are the resistances (real part of the
impedances). The power transmitted from
the beam, (1), to the connected 1
structure, (2), is now given by Equation k12 = 579 € ¢ (2)
2. where ey is the energy density
(energy per unit length) and c,q is the
group speed. The energy densi%y can be
assumed to be uniformly distributed Ltrans E gl (3)
along the beam, and therefore can be 12 12 71 2L1

expressed as the ratio of the total

energy., El' to the length of the bean,

L. The power transmitted can then be trans

written as Equation 3. The quantity in W12 = Tyo € Af (4)
brackets is recognized to be the inverse

of the modal density of the beam. Thus,

the power transmitted in a band of E

frequencies Af can be given in terms of _ 1 (5)
the modal energy, ¢;, by Equations 4 and 1 nl(f) Af

5. From this result we see that the

power transmitted from the beam to the

connected structure is proportional to

the modal energy and a power transmission coefficient, which can be expressed in
terms of the impedances of the structures. Returning to Nyquist’s formulation the
beam is an electrical circuit and the terminating structures are assumed to be
resistors with a resistance R. The energy of each mode in the circuit is assumed to
be the same, at least statistically, according to the equipartition theorem of
statistical mechanics. The modal energy

is set to equal kT where k is

Boltzmann's constant and T is the

absolute temperature. In the absence of emitted trans

any sources and under the condition of W =¥, (6)
thermal equilibrium the power

transmitted to the resistor must be

equal to the power generated by the

resistor due to thermal noise. This pemitted + KT Af 7
emitted power can then be given by 12

Equations 6 and 7. The corresponding

mean-square current in the line is given

f

by Equation 8 and the voltage required 2 wemitted
to generate this current is given by <i >t = TR (8)
Fauation 9. Combining these results we 1

can represent the thermal noise of the
resistor by a source voltage given by
Equation lO: Although this formulétion <v2> _ <12> | 7+ R
by Nyquist is 60 years old it continues t t
to serve electrical circuit designers.
Hopefuliy, SEA will also continue to
serve designers 60 years from now. 2

In deriving the results above we V> 4 R kT af (10)
have assumed a state of thermal

(9

i
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egquilibrium exists so that the power transmitted equals the power veturned. This is
not alwavs the case, particularly for vibration and acoustic problems. However., wve
can extend the above analvsis so as to express the net power as the difference

hetween modal energies

This rvesul: . that the net power transmitted is proportional to the difference in
modal evergies, s the basic result underlving SEA [4]. It allows a power balance
co e performed in which the power input to a system from vibration and acoustic
sources 18 balanced with the sum of the power transferred to other connected
<rrueture and the power dissipated due to damping.

Credit for recognizing that the statistical theory used by Ravleigh, Jeans, and
Swapiist had relevance to vibration problems must be given to R. H. Lvon. His paper
v Maidanik 3], "Power Flow Between Linearlyv Coupled Osciliators," can be
coedited ag being the bivrth of SEA. although the name had not yet been formed. Manv
otners working in the area of vibration and acoustics must also be given credit for

vecornining the importance of using a statistical approach in describing the

hrations of complex svstems.

revious to Lvon's work, Powell [6] formulated the response of a finite plate to
. ing pressure field. Powell showed that the response spectrum for the plate
“an he approximated by that for an infinite plate if the damping is sufficiently
livge as to cause modal overlap. This restriction on damping is not valid for manwv
tvpical structures. However, Powell went on qualitatively and showed that the
averare spectral level over a hand of frequencies can be approximated by the
vesponse spectral level of the infinite plate if the ban” encompasses manv reson-
ances ot the plate. At approximately the same time, Skuarzvyk [7] advanced the idea
the point impedance of an infinite panel is equal to the impedance of the
tiuite pancl if that impedance is averaged over a band of frequency. Skudrzvk also
pointed out the role of the modal density as a bridge bctween the behavior of finitc
nd infinite svstems. Although Powell and Skudrzyk were among the first to
recognize that statistics; e.g. frequency averages, could be used to advantage,
others. such as Maidanik, Smith, Heckl, Bolotin, and Ungar made important
contriburions to the problem of understanding the behavior of coupled structures and
icoustic spaces that have become a part of SEA [4].

B 1965 the basic concepts of SEA had heen developed, but the technique had
e oapplied to only a few cases. In the period from 1965 to 1975 the applications
ol SEA were greatlv expanded. Manning [8] and Scharton [9] made early contributions

ipplving SEA to systems with many SEA mode groups. Others such as Crocker [10°
ind Fahv "117 expanded the use of SEA. The period from 1975 to 1980 saw a slow
cxpansion of SEA applications. However, it was becoming clear that the calculation

't SEA coupling loss factors was not a simple procedure. Two approaches emerged for

i

«.calating coupling loss factors: the mode approach and the wave approach.
Follewing rhe mode approach coupled structures arve described in terms of coupled

“tenowith oA mode-to-mode coupling factor being used for edach pair of coupled modes.
Yallowing the wave approach the dynamic response of coupled structures is described
wa oof travelling waves using transmission coefficicents and impedance analvsis

T citiare a coupling loss factor. As should be expected the two approaches
corerally dead to the game result "127. The original devivation by Lvon used the
corle approach and rhis approach continues to be of interest.  Those contributing to
Deoapproach inelude Lvon, Seharton, Unpio, Newland, and most recent Ty Voodhous
dervivation shown above in this paper follows the wave approsch.  This approach
AN|




oot Do te heo o e Thowe contributing to the wave approach include
Hoob Do Hichiy Fibiiein, el Moore
el the enparedi ipolicarions of SEA are important, the significant
Coniene Gothee ceebmigue was the developrment of general purpose SEA software
EEBEFRE liahorative, Dedong, and Powell developed a general
) Drov o e T bedng marketod by o that company. Although the
' e Coand sieniticantly ireproved. the basic flow of their
: T procedire bies beer pressrved. Two other programs of significant
! o b Doy o dpprosimately the sane time: Cosmic SEA by McDonnell Douglas
i1 s e Do b od Chese softwnre programs dare available from the University
R voand e o Praprision Ldorat ory. respectively.  Of the three programs
N b . ST Fan Boer vaed for the most diverse range of problems.
Pl o bl wr e tares . helioopiers. construction equipment, automobiles,
e spirce ot tares bove been developed using SEAM. The VAPEPS program
LT SRREE To oprodict pevlosd envivonments for spacecraft structures and has the
crovoant added featare ol 3 lairta base. which can be used to compare and catalog
coasedd
DEUVELOPTING SEA MODELS
e renceral procedure for o
cetoping an SEA model 1s shown in Step 1: Identify SEA Subsystems
Table T, Following this procedure there
) Sl 5 eps lhe first three steps Subst?uctu?e‘
nerally require some experience in SEA ldentify similar modes
vectelb i in that the selection of
Sahsratens and juncrions can have a Step 2:  Identify Junctions
direct effect on the results obtained. . )
Nteps o through 6 oof the procedure may POIQC‘ 1¥ne, and area
vequiire significant computations. but junctions
ive gencrallv o amenable to implementation o y )
fra peneral purpose SEA software Step 31 Compute Power Inputs
proeram. The SEAM, VAPEPS. and COSMIC-

~oropramns are three examples of such
ol ware progyans.
The firat step of the general
: is to ldentifv SEA subsvstems.
' oof subsvstems dertormines the

e o devrees of frecdom in the SEA
v loard the marher of cquat ions that
o b maled, Fach subsvetem consists
h ot of mpodes of ribration. The
Ao of dveedon is the modal encrgy or
vl ere ey per mode of the pgroup.
el 1t is not necessary, the ident-
i cion of mode gronps can be done by
Sl anhstraerarine the averall dyvnamice
costen fyto g oaet of coupled structures
sl et e npdice s, The structures are
vreeral by represented by homopeneons
roores o pipes. plates, shells,
crh e fthotrapic plates and
; oo b regquired for osome mode 1y

Impedance formulation

Step 4: Compute SEA Parameters
Modal densities
Coupling factors
Damping factors

Step >: Power Balance Equations
Form matrix equation
Solve for modal energies

Step 61 Response Statistics
Relate to modal energies
Mean response
Standard deviation

Table 1. Ceneral Procedure for SEA.
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The acoustic spaces are generallv represented by one, two, and three dimensional
spaces. The modes of each substructure are then divided into groups of similar
modes . For example. the modes shonld be grouped according to their resonance
trequencies with modes having resonances within a given one-third octave band being
gronped together. The modes should also be grouped according to their direction of
response. For example, the bending, longitudinal, and torsional modes of a beam
should be grouped separately. In nlate structures, the bending, longitudinal., and
shear modes may be grouped together, although the longitudinal and shear modes arve
often grouped together into a single mode group because they are strongly coupled in
most structures and can be expected to have the same modal energies. A simple
example of substructuring and mode group identification is shown in Figures 3 and 4.

The connections betw:zn the subsystems are identified in terms of junctions.
In general the junctions can be idealized as point, line, and area junctions. The
tvpe of junction and the subsystems connected at the junction determine the coupling
factors between the subsystems. Two computational methods ¢xist for determining
these coupling factors: the mode approach and the wave approach. It can be shown
that both approaches lead to the same coupling factor. However, in general the mode
approach is more useful for systems with a fixed number of resonance frequencies
while the wave approach is more useful for continuous systems. For those interested
in calculating their own coupling factors there are a number of references
available. Most of us, however, are content to use the coupling factors from the
availabire software programs so that we can focus more attention on selecting SEA
subsystems and junctions.

The calculation of power input from vibration and acoustic sources can be
carried out either by specifying the excitation forces or by specifying the modal
energy of the excited subsystem. Using the first approach, an impedance analysis is

used to calculate the power input to the system. In this approach it is assumed
that the excitation forces are unaffected by the vibrations of the system heing
excited. The source is assumed to have infinite impedance. This assumption is

often not appropriate. A related procedure is to specify the vibrational
displacement (or velocity or acceleration) of the source. An impedance analysis can

/’/
ayd

Filpoave 3 Connectod Plate Structure Figure 4. Mode Group ldentification




still be used with the source having an zero impedance. Again this assumption may
not he appropriate. Alrhough an impedance analysis can be carried out with a finite
sourve impedance, the second approach of specifying the modal energy of the excited
subsvstem 1s generally more useful. This is particularly true for acoustic
excitation.  Since the pressure acting on the structure can be affected by its
response. the bhest procedure for specifying the source is to create a large acoustic
space and to specify the modal energy of that space using Equation 13 to relate
modal eneryy to mean-square pressure. Remember that the mean-square pressure
measured on a rigid surface will be twice the mean-square pressure in Equation 13,
which is the mean-square pressure away from any surfaces.

PRESENTATION OF SEA PREDICTIONS

nsed (o describe the dynamic response of the complex system being studied. Although
it is possihle and perhaps desirable to develop design criteria based on vibratory
enecgy, this has not been done. Thus, we are generally interested in predicting
response variables such as acceleration, pressure, stress, displacement, etc. rather
rhan modal energies. In addition, we are often interested in validating the SEA
predictions by comparing them with measured data. Since energy carnot be measured
directlv but must be inferred through response measurements at specific locations.
we are again interested ir predicting response rather than modal cnergies.

To cbtain response predictions from energy we use the SEA assumption that the
dvnamic response of the system is dominated by the resonant response of the
individual modes. Thus, we can take the time-average kinetic and potential energies
to be equal. 1In the case of structures the mean-square response velocity averaged
over the spatial extent of the structure can be related to the time-average kinetic
energy (which is taken to be one-half the total energy) the structure mass and the

modal density,

Bv using SEA we obtain predictions of the modal energies of each group of modes

<

2/ 7 n(f) Af ¢ (12)

Similarlv. for accustic systems the mean-square pressure averag®d over the spatial
extent of the structure can be related to the time-average potential energy. which
is taken to be one-half the total energy,

7 n(f; at «
Pl LT T e (13
“ )

the aconstic compliance € is given by V/pcz. If we define a structural

whiere
compliance as V/E, where Vo is the structure volume and E is an extensional modulus
Yoanps Modulus for beams or plares), Equation 13 can also be used to predict the
mear-sgLare stress averaged over the volume of the structure. The relationship
beetweian mean-square rosponse jind modal energy can also be expressed in terms ot the

drive noint conductance at the measuremrent point as
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Acoustic Space

The pie charts give an effective presentation of the power input to a subsystem
and thereby assist in identifying the primary noise sources. However, the pie chart
does not show a complete picture of the power balance for the subsystem. This
objective iz best accomplished using bar charts. For the example of the automobile
interior we may be interested in the power balance for the floor panels since they
were found to be the major source of interior noise. A bar chart for the power in
and power out to connected subsystems and to damping is shown in Figure 8. Bars
extending above the midline represent power input to the subsystem. Bars extending
helow the midline represent power dissipation or power leaving the subsystem.
Framination of these charts allows the wibration engineer to identify the subsystems
and paths of vibration transmission contributing most to the vibration or acoustic
levels. Vibration and noise control can then focus on these important subsystems.

EXAMINATION OF SEA ASSUMPTIONS

A key premise of SEA is that the resonance frequencies can be considered to be

random variables. 0t i1mmediate concern then is the assumed probability distribution
of the resonances and the influence of the assumed distribution on the SEA pre-
dictions. Many of the basic concepts used to describe stochastic procecses can be
applied to the problem of describing resonance frequencies statistically. In most
hasic reference material the stochastic process is considered to be a random
funerion of time. We can make use of these references if we substitute frequency
for time. The occurrence of a resonant frequency can be considered to be a random
Tevent.” occurring as a function to frequency rather than time. This allows us to
define a resonant frequency (or mode) counting function, which is a positive,
inteper valued function of frequency which increments by one at each resonance
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Cregrenen b Neariv a1l of the basic results ot SEA have been obtained bv assuming

Prequeney counting tunction is a Poisson Process.  This assumnptiof
Lavge part becatse of the extensive use of this tvpe of random

3 Wy cvel random events such as the failure of machines, noise in
lecrron tubes, arrival of ecustomers at a ticket window. price movements In the
commodity warket . and the spatial disutribution of biological species. Berause of
s use many results are available regavrding the statistical description of the
vesonance [requencies of the modes of a structure or acoustic space.

in o paper published in 1970 Lven [13] discusses the influence of the assumption
Pothat the resonance frequency counting function is a Poisson Process on the SEA
vredicrions He concludes that the SEA predictions of mearn medal o rgy values are
g antly atfected by the form of the probability distribution. The

however, was significantly affected. In manv of the recent applications
“lance has been used to predict the peaks in the vibration or acoustic
spectra, since manv design criteria are based on envelopes of Lhie spectiva
an wean values.  As a consequence we must examine in more detail the
“ivirg asswrption that the resonance frequencies can be descrived bhv a Poisson

One test the validity of the Poisson assumption is to form the probabilicv
2istribution for the intervals between resonance frequencies. The spacing intervals
4re formed by sorting the resonance frequencies in ascending order and calculating
e ospaciug between a resonance frequency and its next aeighbor. If the underlving
resovance frequency counting function is Poisson the spacing intervals must be
statistically independent and distributed according to an exponential distribution.
yefore the development of finite element modelling it was difficult if not
ssible to predict or measure the resonance frequencies of complex structures at
zn frequencies. Therefore in Lyon's paper examples from electromagnetic exper-
Iments are used to study the underlying frequency spacing statistics. The use of
firite element models now makes it possible to study frequency spacing statistics
for complex structures.

In Figure 9 we show the counting function for resonance frequencies of the
interior of a large vehicle (solid line). The resonance frequencies were obtain
from a finite element model of the iuterior space. To test whether the Poisson
Process 1s a good model for these resonance frequencies we must compute resonance
frequency spacings (the difference between adjacent resonance frequencies) and
normalize  he spacing so that so that the average rate of occurrence of resonance
frequencies 1s constant over the range of frequencies being considered. The mean
rare of occurrence of resonance frequencies is equal to the modal density of the
stem. which can be calculated by smoothing the resonance frequency counting
faunction and differentiating with respect to frequency. Thus, we can normalize the
resonance frequency spacings by multiplying each spacing by the modal density, which
mav be a function of frequency. A smoothed resonance frequency counting function is
shown in Figure 9 (broken line). Using this smoothed function we obtain the
resonance frequency spacings shown in Figure 10. These certainly look random! The
norralized frequency spacings are then sorted into bins to obtain an estimate of the
probabilicy distribution function. This is shown in Figure 11 and compared to an
cuponential distribution.

LI

" The term "counting function” is consistent with terminology used in
describing randor processes.  However, iu room acoustics and in several papers
o SEA the term Toumalative mpode comnt” or “"mode count” is used for this
fanetion.  Since Lymn“ defivnes mode connt ditferentlv we prefer to use the term

conntdng function to avoid confanion.
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The comparison is quite good, which suggests that the underlying process is Poisson.

The resonance frequency spacing statistics for a second case is shown in Figure
12. The resonance frequencies for this case are from a finite element model of a
taige ship foundation and hull strurture out to a major bulkhecad., A model with
approximately 5,000 degrees of freedom was use to compute the first 100 resonance
frequencies. In this case the probability distribution function fits a "nearest
neighbor” distribution better than the exponential distribution, which suggests that
the underlving process is not Poisson. Physically, the deviation from a Poisson
Process may vesult from modal coupling which causes some degree of repulsion between
adjacent resonant frequencies. Note that the nearest neighbor distribution deviates
from the exporential distribution for smuall values of spacing, which would result
from the repulsion effect.

The difference between the two cases shown suggests that the Poisson assumption
may be valid for some cases and not others. The author believes this to be the case
although more evidence is needed to draw definitive conclusions. The diflference in
the two cases studied is in the degree of modal coupling that exists. 1In the case
of the vehicle interior the boundary conditions and cross-section of the space were
taken to be uniform along its length. Thus, the underlying equations describing the
acoustic pressure fluctuations are separable so that eigenvalues can be expressed as
the sum of squares of the cross mode eigenvalues and the longitudinal mode
eigenvalues. No modal coupling occurs. The model of the ship foundation is much
more complex with plates and frames aligned in different planes. In this case the
underlying equations cannot be separated and a description of the modes requires a
coupling of the modes of each plate substructure in accordance with a modal
svnthesis technique. In other words, modal coupling occurs.

The evidence presented above suggests that further research is needed to
determine the conditions under which the Poisson assumption can be used. Given the
large number of finite element models that are available readers are encouraged to
test the Poisson Process assumption by calculating normalized resonance frequencv

spacing statistics.

COMTTUSTONS

Statistical Energy Analysis can be effectively used to predict the vibration
and acoustic response c¢f complex dynamic systems. The technique is particularly
useful at high frequencies or for large structures where many modes of vibration
contribute to the response. In this paper we have shown that the concept behind SEA
- treating resonance frequencies as random variables - is not new. However, many
vibration engineers may be uncomfortable at first with a statistical approach. The
key parameters in SEA are the modal density, the coupling loss factor, and the
damping loss factor. The calculation of these parameters is not alwavs simple.
Fortunately, software programs such and SEAM, VAPEPS, and COSMIC-SEA take care of
most 1f not all the calculations. This greatly aids in the development and
application of SEA modeling and has made SEA a truly useful engineering prediction

procedure.

assunced o bhe described statistically by a Poisson Process. It has been shown that
rhis assumption may not be valid for complex systems. Although the prediction of
the SEA mean ic not strongly dependent on the assumed distribution of resonances,
the SEA wariance may be significantly changed. This is important when using SEA at
low frequencies where the variance can be quite large. At these frequencies we
woulel like to improve the SEA prediction by reducing the variance. This can be done

by dmproving the assumption regarding the distribution of resonance frequencies.,
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DOE/DOD ENVIRONMENTAL DATA BANK

C. A. Davidson
Applied Mechanics Division 11

Sandia National Laboratories
Albuquerque, NM 87185

ABSTRACT

The purpose of this paper 1is to describe an
engineering analysis support activity which involves
the collection, analysis, storage, and retrieval of
technical environmental information. This
information is at the disposal of system and
component analysts for wuse in formulating initial

conditions, forcing functions and performance
requirements  for numerous hardware application
evaluations. This paper will describe the

Engineering Environmental Data Bank system which
provides this information service to many Sandia
Laboratories’ technical analysis efforts and other
qualified programs. Its structure and data sources
will be summarized.

INTRODUCTION

From the moment of its manufacture, equipment is exposed to one or more
potentially adverse environments. This exposure may affect the useful life
of the equipment during storage, transport, handling, and use. It has been
found that it is useful to have a central store of measured environmental
data available to the technical community to aid in establishing design and
test criteria. Such a "Data Bank" of information was developed, began
operations in 1959, and is currently being maintained at Sandia National
Laboratories.

SQURCES OF INFORMATION

Environmental information for inclusion in the Data Bank is acquired from
many sources. Military agencies, such as Aberdeen Proving Ground, Wright
Air Development Center, Naval Ordnance Test Center, Air Force Environmental
Technical Applications Center (ETAC), and Army QM R&E Center, and industrial
groups, such as railroads. aircraft companies, and trucking concerns, have
contributed information. A considerable portion of the information has been
obtained from various project groups within Sandia Laboratories. The Data

*This work was performed at Sandia National Laboratories and supported by
the U.S. Department of Energy under contract DE-AC04-76DP00789.
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Bank's operators not only extract information from published sources, but
engage in specific research activities to obtain data not otherwise
available.

The original data sources are referenced on each entry in the Data Bank.

STRUCTURE QF THE ENVIRONMENTAL BANK

environmental data can be defined as numerical descriptions of the aggregate
of all external conditions and influences affecting the development and
survival of systems, subsystems, and components. For efficient collection
and evaluation of these data, fourteen basic environmental categories were
established and the filing system is based upon them.

Environmental Categories

1. Acceleration/time histories 8. Pressure

2. Acoustic noise 9. Radiation
3. Atmospheric contents 10. Shock

4. Biotic 11. Temperature
5. Fragmentation 12. Trajectory
6. Humidity 13. Vibration
7. Precipitation 14. Wind

For purposes of indexing and data retrieval, the data are catalogued under
two major headings: Normal and Abnormal Environments.

The normal environments are those which will be encountered regularly. They
are characterized by a high frequency of occurrence but relatively low

intensity. The  abnormal environments, on the other hand, are not
encountered often. They are characterized by a low frequency of occurrence
but high intensity. As an example, consider wind. At any given location

there are many more hourly measurements of winds ranging from calm to 20 mph
(normal) than there are of catastrophic winds ranging from 70 to 100 mph
(abnormal).

Not all environments lend themselves to the normal/abnormal division. Three
factors operate to limit the number of abnormal environmental levels which
require consideration.

1. Some environments reach an absolute limit. For example, humidity
is limited by ambient temperature; e.g., relative humidity cannot
exceed 100 percent.

2. The abnormal aspects of some environments are encountered $o
infrequently that they are of little interest; e.g., acoustic
noise of such intensity as to cause structural damage.

3. Protection against the effects of some normal environments
includes pretection against the abnormal; e.g., protection

against entry of 1liquid water is effective in a clovdburst as
well as during drizzle.
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For these reasons, the abnormal levels of environment are considered only in
the following categories.

Environmental Categories Abnormal Manifestation Examples
Acceleration/time histories Earthquake, vehicle collision
Fragmentation Projectile impalement, explosion, puncture
Pressure Explosion, immersion depth, crush
Radiation Lightning (direct strike)

Shock Impact (vehicle collision)
Temperature Fire
Wind Wind storm (tornado, hurricane, etc.)

All of the envircnments, in both normal and abnormal aspects, are considered
from the standpoint of either input or response. Definitions are necessary
to differentiate input from response data. Whether the environment can be
termed input or response 1is often dependent upon the system being
considered. Basically, an input is defined as "the environment to which a
system is exposed” and response 1is "the reaction of components of that
system to an input.”

Under the input and response headings, each of the categories is further
divided 1into the individual wuse phases that occur during the life of a
system:

Handling,
Storage,
Transport,
Utilization, and
General.

O W

The transport and utilization phases are further subdivided into the type of
carrier involved; e.g., aircraft, automobile, railroad, etc. Figure 1 is a
diagrammatic representation of the cataloging structure of the Environmental
Data Bank.

ENVIRONMENTAL DATA BANK OPERATION

When either raw data or published information are acquired by the Data Bank,
they are reviewed for engineering data content. Pertinent information is
then extracted, assigned a numerical index number, collated, and
microfilmed. Two forms of microfilm are currently used: aperture cards and
microfiche. The data cards and/or microfiche are filed in numerical order
without regard to subject. This manual technique, along with the use of a
computer-aided system, makes it possible to maintain a flexible file,
permits complete data retrieval, and makes publication of a current index
[1] feasible.

Facilities for viewing the data and obtaining hard copy are located at the
Bank site.

The~e 15 a two-part number listed after the title of a particular Data Bank

entry which 1s the access number for the data file. The first number, e.g.,
1614, 1s the file number. The number after the dash (-) is the number of
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tages available on the subject. File numbers that contain an alphabetical
prefix are summarized data. Requests for hard copies of data generally cite
these two numbers. For a large data reqguest, it s faster and more
economical for the Data Bank operators to transmit the data to the requester
in the form of duplicate microfilm aperture cards or duplicate microfiche.

DATA BANK OQUTLOOK

The 1ndex and selected holdings of the Environmental Data Bank are in the
process of being 1installed as part of a computerized data base management
system wunder development at Sandia. This system, called GREEDI, is being
implemented to facilitate management of and access to current and frequently
used engineering data, and is discussed in detail in Reference 2. Options
for upgrading hardcopy backup and reproduction equipment, which 1is
compatible with GREEDI, are also under investigation. These changes are
expected to significantly ease the indexing, filing, and retrieval burden of
the data bank manager as increasingly more digitized data become available.

REFERENCE

Davidson, C. A., Foley, J. T., Scott, C. A., DOE/DQD Environm a
Bank Index, SAND 85-0155, May 1985,

s

2. Adams, C. R., and Kephart, E. M., "GREEDT - The Computerization of the
DOE/DOD Environmental Data Bank," 5%th Shock and Vibration Symposium
Proceedings, October 1988.
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GREEDI - THE COMPUTERIZATION OF
THE DOE/DOD ENVIRONMENTAL DATA BANK!'

Charles R. Adams
Sandia National Laboratories
Organization 1522
P.0O. Box 3800
Albuquerque. NM 87185

Elisa M. Kephart
RE/SPEC Ine.
Software Engineering Division
P.O. Box 14984
Albuquerque. NM 87191

Omne of the 11m]<)1 respousibilities of Sandia National Laborarories s
to develop shoek and vibration specifications for svstem mechanical,
eleerneal. and pyrotechnie components. The data requured to gen-
crate these specifications are collected from finite clement analyses,
from laboratory simulation experiwents with hardware, and from en-
vironmental rests. The producetion of the component specifications re-
quires the analysis. comparizon. ond continual updating of these data,
Sandia National Laboratories has also maintained the DOE/DOD
Fuvironinental Data Bauk for over 235 vears ro assist i its shock
ad vibration efforts as well as to maintain dara for several other
rypes of environments, A means of facilitating shared aceess to cn-
gineering analvsis data and providing an integrated cavironmenc to
performy shoel and vibration data analvsis tasls was required.  An
mreractive computer code and database system named GREEDI (a
Graphical Resource for an Engincering Environmental Database T-
plementation) was developed and mmplemented. This transformed the
DOE/DOD Environmental Data Bank fron: a card index system into
an easily accessed computerized engineering database tool that can
manage data in digitized form. GREEDI was created by intercor-
recting the SPEEDI (Sandia Partitioned Engineering Environmental
Database Implementation) code. and the GRAFAID code, an inter-
> active X-Y data analyvsis tooll Aun overview of the GREEDI software

svstenn s presented,

INTRODUCTION

The development of <shoek an 1 vibration specifications for system mechanical. electrical.
arel parotectinne cotponents 1~ one of Sandia National Laboratories” major responsibilities. The
At requred to eonerate these speetfications are colleeted from Huite element analyses. labo-
tatory sindation cxperients with hardwares and envivonmental testsc The production of the
cotponent spociications requires thie analysis. comparison. and continual updating of these data.
Pievion=lvs cach cneineer ssed GRAFATD 1L o interactive X-Y data dIl:II_\ sis tool. to perform
thie e taks aned o Hli!.IlTJlHl his owi database file copies of these data. For engineers m ~hare
caridnpiteate copies of the data tiles Lad to veside on the cotapnter. one for eacit engineer nsing
“hie i
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Executing GREEDI

When a GREEDI =ession 15 initiated. the system starts up in the GRAFAID partition.
This s andicated by a "GRAFAID>" command prompt. If the session is the first for an analyst.
rhe operating environment is automatically initialized to the default state of the system. Other-
wise the operating environment from the analyvst’s last session 1s automatically recovered from
the database. While 1n the GRAFAID partition. the analyst may execute any of GRAFAID -
capiabilities or may execute any commands that are common between GRAFAID and SPEEDIL
The analyst may swireh to the SPEEDI partition froni any command level within the GRAFAID
partition by entening the "SPEEDI™ command. Presence in the SPEEDI partition is indicated by
# "SPEEDI>" command prompt. Likewise, an analyst operating in the SPEEDI partition may
~witeh to the GRAFAID partition by entering the “GRAFAID™ command.

The evalnation of the reqguiremnents and the design and implementation of SPEEDI was
perforined Ly RE/SPEC Tue. 2t the request of Sandia National Laboratories to provide cen-
trafized computer access to the DOE/DOD Environmental Data Bank. The INGRES database
ahinfinent vstein was chosen as the organizational tool for storing and retrieving the indexing
sformanion assoctated with the dara The aceess rontines which compose SPEEDI were written
e FORTRAN with eibedded SQL ~alls to the INGRES database. The actual data are stored
i VANX/AVAS 6 direet aecess files which are managed by the SPEEDT software. Currently there
areerahre precos of mformation which the analvet can nse to identify a given data set. These are
selerred vo o SPEEDD indesable ficldss Auy attvibute ficld which 15 stored in the database may
Becore anindexable feld by siply adding information abont it to one of the database tabiles:
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uo modification to the SPEEDI software is necessary, In order to readily aceess and effectively
nse the data, cach data set s uniquely identificd by a subset of these indexable fields called the
RIDDL i Record Identification and Data Detinmtion Label). In the following sections. SPEEDI's
mcethod of data detinition and identification will he discussed, and the SPEEDI command and
~ubrourine interfaces will be deseribed.

Data Definition and Identification

One of the wost important features of the user interface to SPEEDI is the means by which
the analvst identifies the data sets with which to work, In this section we will first discuss data
identification and the RIDDL types available in SPEEDI for data identification.  We sill then
sresent the methods and commands available for defining and using RIDDL Masks to idenrify

1
aata.

Data Deﬁmtlon Using the RIDDL The data stored in SPEEDI'S INGRES database is made

up of two different sets of data. Oue set consists of the stable euvironmental data. such as the
L)()L ‘DOD Environmental Data Bank. which we refer to as the Environmental Data Bank. The
or l'r'x ~et consists of enginee 11112, analysis data which we call the Anelysis Data Bank. All data in
the Environmmenral and Analysis Data Banks are uniquely defined by a series of data attributes.
There are o munber of attribute fields associated with cach data set entered into the database
which must convain identifving information.  Many fields may contain long character strings
ted are used srrietly for maintaining historical information. Other fields are required for data
identification. The RIDDL can be thought of as a shorthaud specification consisting of the fields
reqriared to nniquely identify a data set stored in the database.

Some of the SPEEDI indexable fields nmst contain values whieh conform to a specifie list
of permitted values (the permatted vocabulary) for the ficld. This restriction is imposed to enforce
consistency thronghout the database. For example, "VIBR™ is the permitted value assoctated
with a vibration environment. Provided that every analyst adheres to the permitted vocabulary.
ascarchhon the "VIBR™ ensironment will return all vibration environment entries in the database,

A RIDDL consists of a string of values for cach of the RIDDL ficlds separated by the
delitniter /7 Notice that sinee a field delimiter is used i the RIDDL. the analyst need not fili
i the entire width of any given Held, Because the types of data to be stored in the Analysis
and Envirommenral Data Banks are so varied in origin and structure. it would be difficult and
metficient to design a single RIDDL which conuld be wsed for all data. Therefore. SPEEDI allows
for mnlrple RIDDL types.

The tvpe associated with cach RIDDL determines the munber of fields. the width of cacly
Lothie tinne of eaclt field and the ordering of the fields in thie RIDDL. Each RIDDL attribute
L is represented Dy few (from one to twenty) characters. These fields have been chosen to

el }u* data attribntes whicli are expeeted to he nsed frequently in scarehs of the database. Tu
ad rhrlrm (uml“li atrributes are ine 1ur1( d ro uniquely identify cach data set. that 1s01f the analyst
were to seleet oosinzle value from the permitted vocabulary for cach field. no more than one data
<ot wonld be seleeted from the databuse. Because the RIDDL is intended ax o shorthand notation
for the convenience of the analyst. i ix desirable to minimize the nmuuber of fields mehuded.

Asdata wrsare Drocessed and manipnlated by analystso it s necessary to identify them by
ecfvine vabeecton cach and every one of the core nttnlnm‘ ficlds of the appropriate RIDDL
copes Inorder to neer the needs of the frequent and experienced user. an approach to identifyving
the ditan Bas beens developed seliois allows the analyst to create a restricted view of the database
dud e an abbreviated fortn of the RIDDL when accessing data. This method will be deseribed
i li"T}iiI })"!()'.','.

ot

4I|
1

RIDDL Types Available in SPEEDI. A core group of attributes provides a nnigne speciti
cation and adentitication. o RIDDILL. for cach tvpe of data in the database. Three types of data
Povve heen pdennitiod uwl their corresponding RIDDL tvpes Liave 1)1(11 imiplemented. These three
e of di dne the castine, Favitonnental Dara Bank datas test and sunmlation datal and
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denved dota The RIDD L.\ ol ESTISHE 21 for cach of thiese tVpes of data are as follows,

'I:‘w DB RIDDL rype i< desioned to provide maxnnal indexing capabilities on rthe <rabie
dvitontentid Dica Bauke Fowrteen of the mdexable ficlds were ehosen as 0 key for this data,
The fomercen elde which: umsritlm' the DB RIDDL tvpe ave s follows:

RIYDPE RIDDL tyvpe = ~DB”

GROUD User Gronp Namne

OWNER Usernamme of Owner of the Data Ser
VERSION Inrecer Version Nuwber of thie Dara Ser
nOLE Role of Data i thie Tear

PROGRAN] Procran bhetne Tested

I)I{.\SE I)ll“\'(' ()f L‘lt‘(‘ ()f q\'\f( ‘11l Tl) \\'1li(":1 D;Ir;l ])(’I'I;lill
CONDITION Euvivomuental Condition
ENVIRONMENT  Environent of Tesr

EVENT Event Monitored

CARRIER Cuarrier of Unir Tesred

MODEL Caorrrer Maodel

SUMMARY Dara Snapary Pretix for DB RIDDL-
FILE File Aceess Numther for DB RIDDL-.

I

ot o SUNDTIARY aud FILE ticlds form a amique idenritior for caclr dara ~er il

DOE DOD Euvivouental Data Bank. these were decmned tisntticient for adequate scareli capa
Diries,

Dirae ~ors e often loaded tuto thie Analysis Data Bauk frous SATADEEF - Sranndand ASCH

Tesr Anadveis Dara Exelimee Fornary 20 rapess so the RIDDL rvpe ratlored for analy<is dara,

vhe SD RIDDL rvoes 15 hased o the SATADEE headers This RIDDL consists of r\'.'vm_\'-\i.\: ot

te SPEEDD indexa DI ficlds These ave necessary ro provide wonnigue RIDDL key for cacls dars

~oman the Aualvsis Do Bank awd maxinouan Hexabiliee o ofbierenr l\' indexing data. Thiese el

Sle s Doploni s

RINDPE RIDDL Type = =SD™

GRovp Uwer (mm » Natne

(OWNER Lot tinue nf Owier of the Data Ser
VERSION Iizteeer Version Number of thie Dt Ser

UH[('I\( Oricin of thie Dara Ser

FUNCTION Fronerional Deseriprion of Data

3 H [E[) Fiirer Idenritior

SIEASTIE Dita Measnred

“( JLE Role of Data in the Test

PROGRAMN Program being Testod

I \I [ Ttu\’f Y‘Hif. Silrlillu{i('u \In(l l or I‘.\'e R ?'rr qu" 11::“12':;] Iw‘:;r‘;‘:\,:;;(';j;,.
PHASE Pl of Lite of Svatemn to "'hi<1 Dita Perradn

CONDITION Frvironmentad Condition

EXVIRONMENT  Fnviromoent of Test

TETHOD Nl ’11'”1 of Obtatnme Dara

EVENT P Nonrond

STURBEVENT St r:f Fooenr Towted
CARRIER Cionmrier of Toaanr Tewred
SUBOARRIER vy Saboronp

“()I)l (OIS RTINS FRTRIS

f x‘ \" ol } T \A 4 :"rli.“.' EVJJ" "1‘
R P Toemy sy oo v eenndod
PR D [ ooy Bloar b

FRoy.~ vt Prov obheer A

vooad T \ioaiv b donn Bdennrer

( H ‘.\u"}"[ \1,,‘11»;/_‘ ey I)i_",{i!; ’I.'."N (,');J:E.‘IA'E llil l."IfI'l ’F.‘J"Zlifﬂl'f f}r? ‘]?:".".1




Annicsis Dot Bank oo comrnns dara sors denved from other data ~ct=<. 11 orde
o] thexdbiliee b aecessine these derived dari the 1 RIDDL type has been
red lm' DD HH)DI, 1~ t‘ulll]n»\«wl 0 111«' Wenty <IN Ii«‘l‘l\ T !Elt’ SD RIDDI 1)1\1> i

.
1
v aned o derivacion tvpes T addirion ro rhe RIDDILL ix:ful'm::rinn. rhe derivarion

1

Sorlie dara o sors mnvolved i

Gaters specitie ta e civen Jderivicnonn tepe aand thie i thes o
i~ which ditfer tfrom the SD

“‘i'.'il'i(v[; Dl '\l\'t'iiil{'(‘ aler \Till“‘l }I\ HI)[‘}[)I VI“[I(‘ l)l) I:Il)l)l‘;

)I SRR hnlw AN
RTYDPE RIDDL Type == ~DD”

DERIV NAME  Usor Detined Dernvation Ninne
I)F,I«I\ ,1\1 } Iln ()i Dt'[’l'.';it‘,(»il [ r«‘:l to) (1(‘11(‘2'.‘1Il' DJ:TH S"l.

-

llu' RIDDL Mask and the SubRIDDL. A analear copically nsesowell detined subeers of

o lirine o ‘;nmwumx i l(!l\\l\ I the context of the data attribnres and the RIDDL. thi-
. i ~111A~('r Ut 1121:.1 Trive=t 17(‘ 1 Hlu‘tl 11\' ti"ill“" T}u' \';illll‘ ()f H p;n'rivul;xl' h(l(] ()f ?1;(-
e the valnes of many of the RIDDL helds. the anady=t can define o manageable

within which to work. ()nm‘ Lio<e ficlds are tixed. 17 0s 10 {onger necessary to
whon ~clectine dora <ets frons the database. Only the subser of the RIDDL ticlds
woieh e nor ded need be specttied when selectine dara<erss This subser of the RIDDL field-
b 'lv'lvx T e \"I;IIII)[[)D[,.

CRIDDL Mask i oo eollection of intormation whiclh deseribes what umsr he speettied
"\f\ HRIDDL The Mask also defines how the cabRIDDL 15 to be imt‘l'pl'vr(‘(l atncd
oo il RIDDL. Thi- incliudes which fields are to be explicitly speeified by the analys
are ‘;:z‘g)lirir"\' ~pecified the ordering of the explicit ficlds, and logical expressions whieh:

cothie vnbies Sor caely teld,

Spec lf\ g Slll)[{”)DI S 1o SI)} El D] Thronehont SPEEDI the analyst speeifies o snhRIDDL

‘o bdenndy data. lu the context of a partiendar RIDDL Mask. the subRIDDL will retricve zero or

ccore dota ~er< which manrels the arrmbiutes St ified 1 the subRIDDL. The syutax for .\1)(‘«‘“‘_\':11;:
‘ﬂh[ [DDL 1)"»\'0‘1"\ for rhe e of wild card cliaraerers as well as override specification of any
-1,

e QPL ,[)I Ju’“ })1" fl'l‘l~

(e o thie <‘Zsl::1!»lli?i",w avatlable i SPEEDI 1= &t lllilif}' to define o RIDDL Mask, Usin ) tlie
RIDDL Mask Definition Uty the analest nag railor the wse of the RIDDL via the following
et ol

o "LXPLICTTY (‘m'mn;lwl states that o eiven feld nmst be specified exphieitly m rhe sub
RIDDI when the Mosk 1= acrive and specifics o permissible value or range of permissible
b for thee Held nsine logieal cxpres<ions,

o “INIPLICTTT commmand ~tares that a eiven & 'd need nwot bhe speetfied e the subRIDDILL
ey the M acrive aned <pecities o permissible vidne or range of permissible values for

el vning lovteat cxprossions.
o DEORDERT comnned changes the scquence of explicit ficlds 1 the active RIDDL NMeask.

foreine and maintaining o hbrary of RIDDL Maskso the followine operations
i

e RIDDL Yk Definirion Uniliry,

o OAVET o saces s RIDDL Mask and ascoctates oo nanne wirloar,

o ACTTINVATET contannn o nesnie- o nmned Wask,

o IASIT o i e of saved Maske or dispanaes thie defiminion of e Jaex
1

o LIELDT o and i plees the perairred voentmbary for s paatient teld

o D TR con anned delere ooy detined RID DL W
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SPEEDI Program Level. Somece of the commands available at the SPEEDI program level are
deseribed below. Incachi command where data sets are manipulated. they are wdentitied via o
~aBRIDDL i tlie context of an active Mask.

e "LNXPORT" comuuand writes a diata set and appropriate identifving information to a file or

deviee 1 a speetfied format such as SATADEF.

o "GRAFAID” command switches to the GRAFAID partition.

SINMPORTT corvmand loads data and identifving information into the darabase from a file
or deviee i a specified format such as SATADEF.

o "RIDDL™ command enters the RIDDL Mask Definition Utility,
e "IYPE" comunand displays a data set to the terminal or to a specified device.
SPEEDI Subroutine Interface

Lhe GRAFAID partition of GREEDT accesses the database through the SPEEDI subroutine
mwrertace. This 15 a0 collection of software modules which allows access to the databuse while
cusnring cousizteney of formar and unigue identification of each data set. The subroutine interface

corsist= of rontines sucli as the following.

o A SPEEDI mntialization routine which conneets to SPEEDI's INGRES database. verities
that the analvst s an anthorized SPEEDI user. initializes the SPEEDI environmeni. and
wmitinlizes or restores the analyst’s session environment.

o Rourines which activate and report about RIDDL Masks.

o Rourines which storel retrieve. deletes and purge GRAFAID data sets. plot defimtions, and

plot azgregates.

o A SPEEDI end rontine which saves the enrrent session environment deseription (unless the
analyst has cutered o "QUITT command). deletes temporary tables from the databasel aud
disconncets from the INGRES darabase,

GRAFAID

The GRAFAID code wis first noplemented at Sandia National Laboratories in 1981 and hias
Heennnder continaal development <inee then, GRAFAID 1s primarily 2 tool for the analysis of
Sockand vibration datas Ir was developed for use on the Digital Equipment Corporation (DEC
VAN cotnpntersnneder the VAN/VNS operarting system [6]0 GRAFAID S iunerous data analysis,
entpilation. creation. and plottine capabilities make 1t a general purpose data summary and
ardlrcis reol for any XY datal The GRAFAID features that are incorporated into the GREEDI
veteus are brictly decenthedn the followine seetions. Topies covered are the command interface,
e dirn set defininion, the setive <ot operations, the plotting capabilities. the plot definition. aned
Bt amaly-is anihities,
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GRAFAID Command Interface

GRAFAID 1x an interactive menn and command driven code. That is. either a menn or
A prowpt an explicit question to answeris always presented to the analyst. GRATrAID
correspotids with the .111(11 <t throngh messages accompanying the menn or prowpt. Iu addition
o directing GRAFALD operations b\ either making a menn sclection or answering a prumpr t}
AndveT iy enter one of Crl{ AFAID S ser of uupmmprv(l commands, similar to SPEEDI < globid

‘ The nuprompted commands constitute a powerful GRAFAID feature becanse the v
pelease the st from the rieid menu awd prompt structure and give hing the flexibility needed
toinncdiately do what he wants 1o do.

A bricf mrreduenon ro some of GRAFAIDs unprompted commands is presented it
Sotoneine disr

€

o "CONTROL,C” camses a friendly interrapt of the currently executing funerion.

¢ “"END” connmand terniinates the current menu or prompt request and returns control to
the nexr Licher menn level If o data set utility is operational. the utiliey 1s rerminatoa with
H -~
. , | 1 !
Tl operalud Tara set defimtion being saved in rhe database.

o "HARDCOPY” command sends a copy of the current GRAFAID plot ro o prine file fon

later ourpur to a laser graphics printer or similar graphics printer.
o "HELDP" conmmand aceesses GRAFAID's help library.

o "PLOTY command erases the terminal sereen and then displayvs the current GRAFATID plor
detipition on the terminal sereen.

o "QUIT” vorumand terminates the current menu or prompt and returns coutrol to the woexr
higher menn level, If a data set utility is operational. the urility is ternunated witlions

savine auv data set modifications in the database.
o "RUN" command execntes one of GRAFAID s customized mn funerions.

o "SAVE™ command saves the current version of the operand dara set definition in the dara

base 1f o dara ser urility 1= operational. Otherwise. the connnand 1s 1gnored.

o “SET” commaund is used to assign a new value to one of GRAFAID s operating environment
DATATIETETS,

o “SHOWT commnnd exhibirs the current vahue of one of GRAFAID S operaiing environ aen:
parainetrers.,

o SYSTEMN" commnand temporarily exits the GREEDI session aud creates an operating
-vstenn corntnand subproeess,

DL CotnanG foans, To CCaes o e s w201 partition of the GREEDI systews.
o “STOP” ronuuand termunates the GREEDI session by saving the enrrent session enviromn-
went i the database and by saving the operand data sct i o data =er unlity v operational.

CRAFATID Data Set Definition

Oz of e

a-ie entities stored in the database s the data sets Iris o findamental systemn
ety e il

f GRAVAID S operations are ultimately for the creation mampnlation. mod;
feation. or eraplacal displas of one mr more data o sets. A data sof mmcludes o ser of XY donn
P and acdara deseriprion. The Xodara are real vabies oulye The Y dara may he either vead
crcotapaes vabie-s The datac deseription consises of hoth cexmal and noanerie datas It contanns
el e andormuation, data history infortaantion. data derivation paranieters and g et diceal plos
Bovacreny s for drplcane the data, The plor eliaractoristies include the followine trenn




o A plot title consisting of up to five lines, each having a maximumn of eighty characters
o A label of up to forty characters for each plot axis

e The plot aris lhimats that define the data plot window; these limits include values for the
ninimum X, maximunl X, minimum Y. and maximum Y

o An arnws scale type specifying either a linear or logarithinic scale for each axis

o Plot window information specifing items such as the number of windows, the window format.
and the data Jisplay type of magnitude, phase, real, or imaginary.

The data sets are indexed with the SPEEDI RIDDL described previously. A list of the data
sets stored in the database may be exhibited with the "DIRECTORY™ cominand.

GRAFAID Active Set Operations

GRAFAID's active set concept is basic to all of 1ts data set operations. The active set is
siply a list of data sets consisting of a subset of all data sets contained in tlie database. A
dara ser must be in the active set for it to be plotted or for it to be analyzed by GRAFAID. The
analyst manipulates the contents of the active set with the unprompted “SET . ACTIVE SET"
conumand. Command options are provided for defining a completely new active set and for editing
riie contents of the current active set. The current contents of the active set may be displaved

with rhie "SHOW ACTIVE SET” commaund.
GRAFAID Plotting Capabilities

Tlie plot produced by GRAFAID on the analyst’s computer terminal is defined by the
active set contents and by the current values of some of GRAFAID’s operating environment
parameters., The GRAFAID plot definition ‘ncludes parameters that match the data set plot
characteristics such as a title. axis labels, window limits, window scale formats. and so on. It also
welndes GRAFAID parameters that govern other aspects of a plot such as plot size, data line
characteristies, grid characteristics, numerical scale format. and so on. The operating environment
parameters that govern the plot display may be modified and shown with the “SET” and “SHOW™
command options. respectively. A summary of the GRAFAID plotting capabilities are listed
Lelow.

¢ Muitiple data sets may be displayed simultaneously.
e U'p to five plot title lines may be displayed. Each plot title line consists of up to eighty
clhiaracters and is either automatically defined by active set operations or explicitly specified

by the analyst.

e Aun axis label of up to forty characters for each axis may be displayed. The labels are either
automarically defined by active set operations or explicitly specified by the analyst.

o [User defined notes may be displayed at user specified locations on the plot.

o Either linear or logarithmie axis scaling for eachi plot axis is displayed.

o Tl data are displayed in a plot window defined by numerical limits that are antomatically
defined by active set operations. explicitly specified by the analyst, or generated from the
data 1n the active set,

e The plot window may be displayed with cither a grid or tic numerical demarcation format.

o The data plotted may be displayed as either dashed or solid hines.

P
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e The data plotted may be highlighted with symbol or character flags displayed along data
plot lines.

o The plot text may be displayed with either hardware (terminal generated) or software
generated characters.

o Terminal dependent color graphics is used to display plots on the analyst's terminal.
Plot Definition

A plot definition is an additional entity stored in the database. A plot definition consists
of all GRAFAID operating environment parameters that define its plot characteristics and the
active set when the plot definition is created. It is created and its database index or name is
assigned with the “NAME" command. The name of a plot definition is a character string of up
to 20 alphanumeric characters including interior blank characters. The “DRAW” command and
its options are used to retrieve from the database a complete plot definition, a plot definition’s
operating system plot characteristics, or an active set associated with a plot definition. A list of
the plot definitions stored in the database may be exhibited with the “DIRECTORY” command.

GRAFAID Data Analysis Utilities

GRAFAID has over two dozen utilities for data analysis, data manipulation, and data
creation. The utilities generate data sets and operate on data sets that are in the active set. All
data manipulation is performed in computer memory and the results are stored in the database
only when the utility is exited by the analyst or when the analyst executes the unprompted
“SAVE” command. The analyst may also abort a utility and discard any changes to a data
set by entering the unprompted “QUIT” command. In this case, GRAFAID removes the utility
operand data set from the active set and does not save the operand data set in the database.
These features give the analyst total control over the integrity of the data.

The various GRAFAID utilities are presented along with a brief description in the following
list.

¢ APPEND is used to append the data from specified data sets to an existing data set or to
add data sets to create a new data set.

e CALCULATOR is for creating a data set from the result of performing mathematical func-
tions involving constant factors and the Y data from various data sets.

e CROSS is for creating a new data set by defining its abscissa (X) values from the ordinate
(Y) values from one data set and its ordinate (Y) values from the ordinate (Y) values from
a second data set.

e CURSOR is for editing X-Y data pairs in a data set via input with the computer terminal’s
graphics cursor.

e DELETE is for deleting data sets from the database.

e DESINE is for creating a data set that is the shock spectra of a user defined decayed sine
time history pulse.

o DIFFERENTIATE is for creating a data set that is the result of the numerical differentiation
of data sets.

o DIGITIZER is for transferring data from a paper plot into a data set with a digitizer tablet.
e DOMAIN STATISTICS is for calculating a data set that is an a umulative average, stan-

dard deviation, or variance of the Y data values as a function of the X values for one of the
data ets.
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DUPLICATE is for creating a new data set that 1s a copy of a data set.
EDIT is for the input and editing of the X-Y data in a data set.

ENVELOPE is for calculating a data set that is either a maximum or minimum envelope
of multiple data sets.

FFT is for calculating a new data set tisat is the Fast Fourier Transform approximation to
the Fourier transform (Fourier spectra) " a data set.

FILE is for creating a data set by reading its X-Y data pairs from an external file that has
been written with either free format, formatted. or binary records.

FILTER is for creating a data set that is the result of applying either a high pass, a low
pass. or a band pass Butterworth filter to a time history data set.

HAVERSINE is for creating a data set that is the shock spectra of a user defined Haversine
time history pulse.

INTEGRATE is for creating a data set that is the result of the integration of a data set.

INVERT is for creating a data set from another data set by interchanging all of its X and
Y data values and X and Y plot axis characteristics.

QCTAVE is for calculating a data set that is the result of generating a histogram data
set (that has its octave bin center frequencies defined approximately as a doubling of the
previous bin frequency) from a power spectral density data set.

PEAK RANK is for defining a data set that is the result of ordering the amplitudes of an
input time history data set in descending order.

PSD is for calculating the power spectral density data set from an input time history data
set.

SAMPLE is for creating a new data set by redefining the sample characteristics (including
sample rate and range of data) of an input data set.

SHOCK SPECTRA is for calculating a data set that is either the absolute acceleration or
relative displacement shock response spectra of an input time history data set.

STATISTICS is for calculating a data set that is the average, the standard deviation, or
the variance of the Y data from all of the data sets in the active set.

WINDOW is for creating a data set that is the result of applying a Hanning Window,

a Hamming Window, or a Kaiser-Bessel Window (in the time domain) to an input time
history data set.

SUMMARY

The GREEDI software system, an interactive computer code and database access system,

was developed and implemented at Sandia National Laboratories. GREEDI facilitates shared ac-
cess to engineering analysis data and provides an integrated environment with extensive graphical

capabilities to perform shock and vibration data analysis tasks. It transformed the DOE/DOD
Euvironmental Data Bank from a card index system into an easily accessed computerized engi-
neering database tool that can manage data in digitized form.
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A SHOCK AND VIBRATION DATABASE
FOR MILITARY EQUIPMENT

Mr. Robert A. McKinnon
U.S. Army Combat Systems Test Activity
STECS-EN-EV
Aberdeen Proving Ground, MD 21005-5059

This paper discusses the <creation and utilization of a database
containing shock and vibration information <collected from a
variety of military equipment. This information can provide
designers and developers with realistic environments which their
item must be capable of withstanding, so arbitrary environments
are not relied upon.

INTRODUCTION

Numerous laboratory vibration test schedules have been developed in recent
years for both cargo and combat vehicles in the Army's inventory. Additionally,
many road shock and vibration, rail impact, drop, and firing shock tests have been
conducted on a wide variety of vehicles and equipment as part of the Engineer
Design Test/Development Test/Product Improvement Program (EDT/DT/PIP) testing

mission. Through this total effort, a large amount of meaningful data have been
gathered, processed and reported by the U.5. Army Combat Systems Test Activity
(USACSTA) to meet the specific requirements of the various investigations and
tests. With such a great quantity of data known to exist, numerous contactg are

made to USACSTA and U.S. Army Test and Evaluation Command (TECOM) by other
Government activities, program manager offices, and private contractors (involved
with developmental design for Government contracts) to acquire specific data.
Currently, these data exist in many data files which must be researched to obtain
data for a specific request. There has been no effort to establish a complete and
meaningful database to provide timely information on the shock and vibration

characteristics of wvehicles and equipment. Such data provide designers and
developers with realistic environments the item must withstand so they do not rely
on the selecticn of some arbitrary, and often erroneous, environment. The

objective of this project was to develop a shock and vibration database for
various vehicles and equipment mounted on vehicles.

DATABASE CONTENTS

The objective was to determine which types of information should be stored in
the shock and vibration database i1n order to make the database as wuseful as
pcssible.

The ori1ginal project proposal suggested that the database should contain
tnformatic on vehicle type, equipmen*t type, test courge, and test environment. It
alsn suggested that the database consist of raw data, power spectral density
computations. amplitude distribution analyses and shock response spectra.




Being the probable main use»s of this database, the USACSTA Vibration Test
Branch personnel were questioned as to the types of data tc be stored. The
responses are summarized in Table 1.

TABLE 1. FIELD SHOCK AND VIBRATION DATABASE SUMMARY
Information To Be Stored

a. Test 1tem(s}, name, model number.

b. Carrier vehicle(s), name, model number.

c. Date of test.

d. Test Engineer.

e Measurement locitions.

f. Test courses and speeds, drop heights, or rail impact speeds with run

g. Raw digital data tape rumbers.

h. Save tape {(calibration files, etc.) numbers.

1. Analyzed data tape numbers.

j. Analy..d Jdata file names (particularly overlay files).

k. Summarized data (rms, peak, crest factor, kurtosis).

1. Type of analyses performed.

m. Report number.

n. Sample rate of processed data.

o. Recording and anelyzing data frequency ranges.

p. Data logbook volume number.

q. Types of tegts performed.

r. Test item securement (loose, secured, etc.).

s. Types of data (acceleration, strain, displacement, etc.).

It was decided to include as much of the above listed data as possible with
the limitation being the computer memory size.

In addition to the information listed above for field =shock and vibration

testg, 1t wag determined that other testing conducted by the Vibration Test Branch
ghould be i1ncluded in the databage. A second set of information for the database
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{c) Drop orientaticons.

<5) Shock tests.

ta) Shock amplitude.
{(b) Puise duration.
(¢} Transient duration.
(dy Type of shock pulse.

(e} Test orientations.

database to store information that was

used in the development of

laboratory vibration test schedules was also deemed necessary. This would include
all information pertinent to the complex development process. This database

includes

the information included in Table 3.

TABLE 3. LABORATORY VIBRATION SCHEDULE DATABASE SUMMARY

Information To Be Stored

Test item(s), name, model number.
Test vehicle.

Location of test item on vehicle.
Name of person developing schedule.

Scenario information.

(1) Total transport distance.

{2, Percent of distance used for schedules.

3) Test courses utilized.

(4) Average speed on each *'east course.

Person requesting schedule.
Names of all computer files generated.
Exaggeration factor.

B/N exponent (Miner's Theory).

Number of standard deviations added for conservatism.

Type of vibration test schedule.




Since there are distinctly different types of information to be stored 1in the
database, three separate databases were determined to be needed. These three
databases are independent; however, limited cross-referencing should be available
for data ccmmon to more thaun one database. Examples of these would be the test
item name and the repert number.

All of the i1nformation listed 1n Table | was 1ncluded in the database with
the exception of the following:

e. Measurement locations.

f. Test courses and speeds, drop heights, or rail impact speeds with run
numter.

j. Analyzed data file names (particularly overlay files).

k. Summarized data {(rms, peak, crest factor, kurtosis).

Each of the above data types has a large number of possible database entries
which makes the complete storage of information impractical. While not directly
accessible from the database, the excepted information can be readily located by
examining the lcgbook and data storage tapes identified through the database. The
informat:on listed 1in Tables 2 and 3 were all included 1in their respective
databases.

These databases can be used to locate information on previously conducted
tests more efficiently than prior to its existence. Most of the test details can
be recovered directly from the databases. The actual test data, which is
voluminous 1n most cases, can also be recovered more efficiently through the
databases than 1in the past. Currently the test data on file at the Engineering
Tect Division are stored on several hundred nine-track digital tapes. The
databases can direct the requester to the tapes with the desired data.

The databases will make shock and vibration environment 1nformation more

readily avallable to <designers and developers. These people can then incorporate
this information into their designs in lieu of remeasuring the shock and vibration
levels or selecting arbitrary levels. This can lead to savings in terms of both

development time and money.

Ail shock and wvibration test reports are now filed in ascending order by
report number making it easier to find reports which have been identified by the
databases. Previously, the reports were filed by the type of test item. In some
rases where more than one type of item was tested and reported in a single report,
locating the report was difficult. Now, the databases will provide the desired
repsrt numbers and utilizing the report will provide any detailed information that
2 nat avallatle in the database.




DATABASE SYSTEM SELECTION

The objective was to create or locate a database gystem compatible with the
computer systems currently accessible by the Engineering Test Division which would
provide an adequate amount of data storage space.

At the start of this investigation, the only computers available were
Hewlett-Packard (HP) 1000 computer systems. The original plan was to write a
series of FORTRAN computer programs which would input, edit, and retrieve the
database information. An effort was started in this direction and the data input
software was written. As that effort was concluding, Zenith model Z-248 personal
computers (PCs) were acquired by the Engineering Test Division. Acquired at the
game time was the Enable 1.15 software package.

A subset of the Enable software package is a Database Management System
(DBMS) . This DBMS allows wup to 65,000 records with up to 254 fields which can
contain up to 254 characters each. Each record is composed of fields or types of
information and the information in weach field is referred to as data or values.
This system permits the entry of up to 65,000 test programs and 254 different
types of data variables per test program [1].

At the time of acquiring the Zenith computers, it was decided to shift the
database effort from the HP 1000 minicomputer to the Zenith personal computer. The
reasons for the shift were the ability to immediately have a verified and usable
database system. Utilization of the Enable DBMS allowed almost immediate data
entry and data access. The use of the Zenith computers also allowed easier access
to the database, in that these computers are located throughout the Vibration Test
Branch while the HP 1000 computers are only accessible in a single location.

The Enable DBMS was selected as the database software package. The shock and
vibration database has been placed into one Zenith computer gystem and can be
transported to other systems on 5-1/4-inch floppy disks giving more people access
to the database.

By wusing the Enable database package, the database configuration was
established and the system was ready for data input in a few days. Enable also
gives better portability for the information stored in the database because it can
be used on any of the Zenith computers.

The Enable DBMS comes with a get of instruction manuals tc aid users of this
system. This precluded the need to write a set of instructions which would have
been required if the HP 1000 database was selected. Overall, the Enable DBMS is
fairly easy to use utilizing the manuals provided with the system.

DATABASE INPUT

The objective was to develop a systematic and timely way of entering
infermation from past and future test programs into the database. For ease of
operation, the databases require a timely method of gathering information from
previously conducted shock and vibration tests as well as from future tests that
will be conducted.

The first 3tep in the data input process was to gather information from all
previou3z shock and vibration tests. The types of information are discussed in
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Tatles ! through 2. To make this eficort more organized, forms were developed on
1 +

which all of the test data tfrom laboratory vreports and test logbooks could be
summarized. Two bagsic forms were developed, one for field shock and vibration
tegts and the cther 7or laboratory tests. Examples of these forms are included 1in
Figures | through 4. These formeg differ i1n the types of information which are
summarized. For the most part the laboratory shock and vibration tests are
strictly pasc-fail tests with no response vibration data measured. Approximately
cre-half cf the field shock and vibration are also pass-fail, while the remainder
nave some type of respcnse vibration measurements made. A third summary form was
developsd  for the database on  the development of laboratory wvibration test
schedujes (figurecg S and 6)

he vhree types of database information summary forme were completed for most
¢! the testing performad by the Vibration Test Branch as far back as available

records  permitted. Test reports and data for field shock and vibration tests
dating back tc 1967 have been located and are included in the database, as have
the 1983 tc 1988 laboratory shock and vibration tests. Data from all tests
~ornducted r1or t3 1980 are limited to the informaticn contained in the test
regort This 18 because the magnetic data storage tapes from tests conducted
pr oL t> 1980 have been destroyed due to their incompatibility with the current
data anaiygis gystem and the need for storage space for tapes from more recent

Follnwrng the completion of the summary forms, each of the forms was examined

and hecked by the database manager for accuracy and completeness If any
repancxes were noted, the correct information was recovered from the report
sor 10gbook and entered on the summary forms.
Currently, as tests are concluded and the final reports written, the
appropriate database summary forms are completed. Then at biweekly intervals, the
database manager examines the jist of completed projects and determines 1f the
summary forms have been completed. 1f the summary forms have not been completed,
the database manager, elther on his own or with the assistance of personnel
involved with the test, completes a summary form. Completion of a summary form
usually takes from 2 to S5 minutes. This procedure will continue to be used to
ensure updating of the database.

Once the database summary forms have been completed, actual data entry can

T The Enable DBMS allows for an input form to be developed. The three
inped input forms, which appear on the computer terminal screen, are identical
he three summary forms. Included on the designed input forms are blank spots
the same lccatinn as the blanks on the summary forms. This allows the data
ntry perscn to simp'v reproduce the summary form on the computer screen by typing
the information on the computer keybcard. Entering the data from a single summary
form takes approximately 2 minutes.

e
+

Afver ‘the <completed database summary forms have been entered 1into the

ut=r database, they are stored 1n a notebook for a historical record. These
ormz  are essentially an additicnal backup of the database information. Backup
~eopres  of the database are made at periodic intervals on 5-1/4 inch floppy digks.

The mez* appropriate time for the backup copiles to be made 18 at the conclusion of
4 data ertry

-

1
i

the database zummary forms allows any test personnel to gather a
tinformation on a single shee e \ 1tiling in tl
t anfsrmat 8 le sheet of paper by simply fiiling the




FIELD SHOCK & VIBRATION DATABASE SUMMARY FORM

S ST EM NAME .
SYETEM ACRONYM:
PRIME MOVER NUMBER, VERSION: __ o
CARRIED ITEM NUMBER. VERSION:
TOWED VEHICLE(S) NUMBER, VERSION: _
TRAILERED ITEM NUMBER, VERSION: _ _ o

TEST ENGINEER:
TEST COMPLETION DATE (MONTH, YEAR):
REPORT NUMBER:

PROCESSED DATA SAMPLE RATE:____ ____  ___ ____________
RECORDING CUTOFF FREQUENCY (Hz):
DATA ANALYSIS FREQUENCY RANGES:

SUBTESTS (check all applicable) ANALYSIS TYPES

_____ AIRCRAFT . ___ AMPLITUDE DISTRIBUTION

_____ WaTCRCRATT ——___ STRAIN DISTRIBUTION

_____ RAIL _____ POWER SPECTRAL DENSITY

_____ DROP _____ RIDE QUALITY (ISO 2631-1978)

_____ ROAD ._.__ ABSORBED POWER

_____ FIRING ——___ CREST FACTOR

_____ OTHER _____ __ —____ SKEWNESS & KURTOSIS

_____ SHOCK RESPONSE SPECTRA

MEASUREMENTS SHOCK INTENSITY SPECTRA

_____ INSTALLED EQUIPMENT —____ VIBRATION SCHEDULES
LOOSE CARGO IMPULSE

LIST RAW DATA TAPE NUMBERS

DATA TYPES LIST SAVE TAPE NUMBERS___ _
————— ACCELERATION LIST PROCESSED DATA TAPE NUMBERS ___ .
_____ STRAT"

_____ DISPLACEMENT

Figure 1, Field Shock and Vibration Database Summary Form (Side One).
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LABORATORY SHOCK X VIBRATION DATABASE SUMMARY FOERM

TrST ITHEM NAME:
TEST ITEM ACRONYM: ...
TEST ITEM CATEGORY:

{check al! that applv)

CARTRIDGES
FUZES

GRENADES

MINES

MORTARS

PROJECTILES __ DIAMETEX
PROPELLANTS

SMALL ARMS

OTHER

BARE BOXED CONTAINER PALLET RACK TEST TEMPS (°C)

LABORATORY VIBRATION

_____ LOOSE CARGO o o L o
_____ DROF

______ 46cm (1.5f¢) e o e e
_____ 6lcm (2f¢%) e L o o
_____ 76cm (2.5f¢t) e o o o
_____ 9lcm (3fL) e o o e
_____ 1.2m (4ft) e o o o
______ 1.5m (5ft) o o o e
_____ 2.1m (7f%) e o o e
______ J.0m (10f¢) e L o o
_____ 12.0m (40f¢t) e o L L
______ Other _______m o o e e
_____ JOLT/JUMBLE o L o L
______ LABORATORY SHOCK e o o

J - . o o
EST COMPLETION DATE (MONTH,YEAR):

Figvre 'y, Taborators Stock and Vibrat fon Dat b goee Summarv Form 0 Side DOne),
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m

TEST DETAILS
LABORATORY VIBRATION
vIB. SCHED. NOTEBGOOK NO._ __
ViEBEATION ZIHELDULE QEIGIN:
‘Cirole applicab.e documents) 810C 8ioD 1-%-801 4-2-60? TEST PLAN VTB OTHER
VEHICLES SIMULATED: __ COMPOSITE WHEELED  _______ TWO-WHEELED TRAILER
MILEAGE SIMULATED: km Km
LAB TEST TIME/AXIS: ______ mn min
EXAGGERATION FACTOR:
CTHER VEHICLES: .
MILEAGE SIMULATED: ___ ___ km km _______ km km _______ km
LAE TEST TIME/AXIS: ___ min _ min _______ min _______ min ___ min
EXAGGERATION FACTOR: ___ o o_______
SCHEDULE TYPE: ___ _ SNBROR ___ __ RANDOM _____ SINE _____ SINE/RANDOM
HESPONSE DATA MEASURED: YES NO {(circle one)
LOOSE CARGO
LOOSE TARGO SCHEDULE ORIGIN
fcircie applicable documents! 810C 810D 331A 4-2-602 TEST PLAN OTHER__________
UABLZ SURFACE: woon STEEL
TABLE SPEED: RPM
TARLE MODE SYNC ASYNC  __ ___ VERTICAL
TzZT TIME PER CRIENTATION: MINUTES NUMBER OF ORIENTATIONS: _____ __
DROP

RS Z7LE JRIGIN:G

TT.2 app.17able documents) 810C 810D 3314 4-2-602 TEST PLAN OTHER______
SMEAS =rACh: _ STEEL  ____PLYWOOD ___CONCRETE ____MACADAM __S0IL

=oZuIn LOCATION o oo oo PENETROMETER READING: _____ PRESSURE: ______ kPa
LABORATORY SHOCK

DHOTK HEDULE ORIGIN:G

re o ‘ 810C 810D 3314 TEST PLAN OTHER_ __
SO A PULZE WIDTH: _msec TRANSTENT DURATION:_ ___ msec
N o L o
[ FULTE TYPE: _SANTOOTH _HALF-ZINE _TRAPEZOID __CAT LAUNCH/ARREST LNDG

deln LATA O MEATS Lo TES NO (eircle one:

B 5 FORINE TONTHOULLER: o

i . heratorsy Srock oand Vibrat o Database Summare Dorn (8 1de Twiry,

VI‘?




VIBREATION SCHEDULE DATABASE SUMMARY FORM

TEST I[TEMiZi:  INSTALLED EQ SECURED CARGO SPECIFIC ITEM

TEST VEHICLE: .

tcne vehicle ' form

LOTATION ON VEHICLE: .

SCHEDULE DEVELOPER: o __

AXES RELATIVE T0: _ VEHICLE  ___ __ ITEM
SCENARIO INFCEMATION:

Total Distance: __________ km

fercent of Zistance used for schedules: %

APG Test Tourses Used: Paved Belg Blk 2°'WB EWB 3°SB Otheris)
(se.ect appropriate courses)

Average Speed: _ ___________ km/hr

Exposure Time: _  __ __ _____ hours

Exaggeration Facvor: __ __ . ____

Swpeonent lbendc_ .

Tota. Test Tame: ___ ________ minutes

JEVELOPED FOR: . (roc)

i (ADDRESS)

Ll . (CITY,STATE ZIP)

i il {(TELEPHONE NO.)

DATE MONTH., YEAR) 1 .

PSD FILES (lowest,highest run numbers):$ ., % _____ STORAGE TAPE: ________
8 __ . P

Pil TYPE USED AV sD PE

Vert (lowest . highes® run numbers): _________ PR
Tran L FRSO
LOﬂg _________ § S,
NMBER OF S7TD ULEVS USED:________ . ___
Fienre 5. lLaboratory Vibrat ion Schedule Development Database Summarv orm

CSiele Gy,
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several blank spaces with check marks or somewhat standardized short answers. The
information 1is then in a format which can be quickly entered into the computer
database.

Input to the database will continue as additional shock and vibration tests

are completed. Currently, the database contains information on all field shock
and vibration tests in which data were acquired. An effort is underway to
complete the entry of all historical data from the laboratory tests and from the
development of laboratory vibration schedules. All laboratory testing and

vibration schedule development which have been reported since January 1983 has
been entered in the database.

The data input procedure has been working well in that the amount of time
required to gather and input test information is minimal. Zfforts are on-going to
enter the remaining historical laboratory test and vibration schedule development
information 1into the database, and will be completed shortly. The process of
entering test information from future tests will be continuous.

DATABASE OUTPUT

The objective was to provide requested shock and vibration information from
the database in a timely manner and in a usable format.

Similar to the Enable DBMS input forms, report forms can also be generated.
Currently there are two prepared report forms for use with each database. The one
set 11 report forms are identical to the handwritten summary forms, and contain
all of the gsame information. These provide the requester with all of the
information gstored in the database for a particular test The other set of report
forms is shorter and contains the test item name, the type of tests, the report
number, and whether data were acquired during the test. Either of these two report
forms can be viewed on the terminal screen or outputted to a printer. In addition
to the two prepared report forms, the database information can be presented in
other formats by preparing additional forms.

The shorter report form 1s the on. which 1s requested the majority of the
time by members of the Vibration Test Crar:h. Thif form lists most of the
commonly requested database information, namely the report number. the types of
tests conducted, and the types of measurements made, 1i anv.

The longer report form has so far been used only to duplicate the handwritten
summary forms and not as a tool to locate database information. This form, when
used, will provide the most complete infiormation on the test programs. In cases
where database information is needed immediately (during a telephone conversation
for example) simply reporting only requested data in the shorter format has been
found to be the quickest method to determine if the requested information is
available.

Once the database has been accessed and it indicates that the data requested
are available, the database manager will note the report numbers and data tape
numbers. The next step is to locate the requested information first by looking in
the test reports. 1If the information is not recorded in the test re rts then the
data tapes are retrieved. If the database indicates the required information has
been computed and stored on processed data tapes then these are retr.eved from the
tape library. The processed data tapes are then installed on the HF 1000
computer’s tape drive and the requested information is then reformatted by the




computer 1nto the desired format. The data formats usually desired are either
plots or tables.

The Enable DBMS allows the user to retrieve information in almcst any desired
format. Currentiy, only two report forms have been developed; however, additional
report forms will be created as the need arises.

The database 1information can be accessed directly using an Enable LBMS
default report for:. This would be done i1n the event information is desired
quickly and precise formatting 1s not required. This method will list only the
information specified and is most wuseful for retrieving a limited amount of
information such as was a certain test conducted on a specified test item.

The report forms aid in the timely location of information stored in the
detabase. The forms identify the data that are available as well as where the
data can be found, usually 1n test reports or on magnetic data tapes.

TYPES OF AVAILABLE DATA

Aii of the information stored in the databases and listed i1n Tables 1 through
3 are readily available, Additionally, data which have been further analyzed are
also avairlable. The analyzed data include but are not limited to time history and
power spectral density plots, amplitude distribution da'a, shock response spectrum
data. Decired information can be presented in various formats as determined by the
requester. Some examples of the types of data available are shown below. Figures
7 and 8 show sample time history and power spectral denuity plots respectively.
Table 4 15 a samnple of summarized acceleration data.

In cases where the requested data have not ©been previously computed and
stored on magnetic tape, the raw data tapes are retrieved and the necessary
computations are made. The computed data are then outputted in the desired format
and this information is then stored on properly identified processed data tapes
which are annotated in the database for future use. Also available 1is the
development of laboratory vibration test schedules for cases in which the desgired
measurements have been made.

In order for laboratory vibration test schedules to be developed, additional

information is required. This information includes the exact mounting or storage
location of the item which 1is to be tested in the wvibration laborator:.
Additionally, the types of terrain and the expected vehicle mileage on each

terrain type need to be i1dentified.
DATABASE USAGE DETERMINATION

The objectives were to devise 3 way to measure the usage of the shock and
vibration database and to document who is utilizing .he database.

I.. order to keep track of database usage, a data request form wag developed
(f1gure 9) . Thigs form will be <completed earh time the Vibratioa Test Branch is
reques*ed to provide shock and vibration data. The form was designed to record
ali information  pertinent to the data requegted including the name ana
organization of the requester. The 1nformation on these forms 1s wused by the
pe~son acressing the database, ags 1% contains the ypes of 1nformation to be
searched for in the databaze. The inforration on the data request forms 1s then
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stored in a separate database, since this information is dissimilar with the other
databases. This database also utilizes the Enable DBMS.

These forms have only been wutilized for a short time asg the shock and
vibration database is 1in its infancy. The forms are easy to complete and have been
used successfully.

The data request forms also provide a space to document the amount of time
the data recovery process took, including the time for any additional data
analysis not previously performed. This will give an indication of the number of
hours spent doing research and analysis on projects which are not currently
funded.

Since the shock and vibration database is just getting started, 1its use has
been limited to approximately two to three times per week. It is anticipated,
based on past inquiries, that this usage will increase dramatically.

REQUESTING DA’ABASE INFORMATION

All requests for information must be made in writing on stationary bearing
the letterhead of the requesting organization. The request must include the
information desired and the purpose for requesting the information. Telephone
requests may be made, however no information will be released until a follow-up
letter is received. All requests for shock and vibration information should be
sent to the Chief, Vibration Test Branch. The mailing address and telephone
number are:

Commander

US Army Conbat Systems Test Activity
ATTN: STECS-EN-EV

Aberdeen Proving Ground, MD 21005-5059
Telephone: (201) 278-3787

AUTOVON: 298-3787

After the determination 1s made that the requested information 1s available,
the appropriate test director or supervisor is contacted and i1nformed of the data
request. The test director or supervisor will make the decision as to whether the
irformation can be provided to the requester. Under no circumstances can
classified test information be provided.

The letter requesting the information along with a completed Data Request
Form will be retained by the Vibration Test Branch for a minimum of three years
from the date of the request. The information from the Data Request Form will be
entered ‘nto the Shock & Vibtration Database ag previously stated.

REFERENCE

l. ENABLE Data Base Management and Spreadsheet/Graphics, Zenith Data Systems
Corporation, 1935.
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VIBRATION DATABASE FOR
AIRCRAFT AND ITS APPLICATION

Michael T. Orth
Wright-Patterson Air Force base
Aeronautical Systems Division
ENFSL
Pavton OH

A vibrarion data base is necessary for verifying
alrcrart structural integrity and equipment design.
Vibration data is obtained through numerous flight
tests intended to capture maximum vibration levels and
vibration trends. The data is processed through
available software and the desired output. This paper
gives a brief description of aircraft vibration and
methods of obtaining and processing flight vibration
data in order familiarize the laymen with the correct
application of an aircraft vibration data base.

INTRODUCTION

The Loads and Dynamics Branch (ENFSL) of Aeronautical Systems Division has
acquaired an extensive vibration data base for the purpos~ of verifying aircrafre
structural integrity and equipment design. A brief discussion of aircraft
vibration along with methods of obtaining, processing and applying the data will
b provided.

Aircraft Vibratior

Mumerous sources induce vibration throughout an aircraf. including the
arrodynamic boundary layer, turbulent air flows, acoustic fields, pressure
pulsations, unbalance of rotating equipment, acoustic cavity rescnances, and
repetitive gunfire blasts. These sources produce loads small in comparison to the
inertial and acrodynamic loads used in aircraft design but can induce structural
fatigue due to the repetition (frequency) and the amplification (Q) of the
vibration levels by airframe and equipment resonances. The performance of
cquipment can also be affected by vibration without fatigue failure.

T~ categorize the severity of the vibration, the aircraft is divided into
vibration zones each with relatively uniform vibration; an :xample is given in
Figare 1o Typically vibration is lowest at the nose of an aircraft and is
progressively more severe moving aft. This occurs because the aerodvnamic
boundary laver beyins to separate and become turbulent moving aft due to the

veneration of highly disturbed flows from airflow perturbances. Airflow induced
vibration {4 also dependent upon variations in the vehicle's flight envelope.
Flight wibrarion is proportional to dvnamic pressure and reaches a maximum at
tnproximatael o 09 Mach ar sea Joevel, decreasing during transonic airflow, and again
prcreansing atter Mach 1 (Fig. 2). Vibration design critoria for hivh performance
cirpione s are usually dominated by the vibration at .Y Mach ar the lowest
v e e it tde Maximun vibration during sronnd operarion occurs at

o o wreand rol b owhnen the acoustic poieo ol i srapaision avstem ie




maximum. This condition dominates the vibration criteria aft of the engines for
airplanes which do not fly at high speeds at low altitude, ex. C-130 and C-17.

FIGURE 1. VIBRATION ZONES OF AN AIRCRAFT
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FIGURE 2.  VAKRIATION OF FLIGHT VIBRATION WITH MACH NUMBEK
DEVELOPMENT 9F DATA BASE
Obraining bDaca

The vibration environment for avionics cquipment can be determined by
measuring vibration levels during flight tests. To cnsure measurement of the
maximum levels and tae vibration trends, many conditions in the aircraft's flight
envelope must be included. Additional flight tests may aiso be necessary if there
are modificarions to the aircraft configuration which induce changes in the
aerodynamic environment, flight envelope, or load paths of the vehicle.

Fquipment located in the equipment bays expericnce vibration through load

transfers at the mounts or attachment points. The vibration input to the avionics
caquipment 1s measured by instrumenting the equipment supporting structure. For
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aipment directliv exposed to the airflow (i.e., stores, antennas, missiles), the

structural response rather than isput s measured.  The difference is due to the

inabdility to measure the complex ‘ntegraction of pressure fields or vibration input
S

surfuace of the external cgulpment.

In actual rlight tests, vibration measurements wiil be a small part of the
progran duc to the expense, time constraints, and available instrumentation.
e nomber and iocation of pickups, recording time,and flight test points for
sibration medasurements will be hivhly limited., Pickups will be located to record
vibration of structures supporting the most equipment. Single or double axis

tl be used rather than tri-axial as much as possible to minimize
instrumentation requirements and maximize instrumentod locations., Flight test
conditions wil! be chosen to provide the most information about the aircraft’'s
vibration trends (load vs. , level vs. Mach) so that data can be extrapolated to
f lope.

the flizht env

47}

ALl RArts o

Vioration measarcements from a flight test should not be confused with those
ar a4 ovenicle ground vibration test (GVT). CGround vibration tests are conducted to
fetermine the pasic structural resonant frequencies, mode shapes, and structural
dumping characteristics of the aircraft (ref. 5). During a GVT, the vehicle is
ewciced by arbitrary low level vibration which is not Indicative of the actual
tiignt environment. The results of a ground vibration test are used in the
venicle's flutter anailysis and are not directly related to the desian of avionic

2O DmeNnT .

In the 50's and early 60's, data were normally recorded on an oscillograph.
fne peak value and frequencies were analyzed directly from the recorded wave forms
and were Interpreted as sinusoidal peak values. In the 69s, and 70s, the gage
sivnal was analyzed by sweeping the time history of the analog signal with an
teetric [ilter. The filter acted as a variable resonator tou determine the
[requcacy content of the signal and the measured amplitude was the RMS of the
siuna: across the filter bandwidth.  Because the measured ampiitude (s an average
4ernss a bandwidth, the accuracy of the output at a particular frequency is
timited,  Alsn, the analysis time using electric filters is lengthv because of the
necessity to dwell at the increment of the record being analyzed long cnough to
statistically measurs the variation of the signal. This was repeated at each
Srepteney band of the analysis range. A comprouise was required between accuracy
“matlysis bandwidtih, averaging time) and cost.

with ot o introduction of Fast Fourier Transform (FFT) sofrware and the
coafraniiity of ioespensive digital computers, the analysis time and accuracy have
greatly ricboeed,  An o analysis is performed by digitizing the analos signal
and transtorming from the time domain to the frequency domain with the FFT
st ware . The FFT produces narrow band line spectra whicn are mathematical

representations of filter outputs centered at the frequency ot ecach line. The

ivionoamplitide represents the mean square value of all components in the
sians witnis the frequency bandwidth and is oiven as the measured variable (o,

doelerat ion, vedlocity, displacement) squared per Hevtz (ref.o 3). A plot of
crnroat Do aaontitude vase frequency is ooften rolerred teoas a0 power spectral densicy
SNy o e deration apecstrar densit (Fi-. 3.




FIGURE 3. PSD EXAMPLE

After the flight data have been analyzed and are in hard copy form, the
maximum vibration levels at a particular gage can be determined by enveloping all
measurements at that gage. Further enveloping of the multiple gages within a
particular zone is done to determine the maximum vibration levels within that zone
(Fig. 4).
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Tho rlicht vibravion data theo ENFSL has availuble is siven in Table 1. The
dat s trom aumerons sources and in many forms. The data usually represents the
. Mg Tman. vibroatron) eondition in the flizht envelope and does not represent

iovemprote vibration survey throuchout the aircerafr.
TABLE @t ENFSL's AVAILABLE FLIGHT VIBRATION DATA

123 C-130A/B HC-130H EC-13uy Cc-1
C-133 C-1358 RC-135S KC-135 c-1
C=54 DC-10 T-43A £-34 SAU 2
P-13C BOEING 747 DC/VC-10 AV=8A/B/C

r - ~‘7 B

F-4C G/ RF=4C F-111A/E RF-111% F-15
FoTE=-15 F-16A/B/C B-58 B=-52GH TR~1
A7 A-10

H-374 UH=1C Oti-6A HH-3C Hi: -1 3 HH-60AD
SH=-60B

MISSILES/STORES

CBU=39.40 PAVE PENNY ALCM RF=4C CENTERLINE TANK
GRC=16UGA-1 QRC~160A-8 ALQ-71 F=15 1MV F~14.1IMV
AMEBAAM ATM-4D FIREYE F-16"ATd 9-L F-15/AIM 9-L
CONDOR SHRIKE GBU-15 ESL-475 PAVE TACK

APPLICATION OF PROCESSED DATA

Te te=t the performance of the equipment's design in the aircraft's vibration
eaviranment (qualification test), the equipmenc is vibrated on a mechanical shaker
Loothe required zone vibration levels. It is desirable to shake the item for its'

drt litfetime, however, compromises of the test duration are tynical. I'he test
daration is determined through a relationship between the desired life of the
equlipment, the average vibration for each segment in the mission profile, the test
innut ievels (performance levels), and the S vs N curve of the equipment material
fia. 1) (ret. 6.

(Wi W2)**h = (T2/T1) Fq. 1

where: W o= Vibration Level
T = Time 4
L = material constant (slope of log,/log S/N
curve) typically specified as 4 for
Aluminum
The testocan bhe acecedorated by selecting a shorter test duratioan and

| Fhe new test level is tvpicallv

aocreersing the jnpat level thronygh bq
veerorred o gy oan oenduirance levels The f

Pivht condition chosen for obtaining the
Gl anee quanitication levels way ditfer from those ased tor functiona
G Uit Ton, This nccnre where the cquipment i< ot rogquited to tunction during

g e ey irenment . Cret o i) T teest eguiipment s 1L Is oused in T




service life, the test levels and duration are continually adjusted to account for
aircraft modifications. Aircraft which ENFSL has established functional and
endurance vibration criteria are given in Table 2. The available data is in the
form of PSDs.

TABLE 2: AIRCRAFT WITH FUNCTIONAL AND ENDURANCE VIBRATION CRITERIA

A-7 A-10 B-1B B-52 C-5A C-141A
KC-10 KC135 E-3A C-130 F-5 HH-60
r-111 F-15 F-16 F-4 T-43

Another method of testing the design of equipment in an aircraft's vibration
environment is to scale the performance level with the dynamic pressure of each
scgment of the mission profile to obtain a varying vibration level throughout the
mission (ref. 4). A test is then conducted which approximates the vibration
environment for a typical mission of the aircraft. The test is repeated until a
life of the aircraft has been represented. The vibration level in each segment of
the mission profile is scaled using the following relationship.

W/Wmax = (q®2/qmax®2) x k Eq. 2
W = Vibration level during mission segment

Wmax = Performance level

q = Dynamic pressure during mission segment

qmax = Dynamic pressure at .9 Mach and sea level

k = Transonic flow factor

The data which ENFSL have collected are in hard copy form and from a wide
range of sources. ENFSL cannot provide copies of the data but can give
references. The data can be reviewed in our office and a limited number of pages
can be reproduced.
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THE IMPORTANCE OF NON-RESONANT AND
INPLANE VIBRATION TRANSMISSION IN
STATISTICAL ENERGY ANALYSIS

Dr. Robert E. Powell and Dr. Jerome E. Manning
Cambridge Collaborative. Ine.
689 Concord Avenue
Cambridge. MA 02138

Most of the applications of Statistical Energy Analvsis
(SEA) presented to date consider the interaction of
resonant acoustic modes in air and bending deformation
modes of bheam and plate structures. However, there are
many cases of practical significance where the predominan:
coupling mechanism between two resonant mode groups is
through the non-resonant (mass-like or spring-like)
dynamics of intervening structure. There are other cases
where the primary coupling mechanism is through resonant
inplane (compressional and shear) vibrations. This paper
explores several examples of non-resonant and inplane
coupling. Comparisons are made with exact simulations of
two beam networks.

INTRODUCTION

“rvuctuaral dvnamics that considers the responses of and interactions between
wesonert proups of modes.  An SEA model evaluates the vibrational energy
I=tribution among the resonant mode groups (subsystems) of a structural and/or

vomiie svstein. The result of the analysis is the average dynamic energy of the
“hnvstens, from which the response variables of acceleration and pressure are
alondated.  Because the calculation is statistical, the prediction of response can
wolwde both rhe expected mean value and higher noments such as the expected

card deviation.  This information can be 2cially useful to manufacturers
“reing to predict how many units of a production run might be expected to exceed a

cytain level.

shA methods diffter from deterministic analyses such as finjte elements in two
Cimdaental aspects: the statistical descriprion of the system itself and the use
ot dvramic energv oand power as Lhe system variables. The svstem being analvaed is
ssored co bhe drawn from an ensemble of similar systems whose dvnamic propertics
de krmown inoa statistical sense (11, that is. the natural frequencics and mode

Fopes mway be taken ac random variables described by probabilivy distribu! jons,

Cother than s deterministic values.  Thin assumption may scem mnnatural to those
oot omed toonodal analysis of the first ten system modes, but those with

specience in higher frequency testing can appreciate the inherent variahility of
eloorder modes o The ise of eneryy and power variables instead of displacement

Ao farees is Dandamental to the pronping of "similar” modes into suhsavatoms thae
veothen tveated ssoa single deprec of frecdom in the analvsis o The encvey of ol
o nada D enevesy in s snbsvatenm s asoomed ognal due teo similar exciiat fon,
Seive o coupling properties . SELY cveription of the atare of ot avanen L

“



{0 eneviies of the subsvstens allows a natural handling of fluid/structure

“eract on. avoiding the change ot variables to pressure or potential that is
v reuuired in finite element analysis,

3 conron misconception about $¥a is that excitation and responses must be

SEA predicts the response to pure tones of the ensemble of systems
witioh anv single unit is drawn. As the frequency bandwidth of system

is decreased to zero while maintaining constant power input, the mean
v predictior remains constant while the standard deviation prediction
A mare tone standard deviation includes the expected variations in

due to the ewcitation fregquencv coinciding with system resonances or anti-

nsed to evaluate peint coupling. Reasons for including coupling through
rodes and inplane modes are then discussed. Two examples that

toese forms of coupling are examined by comparing "exact" deterministic
ns to several different SFA models. Recommendations are suggested i1

.7, svstems that may require non-resonant coupling or inplane mode groups.

SEA BASICS

response prediction is accomplished by the setting up and solution ol a
F P p 3 g
wer halance equations, one for each subsystem. In the steady
q Y ]
f the power dissipated in a subsystem and the net power transferred
the externally-supplied input power

st o lincar p

subsvstems is equal to
vl o= 1. L

inprt power provilded by a point force I acting on a structural subsystem can be
t ve point conductance G

5
o
~
bt

cainatod from

—~
(o]

Moo ReusEr (FY), = G (FY),

-
s
r

e : v 1n brackets is the mean-square force. The conductance of a
Luiomoida svstem, averaged over frequency. can be shown (20 to be equal to cthe
svstem conductance where the subsvstem boundaries have been extended far
driwe point. Thus, the infinite system conductances may be used in

©o0 to caleulate input power for an SEA model.
The power dissipated by the resonant modal response is proportional to the

“al enersy E oof the subsystem

)
N

iy 7% Mdiss 2 (

is the dissipation loss facrtor, which is

vooow is radian fredguency and p

dics
Wil to twice the orirical damping ratio 7. The total energy is the product of

energy e oand the number of subsvstem modes N that are excited in the

Haned Awounder consideration

P

ot et o irtuaduce the mods! densicyv niw) as the average number of resonan:

s orades dnoa ounit bandwidth
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For subsystems connected at a point junction, the SEA coupling factor can be
calculated from a transmission coefficient r that is the ratio of transmitted to

incident power {3]

i;]
3., = L. L (12)
s
(2 — Ti;j>
where the 7 in the denominator accounts for the distortion of the field in the
source subsystem when the coupling is strong (r-»1). When the coupling takes place
through the motion of a single degree of freedom (unidirectional translation, for
example), the transmission coefficient can be expressed in terms of the impedances
7 of the subsystems
4 Re{Z;) Re{Zj}
TLLy = (13)

= , sz|2

where the summation in the denominator represents the total impedance of the
junction degree of freedom. When multiple degrees of freedom (such as rotational
and translation velocities) transmit significant power across the junction, the
average power transmitted can be approximated by the incoherent sum of the power
transmitted by each degree of freedom with the others blocked.

Equation Solution

The power balance equations (Eq. (1) for each SEA subsystem) must be solved
simultareously. With the modal powers as the unknowns, Eqs. (9) and (10) may be
substituted into Eq. (l) to write the matrix equation

(Al (£ = (I ) (14)
where the diagonal elements of the coupling matrix {A| are all positive
Aj.g = Paiss * Z ﬂi;j (15)
J
and the off-diagonal elements are symmetric, negative, and smaller in magnitude
than the corresponding diagonal elements.
Ai;‘j = ’BI,J (]-6)

after solving Eq. (1l4) for the modal power distribution, the response quantities of
average subsystem velocities and net power flows may be calculated through Eqs. (8)
and (10), respectively. Velocities may be converted into accelerations or
stresses, as desired. Power flows are useful in diagnosing the transmission paths
that dynamic energy follows in reaching critical components. All calculations must
be repeated for each frequency band of interest, since most of the dynamic
parameters will vary with frequency.

NON-RESONANT TRANSMISSION

The impedances used for calculating SEA coupling factors are typically taken to
he the characteristic wave impedances of the infinite or semi-infinite systems.
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" CopTle et that the (Pinioe) subsvstems bave maney
omoden il fregueneyv-averaye impedance is equeel to
: b dnbini ave many practical cases where the svstonm
ERTEE e e ewiat small components that do not hoave many modec thie
P of interest. When two muaiti-modal subsvsters are cormected to oeach
“liird corponent . the coupling can be deseribed in cerms of the
cot the conpling elewent o Some of the coupling modes will be resonant in the
! frouenes band, and these will obe wodeled as an SEA subsvsten with separate
‘ o oo iver subsvatems.  Ceupling also ocours throush
1T and helow the current band.  Th Per oo
: onp g s coup! Cepresents a direct interaction botween the
il of he g0ource receiver subsystems, with g jocal moditication
cahersten ippedances depending on the dmpedance of the conpling olorm o '

1

illverrated in Fig. 1.

i von-resonant modes
i o the i
N 1
Bt w 1, and The non- f |
. , § t
; - e omitted, Homw - l ] i ‘
)
e pyomodes are : e ;
o N prency . are highly } i
Credt e e ol weaklv esclted by o o 7! I {
oo ) ) - N i 1 SOURCE - i
. Cooomihsystem, attention mnst be } ! ;
! |

. . SUBSYSTER
e Te the non-vesonant coupling

- - T T
{
|

coupling can be

into mass-controlled

L NON-KRESONANT

controlled coupling,

¢
ity on the relative importarce of oy o . e
‘ b COUPLING MODES

ne wodes with natural frequencies
cowoand ahows the frequency band of
Serest . respectively.  That relative Fig. 1. SEA Model of Non-Resonant Coupling

frporttce deponds on the impedance of

the conpling element compared to the

recoeiver subsvstems.

il Impedance of small components as secn by a junction mav be

: -1y different from that of an infinite svstem with the material and
crons-qecs ional properties of the component. At low frequencics, (near and below
st fivst devarie mode of the swall componens), the impedance seen by the junction

cveess e oind laeneed by the termination impedance at the other end of the
nent . The resistance (RetlZ)) especially is dominated by termination losses.
A i s rhis resistance that nesds to appear in the expression for transmission

oeficient (R (1) For emawple, 1f the component is very stiff compared to
{ i y !
fon impedance . the junction impedance will be the complex sum of the

pedance gnd the mass ifwpedance (jwM) of the component.  On the other

i i
el i the simall component is o verv compliant in comparison with its terming fon,
cften s Do dmpedance of the coupling at the junction is found bw inverting the
o ot Che terpination (yeceivery mobility and the spring wobilics of tin
) ' freer,t
AT
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large compared to Z.. The transmission coefficient is reduced also since Re(Zj} is
attenuated for a very compliant spring.

Applications of Non-Resonant Transmission

Acousticians are familiar with the mass-law transmission loss of panels
separating two acoustic spaces. This form of mass-controlled coupling is important
at lower frequencies because the resonant panel modes are only weakly excited by
the long-wavelength sound waves. The proper modeling of this configuration was
important for early SEA applicationus to space payload environments [4] and
arcliitectural acoustics [5]. The use of limp mass barriers (trim panels) is also
emploved in commercial aircraft noise treatments. The transmission of panel
vibration across a frame member is of critical importance for predicting
structurebhorne noise in ships. Some panel modes will couple into the beam mcdes of
the frame and thus transmit resonantly, but the panel waves transmitting energy
fore/aft will tend to be normally incident on the frame and will transmit through
the mass-controlled frame impedance. The structural applications of blocking
masses and elastic isolators have been covered extensively from the standpoint of
transmission efficiency [6], which can be used directly for SEA modeling through
Eqs. (12) and (13).

The non-resonart transmission through stiffness-controlled coupling modes is
encountered repeatedly in the modeling of noise control treatments. Elastomer
mounts for the isolacion of machinery are employed in all fields of transportation,
and in the design of commercial buildings. Shipboard noise control requirements
are leading to the ap~licatinn of hull coatings in order to decouple the hull from
the external fluid. An interesting type of elastic isolaicion is that provided by a
bubble-filled fluid layer just outside of the hull.

INPLANE TRANSMISSION

Early applications of SEA were primarily directed at the sound-structure
interaction problem. Spacecraft environments and building acoustics problems had
relatively short transmission paths that were well-described by acoustic modes in
air and flexural (bending) modes in the structure. As SEA techniques have been
applied more extensively to large-scale structureborne noise problems, the
inclusion of inplane compressional and shear modes has become necessary. There are
two basic reasons for the importance of inplane transmission: The high wavespeed
and impedance of inplane wave types results in less attenuation with distance than
occurs for flexural waves. The other factor is that desigrn optimization for
minimum weight and stress results in designs that carryv gravity and operational
loads through the membrane stiffness of the structural members. The dynamic loads
tend to follow the static load path, which has been optimized to avoid
discontinuities.

Even though the flexural waves in a structure may be more strongly excited by a
source of vibrational energy, the high wavespeed and low attenuation
characteristics of inplane modes leads to the inplane modal energy eventually
exceeding that of the flexural modes for distant structural locations. Coupling of
the inplane modes back into flexural modes occurs at asymmetrical impedance
discontinuities, such as the bulkheads and frames of a ship hull. The inplane-
exciced flexucal modes iu turn radiate sound that could interfere with sonar
sensors or increase the ship’s radiated sound. The inplane modes often act as
"carriers" of energy over long distance, although the amplitudes of the inplane
modes themselves is rarely a problem. In fact, the vibration amplitudes of inplane
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exceedingly ditficult to measure directly because the local strains and

&

docelerations of {lexural modes tend to be much higher. In spacecraft structures,

rodes ave

the inplane modes of truss structures tend to have smaller impedance
discontinuities at joints than do the flexural wodes. The typical reduction in
diameter of the truss members reduces the flexural rigidity more than it does the
lougitudinal stiffness.

spplications or Inplane Transmission

A recent application of SEA methods., including inplane modes, was reported
wrnoa laborvatory model of a ship foundation and hnall scction. This work was also
article discussing inplane transmission '8]. The model described in
his research was selected for an in-house SEA analysis by Cambridge Collaborative.
cture, consisting of seven welded plates, is shown in Fig. 2. The results
oT SEA predictions with bending-only and bending/inplane models are compared to the
reasurements of "7} in Fig. 3. It can be seen that the bending-onlv model wnder-
predicts the vibration transmission from the top plate "o the bottom plate. The
irclusion of inplane mode types in this case improves the agreement with the data.
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Fig. 2. Model of Ship Foundation & Hull Fig. 3. SEA Model and Measured Data

BEAM TEST CASES
A two-dimensional system consisting of three beams was chosen to demonstrate
the influence of non-resonant and inplane coupling. Fig. 4 shows the configuration
of the two test cases. The top and bottom beams are connected 1.5 m from an end bv
4 vertical beam. The dimensions are summarized in Table 1. In both cases, the
damping loss factor is a moderate 0.06 in the top and vertical beams, while the

Yower heam was assipned a high loss factor of 0.2, With excitarion appiied

Ll
o

t
*op bear . the biiph damping in the lTower beam simulates coupling fosses to a tarre

5




structure. Damping loss factors must be
higher than coupling loss factors in an SFA
model to avoid equipartition of modal
energy. If the coupling away from a
subsystem is stronger than its internal
losses, then it will tend to have the same
modal energy as its neighbors and its
response becomes insensitive to coupling
changes. Care must be taken in any study
of SEA coupling factors to avoid
equipartition.

In the first configuration (case 1),
the vertical coupling beam was half the
thickness of the top and bottom beams. The
width and elastic properties are the same
in case 1 for all of the beams, and the
joints are rigid. This is a typical case
where the bending modes of the vertical
beam transmit resonantly. For the config-
uration chosen, those bending modes have
dissipation losses that reduce resonant
transmission into the bottom beam.

For case two, the impedance of the
vertical beam was increased by making it
from steel with twice the thickness of the
top and bottom beams. Flexural transmis-
sion was blocked by hinges at each end of
the vertical beam, simulating a thick
bulkhead with stress relief at the joints.

Deterministic Analysis

A beam transmission line simulaticn
program (TRAN3D) developed at Cambridge
Collaborative was chosen to perform the
"exact” analysis of the coupled beam
problem. While using fewer than ten grid
points, this method gives results compar-
able to the direct solution of a beam
finite element model with a very fine mesh.
In addition, the code calculates kinetic
and potential energy in the elements, a
valuable tool for comparing to SEA results.
For each beam configuration, the model was
run with a unit force excitation for 301
logarithmically-spaced frequencies from
10 Hz to 10 kHz. Results were processed for

+ drive point mobility on the top beam
+ bottom beam energy / input power
The energy of the bottom beam integrates

the velccity distribution, smoothing the
mode-to-morde variations. Normalization by
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Tig. 4. Beam test case configurations

TABLE 1. BEAM DIMENSIONS

Top & Bottom Beams (Aluminum)

Length: 3.00 m
Width: 0.05 m
Thickness: 0.04 m
Density: 2.7x103 kg/m3
Young's Modulus: 7.0x1010 pa
Loss Factor (Top Beam): 0.06
Loss Factor (Bottom Beam): 0.2
Vertical Beam
Length: 1.5m
Width: 0.05m
Loss Factor (”diss): 0.06
(Case 1, Aluminum)
Thickness: 0.02 m
Density: 2.7x103 kg/m3
Young'’'s Modulus: 7.0x1010 pa
(Case 2, Steel)
Thickness: 0.08 m
Density: 7.8x103 kg/m3
Young's Modulus: 2.0x1010 pa

_
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input power removes the resonant pears. further smoothing the narrow band data.
The smeothing of deterministic data tacilitates comparison to the slowlyv-varving

SEA predictions.

AT
Mode 1

U
™
oy

Simple SEA models of the beam test cases werve prepared to run under Cambridge
Tollaborative s SEAM (91 computer code. Flexural subsystems were used for the top
and bottom beams, and for the vertical beam in case 1. Inplane subsystems were
nsed to model longitudinal modes in the vertical beam. Dimensions, material
~roperties, and damping loss factors were identical for the deterministic and
statistical analyse-. Non-rcoonant transmission was included explicitly in the SEA
rodel by joining the top and bottom beams onlv at a junction with the added
impedance of the vertical beam mass. In this case, the impedance of longitudinal
modes in the vertical beam was larger than the flexural impedance of the top and
bottom beams, so no isnlation compliance was modeled. Two junctior degrees of
freedom were included in the coupling through resconant modes of the vertic.l beam:
vertical translation (force) coupling to the inplane modes, and rotation (mome...)
coupling to the flexural modes. Thes juncticn models were edited to eliminate
selectively the bending, inplane, or nen-resonant contributions to the energy of
the bottom beam. All SEA models were run in third-octave bands from 10 Hz to
10 kHz.

The SEA& junction impecances for the
zubsystem in case 1 (thin rertical
beam) are plotted in Fig. 5. The top
three curves are vertical force

impedance magnitudes (F/V) for the g e TRPEANCS 0 and Memes t moedan e M
inplane (Rod F), top beam (Beam F), and £y B
rigid mass (Mass F). The bottom beam s mass b 1
is identical in impedance to the top : ! o l
beam. At low frequencies, the mass el - - ) ) |
impedance is smaller than that of the : | 77/;‘ dean ¢

beams. The resultant lack of mass- I o |
blocking means that the non-resonant Q‘”rj - ]
path will be significant at lower fre- W }/” . 1
quencies. The first inplane mode of g T e

the vertical beam (with free-free or 3 ”k T ]
clamped-clamped boundaries) is at 1700 f ]‘ Tl

Hz. so it is questionable whether the ;E)Oi T aes 1
resonant inplane subsystem should be NI Bt

included at low-frequencies. However, - | 1
the loading effect of the beam imped- sf J o T
ances at the inplane boundaries will v 0 mency o 1
tend to reduce the frequency of the

firsr® mode. The inplane and beam

bending impedances are nearly equal Fig. 5. Junction Impedances for Case 1

ahove 1 kHz, so the inplane transmis-
sion path should be efficient at high
frequencies.,

The lower two curves are moment impedances for the top beam (Beam M) and the
vertical beam (Rod M). There is a constant impedance mismatch of 20 dB for the
moment impedances, indicating that the moment junction transmission coefficients
will he small and constant with frequency.
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Case 1 Result Comparison

The magnitude of the drive point
mobility on the top beam is shown in

Fig. 6. The drive point is located Prive Point Mobility 1.5 m from Free End of Top Beam
el Simuigtion Compared to SEA Model with +/- 2 Std. Qev
halfway betwecn the free end and the T

e
£V

vertical beam. The thin solid curve is
the simulation result, while the thick
solid line 1s the SEA average value of
the top beam subsystem mobility. The
statistical nature ot the SEA predict-
ion has been indicated by the inclusion
of dotted lines at plus and minus two
standard deviations, as predicted by
the SEA software. In general, the
narrow-band peaks and dips are
enveloped by the +/-20 curves. The
peak in the mobility at 13 Hz is the
first mode of the coupled system.

The normalized energy in the bottom
beam for a bending-only SEA model is
compared to the simulation result in
Fig. 7. In this SEA model, the inplane
subsystem was left uncoupled, and the
non-resonant junction was removed. Due Fig.
to the moment impedance mismatch and
moderate damping (n=0.06) in the verti-
cal beam, the system is undercoupled
and tne SEA response prediction for the
bottom beam is generally between 5 dB
and 10 dB low. Total Erergy of Bottum Beam Divided by I[nput Power

T-~ addition of the non-resonant Simylation Compared to SEA Modei with +/- 2 Std. Dev.
junction directly coupling the vertical
motion of the top and bottom beams
through the mass of the vertical beam
improves the agreement between deter-
ministic and statistical analyses
considerably. The energy of the bottom
beam, normalized by the input power, is
shown for this second SEA model in
Fig. 8. The simulation results are the
same as in Fig. 7. One might wonder if
the further addition of inplane
coupling might overpredict the trans-
mission, especially in light of the low
inplane modal density. The SEA model
for case 1 with all three types of 10 100 T R———rr
coupling is shown in Fig. 9. At low Frequency {Hz]
frequencies, the response is unchanged,
indicating that the non-resonant path
is stronger than the inplane path. At Fig.
the highest frequencies the response is
increased over Fig. 8 by 5 dB.

Although the SEf prediction including

Mohility Magnitude (48 re § m/h-g)

-100 -

gl t il
! 010 100

Frequency (Hz)

1000 10000

6. Drive Point Mobility

(d8 re 1 s)

Total Energy / Input Power

7. Normalized Energy in Bottom Beam
with Bending-Only SEA Model (Case
13

Ele}




all three coupling paths is slightiv
nigh, it is a conservative modeling
technique to include all possible

coupling tvpes.

- 3

Tage 7 Result Comparison

The bhending path was deliberately
left out of case 2 in order to
highlight the vertical translation

coupling degree ot frredom. Junction

impedances for the tull SEA model are
shown in Fig. 10. The inplane (Rod)

impedance is now much greater than the
heam bending impedance over the full
trequency range. The impedance of the
mass Is also greater than that of the
beams, especially at high frequencies,
so the non-resonant transmission will
decrease at higher frequer-ion,

The SEA model was run first with
only the non-resonant coupling (no
inplane). The energy of the bottom
beam, normalized by the input power, is
showr for the "exact" simulation and
for the SEA model with mass-coupling in
Fig. 11. The deterministic simulation
for this cas~ appears to have two
slopes: at low frequencies the energy
is quite high, and it decreases with
frequency until a "plateau" is reached
around 1 kHz, where the slope
decreases. The SEA model with only
non-resonant coupling agrees well with
the low-frequency slope, but fails to
cross over to the lower slope at mid
frequencies. By 10 kHz, the SEA
prediction is 20 dB low.

When the resonant inplane subsystem
is coupled into Lhe SEA model, with the
non-resonant mass coupling removed, the
prediction (Fig. 12) agrees well with
the simulation in the higher frequency
range. The low-frequency predicti~n
with inplane coupling only is slightly

low. When the non-resonant and reso.n-
ant inplane conpling are combined
(Fig. 13). the SEA results are in good

agreement with the deterministic
simulation across the full frequency
range . The matching of the different
slopes at different frequency ranges
suggests the utility of SEA models for
the interpretation of measured data.

Tordl brergy o e m
TLON Lambdte) b

Fig. 8. Normalized Energy in Bottom Beam
for Bending and Mass-Coupled SEA
Model (Case 1)

Total Energy of Bottom Beam Uivaged by Input Power
Simulation Compared to SEA Mpdel with +/- 2 Std. Dev
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VIBROACOUSTIC RESPONSE
USING THE FINITE ELEMENT METHOD
AND STATISTICAL ENERGY ANALYSIS

Fred 1. Gloyvna
General Dypamies, Comvair Division
San Diego, CA 92138

A dued avabvoeal arproach iy discussed for prediction of random
vihraiion rv\;mn\c to spauddly distmibuted random pressure trefds
cocountered by acrospace structures. The Finite Element Method (FEM)
aoed Stativnical Eoergsy Anadvsis (SEA)Y are shown as compiementary
anabysis ool and the srenaths of each are combined for vibroacoustic
response analvais Spatal correlation characteristes of the excitution
cuvironments i othe low trequency range are discussed as being of
Crovbimental importance i determining random response which, when
ovenoereds may dead o over est at low mode order resonanees.

INTRODUTTION

Lo s LTS My he exposed 1o exreme qeroacoustic environments such as rockdi
« notse, near field jet engme nni\c, or aerodyvnamically mduced notse. Random
S s aostructaral desien constrinnt for most acrospace vehicles. The Finite Element
Moo EEND s generally usetul indetermining responses 1 low mode order fnquumax
Pocosanstical BEonergy Anaivsis 6SEAY s valid at higher frequencres. FEM has been brough
et o the sihroadoustic response problem, however. the complexity in describing the
aressure endand app Iving 1t as atorcing tunction has sigmificanty slowed application of thiv
aoproachs SEA has been proven by re warch workers in acoustics. as well as ploneering work
py RO Lvon, o be an analvsis framework to close the gap on determining vibroacoustic
resporse However, the structural side of the ZEA framework, particularly at lowes
trecneraies, needs more theorenical development for modal density and coupling loss tactor

ressions o detine eheray flo along u‘x ton and structure-borne paths. Both methods,
:z\.:ni serarateiy Cleave farge arcas of uncertainty that can be reduced it the two are combined as
pracmentany analyaes,

Ihedevelopmentof a FEN exaeion modell based on the use of measured correlation data, s

described for an acoustie source using est measurements, however, the format of the excitation

canabso he used 1o model wurbalent boundary laver pressare rfiuctuations. An example of

panel response o a diffuse acoustic treld was available trom the test data base, and hoth FEM
ESEA were unhized o predict random vibration and compare with the test data.

oo Proare Bie s

SR ST FUN SR ENNTISS "u-l\‘ HERGNGA(Y \H‘Llcmrgsl respense s determined by boih the
Caleet T o soecn ansd spatal corerlation characternistios. Whitle t?n imphnde
iy e non :.A.r;,'.,-‘*fc f"} drecn measnrements estinated from sinuiar contigurasons

oot b o P e correlation s ustaliy not considered.




Three forms of environmental pressure fluctuations to which aerospace structures are exposed
are to- .ulent boundary laver, sonic impingement from an acoustic noise source and a diffuse
noise field representative of a reverberant acoustic test chamber. At high frequencies each
tends 1o behave like a diftuse field, however. at low frequencies they have distinguishing
correlation characteristics.

Turbulent boundary Tayer excitation is aerodynamically induced, convected at a veiocity
somewhat less than the airspeed and has some degree of spatial correlation in the sireamwise
direction, but laterally, is pracucally uncorrelated. Methods for predicting parameters of the
fluctuating pressure field acting on the surfaces of flight vehicles due to propulsion svstems
and aerodyvnamic tlow are treated in References [1.2,8].

The risk of simulating the above service environments by a reverberant field 1s to over-test the
structure in random vibration. A dittuse sound field, as found in a reverberation chamber,
tends to excite all modes of vibration and spatial correlation characteristics are isotropic {3]. A
highlyv correlated field such as low-frequency jet noise or rocket noise s more selective, but can
stitl ex_ite low order modal resonances very effectively, By comparison, turbulent boundary
lover nressure fields exhibit short streamwise correlation distances and even less laterally. In
todav's environmental testing the high intensity noise field in the reverberant chamber is
mtended o simulate the combined noise field and aerodynamic turbulence in flight. Low
frequency vibration is dominated by overall structural modes. As a consequence of longer
wavelengths at low tfrequencies, a reverberant field 1s spatially correlated and can excite ali
structural resonances in the low frequency range. As trequency increases, say above 1,000 Hz
Yor wircraft fuselage structure, jet noise is much less effective at exciting structure than is the
turbulent boundary layer.

Fimte BElement Excitation Models

Although the excitation is assumed to be from a point source, the acoustic rays to the structural
surface of interest are considered to be parallel, as for a homogeneous pressure field. This is
an acceptable simplification when the structural surface is a reasonable distance from the
sourge, as suggested by Figure 1. As a consequence of assuming parallel rays to the structural

surface, the model may use separation coordinates, & and 7, rather than absolute locations to
define the trace velocity and spatial decay rate on the structural plane.

The excitation field can be assumed to consist of a series of outwardly propagating acoustics
plane waves incident on a panel surface at different angles of incidence. The angles are
dependent on locatior: of effective noise sources relative to the panel. In truth, the noise
source is not a point, but 1s distributed over a finite volume and plane waves for a particular
trequency are incident on the panel over a range of three-dimensional angles of incidence.
Thus traveling plane wave excitation may have many attributes of a reverberant acoustic field,
particularly at high frequencies {S]. It is reasonable to model engine noise on the structure as a
reverberant sound field if differences in excitation efficiency in the low frequency range are
considered.

As acoustic disturbances are propagated toward the panel, phase behavior characteristics of the
sound waves are projected onto the structural surface. The angle of incidence of the acoustic
ray directed toward the center of the structural panel, point P, will be assumed constant for all
wave fronts. Trace velocity components in the x and v directions may be derived from the
phase angle spectrum of the pressure cross PSD on the panel surface.




\.Tx = (l)i(b\' V’y = (1)]’] (I)y ( 1)

tHere  1s the band center frequency in radians/second and @ is the phase angle of the cross
power spectral density (XPSD) at those separation distances in radians Lacking experimental
Jata, the trace velocities could alse be calculated from the geometry using an assumed source
iocations as shown in Figure 1.

Vi = co/sin¥ Vy = ¢ch/lcos¥sin®) (

to
—

The acoustie ray travels from the rownt source at the speed of sound, ¢+. Thus trace velocity
components on the stiuctural surface are always supersonic. If the strucrure is part of a
movirg air. raft, angular corrections can be added to compensate for the downstream vector
component.

To obtain the narrow band acoustce correlation function, it is assumed that there are not two or

more statisteally independent noise sources. Otherwise a weighted average coherence function
would have o ve develope I The narrowbond coherence functon is a quantity defined by

‘/:fx;,xg,f) = l(}p(m.xz.f)‘Z/IGp(x;‘f\*Gp(:;3,f)] < 1 {3

Figure 1
Acoustic Point Source Impinging on a Flat Plare




where Gpixpono i the complex pressure cross power spectral density function between
points xpand xooand Gpexy s and Gp(xad) are the corresponding pressure spectral densities at
locations xj and x2. Since the pre \\Lllk field 15 assumed homogencous. the coherence function
can be written in terms of separation distances, $ and N, reterencing the x and v directions
respectively

The cobherence function 1s identical to the squure ot the maximum narrowband correlation

coetticient. The amplitude of the correlation coefficient at a frequency o can be represented by

vEn.o) = Ll o/ Volzl), [-(,"}.[(e)/V_V)In I (1)

Equation (4) implies the correlation is separable in the x and v directions. Spaual decay in the x
and v directions are expressed as tunctions of frequency, separation distance and acoustic trace
velocity. Decay coefficients, C'y and C'y_are slowly varving functuons of frequency.  The
form of the FEM excitation model is shown as follows:

~ . ak 7 4 o —inT i T -
(1()(;-n~(')) - [Gp((u)]*[e C \((l)/\ .\') i ﬁl C'C y\(!)/\ry) l n ] ]*[e .(')j/\]x e l(:)ﬂ/\ )] (5)
Complex pressare Pressure PSD Narmowband spatiad decay Phase
excitiation

The spatial decay rate characterizes the distances. & and 1. and frequencies, ®, over which the
pressure field 1s correlated and is important in determining how efficiently it can excite a
structural panel. When it 1s required to perform vibroacoustic predictions of low frequency
response, knowledge of the correlation characteristics of the excitation is essential.

Spatal decay rates can be evaluated experimentally using an array of flush mounted surface
mumphones aligned in the longitudinal and lateral directions. Cross power spectral density and
coherence is calculated for a range of transducer separation distances to form the curves shown
in Figure 2.

Not Actual Data
Frequency = Constant 1

e N
Longitudinal Lateral
2  Separation Separation
Distance Distance
¥:0.M ) 'CYQY
gzl ®V, “ Q omy \/y

Figure 2
Spatial Decay Coefticients Defined by Curve Fitof Ordinary Coherence Data

The spatial decay study must represent the tlight conditions of interest. Tocation and relative
orientation to noise sources and the curves should be developed separately for narrow




frequency ranges of interest. Response caleulations assume that freld properties do not change
over the timte element gid svstem for which a XPSD matrix is generated.  An example of
spatial decay results trom a static ground test, with a jet engine operating at take-off thrust, is
shown i Table T Inthis test, the Tocation of the measurements were on the aft fuselage of an
aireraft with wing mounted engines,

Table |
Example of Spatial Decay Coefficients, Jet Engine Noise
Freg Spatial Decay
Hz Cx Cy
200 6 R
300 S8 14
500 A48 08

Spatial decay rates were determined by interpreting the frequency dependent correlation
properties of the ordinary coherence function, y2, calculated from an array of microphone
measurements aligned in the longitudinal and lateral directions and the non-dimensional data
plotted as in Figure 2. Lacking test data one could estimate conservative conditions for the
structure in frequency and space. Apparent noise source locations can be established by
acoustic ray tracing using the change in XPSD phase angle over known separation distances,
assuming the sources are distributed along the jet axis.

The analytical model represents a simplification of the near-field engine noise vibroacoustic
excitation environment. but provides a framework to allow analysis including the effects of
spatial correlation properties. [t is noted that the spatial decay rates listed do not represent
recommended coefticients, but rather suggests that measurements of this type are needed to
evaluate the correlation characteristics of excitation pressure fields to complement the
traditional amplitude only measurements. Turbulent boundary layer simulation can be
expressed in a similar format and would be additive to the excitation matrix for jet noise since
the two are uncorrelated with respect to each other. Reference [1] presents methods for
predicting aeroacoustic pressure fluctuations.

To obtain the force XPSD for use as the excitation in a finite element analysis, the pressure
field must be discretized to a set of complex forces, each centered on a "finite element” area.
The proper mathematical treatment, although not always required, is to perform a surface
inte gration of the pressure expression, equation (5), over all pairs of finite element areas, ie. a
quadratic integration. To accomplish this it is assumed that all finite elements are rectangles of
the same dimensions and therefore equally spaced. In this manner, changes in spatial decay
and phave within each individual finite element are included to produce an integrated complex
force for the element. Thus the force representation for large elements in a coarse FEM
analysis may bencetit by the integration of the pressure field depending on correlation lengths.

A tiner FEM idealization would suggest that simply multiplying the complex forces by the
apphicable arcas would allow one to omit the integration (and the requirement for equally
spaced gridsy. With turbulent boundary laver excitation correlation lengths may be short. such
that many small pressure eddies may reside over a single finite element. In this case, the net
torce should be determined by adding incremental complex forces by surface integration over
all pairs of finite elements, and the integrared expression would represent 4 more accurate force
divmbuton [7] The integrated expression s presented in the Appendix




The reverberant sound tield differs from the convected tfields in that all waeves have been
icident and retlected many times trom boundaries of the enclosure over a random variation of
angles|4]. The pressure tield ot @ point in tme and space is stetstically related to that at
another point. The energy density is based on sound waves traveling in any direction with
cqual probability. Depending on angle of incidence, some waves contribute more to the flow
of energy nto a structural specimen than others. The narrowband spatial correlation of a
reverberant sound tfield depends on phase relationships which is also independent of direction.
Thus the narrowband correlation characteristics of an ideal diffuse sound field approach
randomness in a standard way |31

The cross power spectral density of a diffuse pressure field is described as a product of the
pressure PSD and narrowband spatial correlation {21

GP(E_.T}.(!)) = Gp((r)) < Sin(xr) /(xr) (()

The spatial analog of the frequency fis /&4 where A denotes the wavelength; the spatial analog
of the radian trequency . is the wavenumber k¥ = 2n/A [1], and r is the radial distance

. -9 b} . .. .
between the two points. r = (3=41-)12, independent of direction.

Finite Element Application

“he overall effort for implementing the finite element method using NASTRAN {9] is shown in
the Froure 3 flow diagram.

Finite Element
Model
(NASTRAN)

Modal
Analysis

|

Frequency Pressure
Resporse XPSD Generation

—_— (At a Panel Resonance)
Random T

Response

Figure 3
Flow Diagram For Finite Element Vibroacoustic Response Calculation

108




The NASTRAN finite element program was used to model a simply supported honeycomb
panel subjected to a diffuse acoustic field. The finite element model of the panel is shown in
Figure 4 indicating 45 interior grid points at a slightly elevated Z-coordinate relative to the outer
perimeter of plates. The intenior grid points are located on the neutral axis of a honeycomb
cross section. Plate elements representing honeycomb construction connect with the outer
pernimeter of conventional isotropic plate elements by a transition ring of narrow aspect ratio
plates.

.-
~

Figure 4
Finite Element Model for Honeycomb Panel

Other approaches to modeling the 3-dimensional aspects of the honeycomb panel which
transitions tc a solid plate near the boundary could also be acceptable or even better, however,
good results were obtained in low order modes with a coarse idealization. Physical properties
of the panel are defined in Table II, with the corresponding panel resonances presented in
Figure 5.

Table I
Honeycomb Panel Modeling Data

Qverall Panel

Ly =38.0in. E = 10.5x106 psi

Ly = 15.25 in. p =0.101 1b/in2
Honeycomb Interior Section Plates

L'x =33.81in Z elevation = 0.2305 in

L'y =12.05 in I = 7.938x10-3 in4

Total thickness, both face sheets = 0.065 in
Non-structural weight

(core material and bonding resin) = 6.34x10-3 1b/in?

t=0.131in Z elevation = 0.
[ransition Plates
t=0.1311in
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Mode Order Frequency Mode
(X:Y) (HZ)
NN

(1-1) 2442 :
(2-1) 3232

(1-2) 381.4

3-1) 434.4

(2-2) 504.6

(4-1) 557.4

Figure 5
Modal Analysis Results, Honeycomb Panel

The excitation model will represent a diffuse acoustic environment using equation (6). It is
interesting to compare the plan view of the panel from the perspective of the pressure field and
structural models using a common grid array. In Figure 6(a) the structural model uses gnd
points to interface structural elements and as a basis for calculating distributed dynamic
behavior, with fineness of the grid consistent with structural discontinuities and requirements
for higher order modes. The pressure field model will distribute complex pressures (which are
real in the case of diffuse excitation) to the mid points of the elements shown in Figure 6(b).

(a) Structural Idealization (b) Pressure Field Idealization

; T
! i

T
i
i
+
I
|

T

Figure 6
Plan View of Honeycomb Panel Model for Structural and Pressure Field

The cross spectral density of the reverberant field excitation was calculated in the pressure
domain, ie, (psi)?/Hz, for two frequencies corresponding to the (1-1) and (3-1) panel modes.
For frequencies of 244 Hz and 434 Hz the sin(xr)/(xr) function of equation (6) has the first
sign change at a separation distance of 27 inches and 17 inches, respectively. Since the

reverberant pressure field correlation lengths are long at these frequencies compared to element
dimensions, there is no need for surface integration as given in the Appendix for a convected
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ticld. Theretore, excitation torces are developed in NASTRAN by applying the surface area of
cach element. Pressure field calculations assumed an evenly spaced set of grids, although in
the present example the outer perimeter of areas are 11% smaller along the short dimension and
Foo darger on the long sides. This was done to accommodate the structural detail of the panel.
The excitation at the two panel resonances were extracted from the Sound Pressure Level
(SPLy spectrum shown in Frgure 8.

In NASTRAN, random response analysis is treated as a data reduction procedure that is
applied to the results of a frequency response analysis. It 15 noted that the implementation of a
complex trequency dependent description of the excitation model is not well conceived in
NASTRAN which can only provide solutions for a single frequency or frequency band, where
the excitation is constant within that band. NASTRANS subcase facility is "used up” for
calculating trequency response where a subcase iy requited to develop each row {and
corresponding column) of the frequency response matrix, H(E,n.f). Hipol and Piersol [6]
bypass this part of NASTRAN and utilize the reciprocity characteristics of linear elastic
structures to the maximum extent for a very efficient solution.

The upper triangular part of the excitation cross spectral density G,(5.n.f) is input as one
cotnpiex number per “card” (1035 cards for a 45x45 matrix). The problem is overcome by
letting computers format the data, however, each pass thru NASTRANs random response
solution works with only one excitation definition. Thus response calculations for constant
excitation were limited to a narrow frequency range centered about the excitation frequency.

Once the limitations in NASTRANSs random response capabilities are understood the solution
tor acceleraton spectral density is easily completed using the following expression

Gy(f) = HY(H) Gu(H) H(f) (7)

where the asterisk designates the complex conjugate. Random response calculations were
made tor the panel center location using two separate excitation matrices, ie, two NASTRAN
runs. In each run response was calculated at frequencies slightly below and above the
resonance. The response predictions are compared with test data in Figure 9. The vibration
response calcalated for two rescnance frequency ranges agree favorably with the test results,
although slightly overpredicted.

Statistical Energy Analysis

The basic approach of the Statistical Energy Analysis (SEA) is that of power flow between
reverberant systems. The prisary variable is cocrgy and the energy storage =lements are
groups of similar modes. SEA performs energy averages in time and space and treats the
vibroacoustic problem in a statistical rather than deterministic manner [11]. Under equilibrium
conditions there must be a balance between energy input and output: reverberant conditions
bemg assumed so that there is no preferred direction to complicate the averaging process.

A motivation for using SEA 1s that response estimates are often needed at a stage in a project
where structural detail is not vet known. Instead of describing every vibration mode of a
system, average values are assumed for mode shapes and the number of modes that fall within
a specitied frequency bandwidth. The justification for such an averaging procedure is that in
practical situations 1t is not possible to describe the system in detail bevond the low order
maodes because of computational limitations. construction variations and engineering
tolerances, ete. At higher frequencies, mode shapes and resonances show greater sensitivity to




small details of geometry and constructica. Thus average results used over cne-third octave
frequency bandwidths are appropriate and SEA is concerned with vibrations considerably
above the fundamental structural resonance. SEA has shown that the power radiated from a set
of resonant modes 1s proportional to the product of energy in an "average” mode by the number
of modes in the frequency band. The modes are assumed to be excited by random noise in a
third octave bandwidth and the important properties of the modes will be space-time average
transverse velocities.

SEA is based on powe: flow between interconnected elastic subsystems where each contains
many modes. The SEA approach requires modes in connected subsystems to be of the type for
which couphng can occur. Power tlow between sUL‘SV\ICm\ and energy loss due to damping
aind absorptic.: i it basis of SCA and is assumed to represent the rslevam physical behavior.
Acoustic fields must be reverberant to meet SEA criteria.

Using the VibroAcuoastic Payload Environmental Prediction System (VAPEPS), Reference
[10]. a system of idealized structures and acoustic spaces is modeled as a series of distinct SEA
elements. Engineering judgement must be exercised to represent subsystems as SEA elements.
Once defined, the flow of energy between elements, and losses within an element, are
calculated for both acoustical and mechanical energy paths. The honeycomb panel
vibroacoustic response is addressed using the energy flow model outlined in Figure 7.
showing all important energy flow paths.

EXCITATION

INTERNAL
CAVITY

Figure 7
Four Element Model For Statistical Energy Analysis

Uniike FEM, SEA analysis includes power flow between the panel and the cylindrical test
fixture (for which insufficient modeling information is available), as well as the build-up of a
reverberant sound field in the internal cavity. Energy paths are indicated as two-directional
arrows. Energy conservation expressions are derived by VAPEPS and organized into
simultaneous equations in the form of a matrix of coupling loss factor coefficients and an
energy vector. The number of equatiors is equal to the number of SEA elements and at least
ore element is named as excitation source. Either a reverberant acoustic space or structure can
be named as excitation source, and, as such. sound pressure level or acceleration spectral
density 1s specified. The excitation Scund Pressure Level spectrum is shown in Figure §.
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Reverberant Chamber Third Octave Band Noise Leveis
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Using VAPEPS, physical parameters of each SEA element in the model are needed to define
the structure or acoustic space. Units are of the type, IN., LBF-SEC?/IN, SEC.

Reverberant acoustic space SEA parameters:
- Mass density of air (RHO)
- Velocity of sound (CO)
- Surface area (AP)
- Absorption coefficient (AAC)

If the acoustic space is an excitation source, the volume, area and absorption coefficient have
no bearing on the energy level in that element since it is sustained by an external power source.

Structural SEA parameters for flat plates and cylinders:

- Structural mass density and surface density (RHO, RHOS)

- Thickness (H)

- Diameter (if cylinder or cone) (D)

- Length (BL)

- Surface area (AP)

- Young's modulus (E)

- Damping loss factor (DLF)

- Length and width of typical (stiffened) sub-panels (ALX, ALY)
- Structural discontinuity length for "edge mode radiation” (PATA)
- Longitudinal wave speed in the structural matenal (CL)

- Velocity of sound in the radiation medium (CO)

- Nonstructural mass (ASMS)




The connection between each SEA element 1s explicitly identitied from a wide array of possible
energy pooh types VAPEPS recognizes 46 types of connection.

The "equivalent plute"module in VAPEPS was used to develop stiffness parameters for a
uniform homogencous plate which 1s equivalent to that of the sandwich plate. Parameter input
ror the four element analyvsis is listed in Table 1L

Table 11
VAPEPS Parameter Input Data For SEA Elements - Honevcomb Panel

REVB
DESCRIPT=DIFFUSE ACGUSTIC FIELD

TYPE = 1

RHO a 1.120€-87 CO = | 320E+84 YOLUME = | @D0E+@6 AP = 1 @P3E+B6
AAC = 2. 80RE-82

SKIM

DESCRIPT=HONEYCOMB FLAT PANEL

TYPE = 3

RHO = 2 48SE-85 CL = 2.100C+85 H = 3 £91£-a1 AP = S S4IE+UD
AL % = 3 7BAE+Q1 ALY = | S2SE+@! DLF = 4 QRCE-82 E = 1 ¥97E+un
PHTR = 4 6BAE+B1 RHUS = 2 493E-95 ASMS = % 3uuk-9e

FIXT

DESCRIPT=CYLINDRICAL TEST FIXTURE

TYPE = 4

RHO = 2 620E-84 CL = 2.100E+85 H = 3 7SEE-01 AP = 3 TOQE+d3
BL = 4.B0BE+B1 ALY = 7 208E+81 ALY = 6 BECE+R1 D CoA3EEa]
DLF = 2.980E-82 E = 1 9S8E+87 FATA = | 2B0E+02 RHOS = 3 233E-05
ASMS = 8.900E+03 CO = | 3208E+84

CAY

DESCRIPT=INTERIOR RCOUSTIC CAVITY

TYPE = 1

RHO = 1.128E-97 CO = 1.320E+@4 YOLUME = 3 628E+94 AP = 4 SOOE+D3
ARC = 2.008E-92

The vibration solution was carried out in the "SEMOD" module in VAPEPS on a DEC-VAX
computer. The computer operating costs were very low. Computations ranged ovu, all third
octave band frequencies from 100 Hz to 2000 Hz and the vibration response is superimposed
on Figure 9.

The low frequency limit of SEA validity is interpreted from the number of modes per one-third
octave band, which can be calculated from modal density output from VAPEPS. For the
present example, there are less than one mode per third octave band at frequencies below 1,000
Hz indicating results below this frequency are not valid. At least several modes in each band
are preferred so that the vibration response calculated using SEA mav be considered suspect at
frequencies up to 1.500 Hz. Some additional VAPEPS output which is very useful provides
the response contribution of each SEA element to the overall solution on the basis of energy
arriving and exiting the element expressed as a percentage of the total energy of that element.




Figure 9
Predicted Vibration Response Compared to Panel Center Measurement

AFEM, — SEA

Conclusions

The vibroacoustic response analysis of an example problem was demonstrated for the Finite
Element Method using NASTRAN and for Statistical Energy Analysis using VAPEPS. Low
frequency results from FEM can be merged with high frequency SEA results and the strengths
of both approaches utilized. In the present example, the SEA response calculations below
1.000 Hz should be disregarded due to a low modal density.

The calculated response was somewhat higher than was measured, however, a dual approach
for response prediction is clearly justified. Using a coarse FEM idealization of the panel
structure and limiting NASTRAN calculations to low frequency resonant response, the solution
was in the "small problem" category. If large scale finite element models are required, an
innovation described in reference [6] may be used which maximizes the use of reciprocity to
greatly improve efficiency of response calculations.

In calculating low frequency vibroacoustic response, it is important to include the correlation
characteristics of the excitation pressure field. The consideration also extends to testing, where
the environment simulated should exhibit similar low frequency correlation characteristics as
that created in the test chamber. It is evident that the coherence properties will rarely be
available to the analyst, and spatial decay may have to be conservatively estimated. Test
measurements of an excitation pressure field could be designed to include correlation as well as
amplitude data for the low frequency range. If the additional instrumentation leads to a better
understanding of the propensity for vibroacoustic response and prevents an over-test, then the
effort is justified.
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Appendin

The pressure field excitation witl be discretized to a set of complex forces, each centered on u
“finite-clement size arew. Consider mwo such plate elements, typically separated, as in Figure
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Figure Al 5
Typiew Finne Glement Pair for Surface Integration of the Pressure Field

wware tield expression given in equation (3) can be integrated over finite element

recs 1and ) o produce torce cross PSD.
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Eooaton s A T was simplitied by substututing €, thru Cy for quantities not participating in the
integration. The decay coetticients are assumed independent of separ.tion distance. Also it
iv assumied the mitegrations in the x and v directions can be pertormed separately. Because of
the ahbsolute value signsin the tunction. two special cases are treated separately when n, = 0
and m,, = 0 by revising the limits of integration. The final result of the integration is written

helow
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The tollowing resaicuons are imposed due to the absolute value signs:
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STUDY OF HELITM EFFECT ON SPACECRAFT RANDOM
VIBRATION WITH VAPEPS PROGRAM

Y. Albert Lee
Space Svstem Division
Lockheed Missiles & Spaece Compans
Sunnyvale. CA 91080

Onec possible method proposed for reducing the acoustic induced
random vibration environment of a shroud enclosed payload is to
reduce the acoustic environment surrounding the payload by filling
the shroud with helium. Acoustic tests performed on a shroud filled
with air and ther helium showed that while the payload acoustic
environment is reduced significantly by helium, a similar trend was
not evident in the payload random vibration environment. The
random vibration was found to increase for some payload panels and
to decrease for the other. To investigate the possible mechanisms for
helium effects on sound pressure and random vibration, a statistical
encrgy analysis, using the VAPEPS computer program, was
performed. The analysis suggests a possibility of structural damping
change due to helium, in addition to other effects. The damping of
the cquipment panel may be altered because of helium gas pumping
effect at structural joints. The overall effect depends on the number
of structural joints. After including this gas pumping effect, the
analyses syreed well with test observations.

INTRODUCTION

During the launch and ascent phase of flight, a high level fluctuating
acoustic and acrodynamic pressure environment exists on the exterior surface of
a space vehicle fairing.  This environment will cause the fairing to vibrate and
radiate acoustic energy into the internal space enclosed by the fairing. This
radiated acoustic encrgy will cause a payload mounte” within this space to
vibrate.  Also, vibration will be generated by energy airectly transmitted to the
payload through mechanical paths that couple the payload and fairing together.
[t 15 trequently desirable to reduce this payload vibration.  While there are a
number of ways this could be accomplished, removing the air surrounding the
payload by tlooding the fairing with helium has often been discussed as a simple
and cost etfective way for accomplishing this.  The physical propertics of helium
are such that the sound pressure level within the fairing will reduced with
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respect to tha' ahich would exist for air and, thercfore, hopefully also reduce
that of the acoustic induced random vibration environment of the payload. To
study this idea, acoustic tests [ref. 1] were performed on a payload enclosed by a
fairing. Tests were performed with this fairng first filled with air and then with
helium.  Comparative measurements did show that the sound pressure level was
reduced siguificantly by helium; however, these measurement did not show a
clear advantage for reducing the random vibration response of the paylaod. The
random vibration of certain payload panels were found to increase, while that of
other panels were found to decrease.

In this paper the data obtained from these tests are reviewed, and a
possible mechanism for the above described observations is proposed and
explored analytically. The analysis was to predict the effect of helium on both
acoustic and vibration environment using statistical energy analysis concepts.
The computer code VAPEPS was employed to perform this analysis.

REVIEW OF TEST

An experimental test program (1] was performed to evaluate the
effectiveness of reducing the internal sound field to obtain a payload vibration
reduction. The test was performed in a reverberant acoustic chamber. As
shown in Fig. 1 the test specimen was a shroudlO-ft in diameter with a
simulated payload installed inside and mounted to the acoustic test facility floor
by a base mount fixture.

Shroud +X
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Fig. 1 TEST SIMULATION (note: not to scale)
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Microphones were used to measure the sound pressure level inside and outside
of the shroud. Accelerometer measurements were made to define the vibration
level of the shroud and the simulated payload. Fig. 2 shows a typical noise
reduction ot the shroud filled with air and helium. The noise reduction is the
difference between spatially averaged external SPL and the internal SPL
measured in the upper portion of the shroud. Similar noise reductions were
found in the other portion of the shroud. Helium produced significantly more
noise reduction than air.  The internal sound pressure level for helium is about
10 dB or more lower than that of air over all frequencies. Fig. 3 shows the
random vibration of the shroud. Helium does not significantly affect the random
vibration of shroud itself. This 1s expected because the shroud vibration is
mainly due to external acoustic field which is unchanged. Fig. 4 shows the
random vibration of +Z panel. Helium is found to reduce the panel

10 T

,% o AR

!
\
t
t
'
i \ [ HELIUM
t
J

T

VCCTLERAMITTON POWLER SEFLCERUNM DENSHY (G2 HZ)
T 1

..
.
\
\
]
A
[ERUREN 2 \. /
\
\
e L \
> f :
i 'y \?\

\‘../ ‘. AN
1|JILLL]L J_llJllLlJr_ 1 L1

A B T T ARl [

FREQUENCY (/)

I'ig. 4 Random Vibration of +Z Panel




random vibration significantly, especially in the higher frequencies.  This panel
is the bottom puanel of the box-like payload which 1s mounted to the shroud at
this location. It has few structural joints. It is excited by both the mechanical
energy transmitted trom the shroud via support structures and the internal
sound pressure. The relative contribution of these two excitation source on the
resulting panel vibration is unkown.  Fig. 5 shows the random vibration of +X
panel. This i1s one of the side panels. Helium is found to increase the panel
random vibration level which 1s opposite to the helium effect found in +Z panel
vibration. The fundamental structure of this panel is not too different from that
of the +7 pancl. except this panel has many structural joints.
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I'ig. 5 Random Vibration of +X Panel

The acoustic/structural coupling of +X panel and +Z panel are very similar and is
not believed thot this effect would account for the differences observed.  This




leads one to wonder if the structural joints may have something to do with the
helium effect on panel vibration. Fig. 6 shows the random vibrations of -Y panel.
This is another side panel of the payload. It is very similar to +X panel and also
has many structural joints. Again, the helium is found to increase the panel
random vibration level. This finding is consistent with the measurement of +X
panel. This consistency at least convinces us the findings are real and ruled out
the possiblility of mistakes made in measurement or data reduction.
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Fig. 6 Random vibration of -Y Panel

Fig. 7 shows the random vibration level for SZ2 panel which is the panel
mounted on the side of payload. The original data in [1] is presented in terms of
transfer function in dB between the vibration level and internal sound pressure
level. Since the internal SPL is not the same for air and helium, the original
transfer function data cannot be used for direct comparisons. To make a direct
comparison, these data are corrected to the same external SPL by adding back
the difference in noise reduction between air and helium. As seen in Fig. 7
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helium is tfound to reduce the random vibration significantly. The SZ2 panel has
few joints and 1ts response is mainly due to acoustic excitation.  These mixed
results of helium on panel vibraiton have puzzled the aerospace community for
some time. To understand the seemingly mysterious findings of the helium
effect on panel vibration, an analytical study was performed. Hopefully, this
analysis would offer a possible explanation of the helium effect on a shrouded
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Fig. 7 Random vibration of SZ2 Panel

ANALYTICAL STUDY

SEA MODEL

To study the effect of helium on the internal sound pressure level and
random vibration of payloads, Statistical Energy Analysis (SEA) were
performed. The VAPEPS code [3] was used to facilitize the mcedelling and
computation. Two Statistical Energy Analysis (SEA) Models were used and are
shown in Fig. 8. These SEA models consist of 4 elements which represent the
external acoustic field (CELL), cylindrical shroud (CYLN), internal acoustic field
(CAV), and payload panel (PLAT). Both resonant energy transmision (solid line)
and nonresonant transmission (dotted line) are included in these models. The
external acoustic field 1s assumed to be reverberant and with a sound pressure
fevel of 130 dB flat over the frequenciecs. Because of the lack of detailed




sturctural information on the test specimen in [1], the shroud in the model was
arbitarily chosen to be a 200-inch diameter cylinder, 70-inch in length. The
payload panel is assumed to be a 50-inch by 50-inch flat homogeneous
aluminum plate of 0.2-inch in thickness. The structural properties used in the
SEA model are definitely different from those of the specimen tested in [1]. The
SEA model is intended to study the observed helium effects qualitatively, not
quantitatively.

Model I:  Acoustic Path

CYLN /
CHAL
CAYV l/
Mode! II:  Acoustic & Mechanical Path DPLAT

Fig. 8 Statistical Energy Analysis Model

In model I, There is no connection between the CYLN element and PLAT
element. The payload panel (PLAT) is excited by the internal acoustic field
only. This model is suitable in the study of SZ-2 pane! which is mounted off the
upper edge of the box-like payload. Its vibration is mainly due to the direct
excitation of the acoustic field around it. In model II, in addition to the
connection to the internal acoustic field (CAV) the PLAT element is also
connected to the CYLN element. The payload panel is excited by both the
internal acoustic field and the mechanical energy transmitted from the shroud
(CYLN). This model is suitable in the study of +Z, +X, and -Y panels. Table 1
shows the parameters of the SEA elements used in the model.  Some parameters
are obvious and others are peculiar to the VAPEPS code. The meaning of each
parameter in this table will be found in the VAPEPS User's Manual [3]. Table 2
describes the connecting path between elements. ror the mecaning of these
connccting path refer to VAPEPS User's Manual [3]. Briefly, the connecting
elements aie specified and followed by the type of connection. For example
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TABLE 1
PARAMETERS OF SEA ELEMENTS
(units: snail, inch, sec)

Element: CELL Element: CAV
TYPE = 1 TYPE = 1
RHO = 1.15E-7 RHO = 1.15E-7
AP = 3.20E6 AP = 4.896E4
v = 3.19E8 v = 2.198E8
AAC = 0.02 AAC = 0.02
O = 1.32E4 O = 1.32E4
Element: CYLN Element: PLAT
TYPE = 4 TYPE = 3
RHO = 2.54E-4 RHO = 2.54E-4
RHOS = 9.41E-5 RHOS = 5.08E-5
ASMS= 0 ASMS= 0
H = 0.375 H = 0.2
D = 200.
BL = 70.
ALX = 209. ALX = 50.
ALY = 70. ALY = 50.
PATA= 1676. PATA= 200.
AP = 4.396E4 AP = 2.5E3
E = 10.E6 E = 10.E6
DLF = 0.04 DLF = 0.04
a = 2.01ES a = 2.01ES
O = 1.32E4 @ = 1.32E4
TABLE 2
CONNECTING PATH

MODEL I MODEL II
CELL,CYLN,2 CELL, CYLN, 2
CYLN,CAV, 2 CYLN, CAV, 2
CELL, CYLN, CAV,5 CELL, CYLN, CAV, 5
CAV, PLAT,I CAV, PLAT,1

CYLN, PLAT,11

BJL=50.

BETA=90.
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(CELL,CYLN, 2) indicates external acoustic field (CELL) is coupled to the cylinder
(CYLN). In model 1I, the payload panel is assumed to be attached radially
(parameter BETA=90.) inward tc the shroud with a junction length (paramenter
BJL) of 50 inches. This junction length is arbitarily chosen and wiill strongiy
influence the relative contribution of acoustic excitaiton and mechanical
excitation.

STRUCTURAL DAMPING

The damping of aerospace structures made up of sheets, ribs, stringers and
rivets may be due to (1) internal metal damping, (2) surface friction and plastic
deformation at joints, (3) gas pumping at joints. The first two damping
mechanisms are independent of the surrounding gas medium. The third one
does depend on the medium. When the structure vibrates, the small structural
joint gaps change accordingly. The gas is pumped in and out of the narrow gap,
and causes viscous dissipation. The amount of dissipation depends on the gas
properties. This mechanism is believed to be one of the reasons for the
cbserved changes in vibration due to helium.

The theory of damping by gas-pumpiag is rather complicatea. G. iviadanik
[2) derived the expression for the loss factor for the case of a vibrating panel
with a stationary beam attached.

~ ce)
7 - H (1)
Where
¢ = speed of sound in gas
P = rms pressure

The function H( @ ) is 2 measure of the ease of gas flew in the gap, and

e = h/ & (2)
\
§ = 2 (¢ V/w ) A (3)
where
h = gap thickness
/= kinematic viscosity of the gas
a4
Hig) ~ 8 ~ (/35D ~ Yy for & <2
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bucti thlium ~ 8 )}Air
an Cohelium ~ 2.5 Caipr

Using equations Z) & (J), equation (1) becomes

?ill“m ~ 0.78 ?“"‘ ( phc‘f\‘m / ?om‘r) (4)

It is obvious that helium reduces the gas-pumping damping. Since the total
structural damping is the contribution of all three mechanisms (i.e. internal
friction, friction at joints, and gas pumping at joints), the overall effect of helium
depends on the type of joints as well as the number of joints. When the

TABLE 3
DAMPING LOSS FACTOR DUE TO HELIUM GAS-PUMPING
FREQ INTERNAL INTERNAL P.i/Phelium  LOSS
SPL (AIR) SPL (HELIUM) FAC

(HZ) (DB) (DB)

50 116.1 113.7 1.318 0.024
63 116.3 113.6 1.365 0.023
80 116.3 113.4 1.396 0.022
100 116.6 113.2 1.479 0.021
125 116.5 112.9 1.514 0.021
160 116.3 112.5 1.549 0.621
200 116.1 112.1 1.585 0.020
250 116.4 111.5 1.758 0.0:8
315 116.6 111.6 1.778 0.018
400 116.6 113.1 1.496 0.021
500 115.3 111.5 1.549 0.020
630 113.8 109.9 1.567 0.020
800 112.3 108.1 1.622 0.019
1000 111.5 106.4 1.758 0.018
1250 124.4 105.0 2.951 0.011
1600 115.6 102.8 4.365 0.007
2000 111.8 101.0 3.467 0.009
2500 108.2 99.2 2.818 0.011
3150 105.8 97.4 2.630 0.012

1

4000 103. 95.4 2.427 0.013
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structural pieces are fastened together with welding there i1s no gap between
them, and there i1s no gas-pumping cffect on damping. If the pieces are bolted
together, there are significant gas-pumping effects at these joints. The damping
loss factor of payload panel (PLAT) for air is assumed to be 0.04. This damping
value is also used for the helium without gas-pumping at joints. In the case of
helium with gas-pumping, equation (4, is used to calculate the damping loss
factor for payload panel (PLAT). Table 3 shows the damping loss factor of pancl
due to heltum gas-pumping.  Since the values of P, /Ppeiium are required in
equation (4), the internal rms pressure (in dB) were first calculated using a SEA
model.  The resilts are shown in columns (2) and (3) in Table 3 for the air and
the helium, respectively. The ratios of these pressure (in linecar value) are
calculated and shown 1n column {4). The damping loss factors duc to helium
gas-pumping are then calculated according to equation (4) and shown in column
(5).  These values are assumed to be the total damping loss factor of payload
panel (PLAT). In other words, the gas-pumping of air and helium at joints is
assumed to be the dominant over other damping mechanism,

Results of Analysis

(A) Model I - Acoustical Path Only

Fig. 9 shows the internal Sound Pressure Level (SPL) of the cylinarical
cavity (CAV) predicted with SEA Model I (acoustical path only). The SPL of the
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reverberant cnaaber CEPL) 18 arbitartly assumed to be 130 dB.  The structural
danipiis o the paviead pane! (PLAT) 1. assumed o0 be the 0.04 for both air and
heliae This correspomdds to the case when gas-pumping is negligible.  The

Do s found o reduce the anternal SPL appreciably. Fig.10 shows the eftect
af hehiuen on accelcianon random vibratien.  The cylinder vibration i1s unchanged
and the panel vibraton s reduced by helium.  The panel structural damping 1s
assuined oo be unchaneed. This correpsonds to the case of the SZ2 panel in [},
whish hos vers ioa structural joints.,

S S SR KL SRR SR St SR
R O CYUINDFR (AIR & HELIUA) ——

[ o PAYI OAD PANEL (AR
.o PAYEOAD PANEL

COS GOV LUNTR PRECLENSY, )

tro it Random Vibration, No Gas Pumping, Acoustic Path only
Ry Atdel T Acoustical and Mechanical Path

Favo 11 <hows the predicted internal SPL in the cylindrical cavity (CAV)
triled wirh i and helium, respectively  Both acoustical and mechanical paths
are o tuded in SeA model 11 The SPL of reverberant chamber (CELL) 1s 120 dR,
Phie wrrncrural dampmyge of the payload panel (PLAT) 1s assumed to be 0.04 for
ot hebura This is the case when gas-pumping is neghgible.  Helium is
tount o reduce the internal SPL appreciably.  The predicted random vibration is

Fico 12 The random vibration level of the cylinder is found to be
v toenecds The pavload panel vibration s reduced shightly in the case of
fettan. Seee the panel structural damping is assumed to be unchanged and the
cuotton s mamty due to the transmitted mechanical energy from the cylinder
vt el this reduction in vibration is o mainly due to the difference in
caebvtren e which s not much., This corresponds to the case of the +7
poovcboan e iach has overy few joints. The helium effect on vibration reduction

v o tad to b thie same.




When the structure has many joints, the gas-pumping effect at joints can
be important in determining the overall structural damping. When this is the
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case for payload panels, the values in Table 3 should be used for the damping
toss factor. Fig. 13 shows the predicted helium effect on the internal SPL.
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As in the other cases, the internal SPL is significantly reduced. Fig. 14 shows the
predicted vibration level.  The panel vibration is tound to be increased. This 1s
consistent with that observed for the +X panel, and -Y panel in ref. (1j. These
panels have many structural joints and therefore gas pumping has a significant
effect on their damping characteristics. In these cases, the reduced structural
damping due to helium more than compensate for the reduced internal SPL
excitation

CONCLUSIONS

Using SEA models, the predicted effect of helium on internal sound
pressure levels and payicad vibration is found to be consistent with that
empirically observed. Helium lowers the internal sound pressure level,
however, its effect on pavload vibration is more complex because of the changes
in internal sound pressure level and the changes in structrual damping itself.
Helium does change the acoustic/structural coupling and radiation damping, but
the effect is secondary. The overall damping of a structure is due to a
combination of friction and gas-pumping at joints. Joint friction is independent
of the gas medium. However, the gas pumping effect is strongly dependent on
medium propertics. The pumping of helium at joints lowers the damping in
comparison with that which exists with the air. If the internal acoustic pressure
is the main excitation of the payload structure and there are few joints, helium
will rcduce the payload vibration mainly due to the lowered sound pressure
level.  Helium has littde effect on the vibration of panels with few structural
jeints when the excitation is dominated by mechanically transmitted energy.
However. when tie peyloaud has many structural joints, the structural damping
will be reduced significantly by the helium. The payload vibration will depend
on the reiative effects of reduced structural damping and reduced sound
pressure levels when it is the internal acoustics that is the dominating source of
excitation.  When mechanically transmitted energy is the dominant source of
excitation, helium will increase the structural vibration due to reduced damping.
The SEA concept, as embodied in the VAPEPS conputer code, not only provides a
method for accounting for the effect of various acoustic/structural parameters
on payload response, but also is a valuable tool for interpreting empirical data
trends.
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VALIDATION OF LACE SPACECRAFT
VIBROACOUSTIC PREDICTION MODEL

Aaron A. Salzberg
Naval Research Laboratory

Washington, DC 20375

The purpose of this paper is threefold: first,
verify that the VibroAcoustic Payload
Environment Prediction System (VAPEPS) , as
developed by the Lockheed Missile and Space
Company and monitored by the Jet Propulsion
Laboratory (JFL), 1s a viable means of
predicting spacecraft component responses to
an acoustic environment; second, address the
determination c¢f important pavameters in the
creation of a Statistical Energy Model in
order to achieve accurate results using
VAPEPS; third, present a technique for
deriving component random vibration test
levels from these results.

INTRODUCTION

Any payload transpcrted to space is required to survive several
structurally threatening environments. Launch and ascent subject the
space vehicle to an entire spectrum of vibratory 1loads.
Structureborne, low-frequency vibrations feed energy into the lower
modes of the structure, inducing large system level stresses. High-
order modes, excited acoustically by engine and aerodynamic noise,
fatigue components. Early and reliable prediction of these operating
environments ensures a safe and efficient part design.

Several techniques are available for predicting the response of a
structure to random vibratory loading. Deterministic analyses, such
as the finite element method, have a proven record of successfully
predicting the stresses and displacements in the low frequency regime.
At higher frequencies however, the models often become complex and
require large amounts of computer time.

Recently, statistical energy analysis (SEA) methods have emerged
with a philosophy more suited to dealing with the high-order modes of
a structure. The vibrating system is represented statistically and
the response prediction based upon the average vibrational energy
contained within a band of frequencies. With this method the
structure is more simply modelled using its gross structural
properties and the analysis performed quickly and inexpensively. [1]

The Vibroacoustic Payload Environment Prediction System (VAPEPS)
was developed as a tool for determining the response of structures

excited by an acoustic field. JPL, under contract to the Air Force
Space Division, has since taken over development of the progran,
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enhancing 1its capabilities while promoting its industry-wide use.
Although VAPEPS contains several methods for extrapolating new
responses from previously tested configurations, the core of the
system is a Statistical Energy MODeler, SEMOD. The following paper
presents a methodology for developing an SEA model for a particular

spacecraft and discusses important aspects in characterizing the
specific structural elements within the constraints of the VAPEPS
software. The results of the analyses were compared to experimental

data measured during a system-level acoustic test of the spacecraft.
The predictions were evaluated with regard to their spectial shape and
overall root-mean-square accelerations (GRMS), and the valid frequency
range for these predictions was defined. Since the ultimate goal is
to provide the designer with an accurate random vibration environment
for testing components early in the flight program, techniques were
demonstrated for extracting these test spectra from VAPEPS results.

SEA MODEL

LACE

The Low-power Atmosphere Compensation Experiment satellite, LACE,
is shown deployed in Figure 1; it is 96 inches high, 52 inches wide,
and 52 inches deep. The satellite's primary structure is constructed
from one inch thick honeycomb sandwich panels bolted to an aluminum
stringer-longeron frame (see Figure 2). Each of the four side panels
are composed of three smaller individual panels joined together by a
longeron. The core is capped at each end, on the +Z side by the space
end deck and on the -Z side by the earth end deck. The space end deck
is one 1inch thick honeycomb as is the internal RF/Boom deck. The
earth end deck is a rib-stiffened 0.125 inch thick aluminum plate.
All the decks are bolted along their perimeters to the main framework.
The deployable solar and sensor panels are 0.5 inch honeycomb sandwich
panels bolted to locking hinges and stowed with two explosive bolts.
At each corner, deployable sensor arms are attached by a hinge at one
end and an explosive bolt at the other.

SEA MODEL OVERVIEW

Within the VAPEPS system, SEAMOD was used to assemble user
specified elements to develop and analyze the SEA model of the
structure. The structural elements, acoustic excitations, and element
connections were selected and characterized through an interactive
runstream and the analysis carried out using SEA methods developed by
Dr. Lyon [7]. Each element was defined by its geometric configquration,
material properties, and physical parameters (such as mass-loading and
panel discontinuities), which dictate its response to acoustic
excitations.

The primary modeling philosophy was to keep the complexity low
without compromising the value of the response predictions. It was
also demonstrated that exacting detail in the model gained 1little
benefit in the predictions; this is a direct result of the statistical
nature of the analysis. The primary LACE structure was represented by
four stiffened plate elements welded at the edges to form the
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Figure 1. LACE On Orbit Configuration

l SPACE END DECK

~ ™~ RF/BOOM DECK

EARTH END DECK

Figure 2. LACE Primary Structure
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rectangular core. The space end and RF-Deck panels were modelled as
unstiffened square plates welded on each edge to each of the four side
panels. The earth end panel was a similarly attached, rib stiffened
rlate. The models for the enclosed and external airspaces were based
cnn standard atmospheric conditions at rcom temperature.

The solar and sensor panels were represented by unstiffened plate
elemants connected to the primary structure through point connections.
Threo Dlate elements were welded together to form the C cross section
2f the senscr arm ana the unlt was attaciiedu to the primary structure
us:ing two point connections. The entire model was excited by
v2cifying the sound pressure level in the external airspace acting on
all external surfaces.

i flowchart of the model which contained 29 structural and
acoustic clements and 69 path connections is given in Figure 2.

n

i

h-‘

EAENT CHARACTERIZATION

Accurate prediction with VAPEPS was highly dependent on the input
viariables used to define a particular element. Parameter selection
irfluenced the magnitude as well as the shape o©f the response
spectrum.

2 VAPEPS subroutine, EQPL, was used to reduce complex multi-
layered panels (such as a honeycomb sandwich panel, with or without
ribs) to equivalent homogeneous plates by modifying the plate
stiffness, density, and thickness in order to match the dynanmic
characteristics of the original panel. This allowed replacement of
the LACE panels with "dynamically equivalent" homogeneous plates which
responded like the original panels to an acoustic excitation. EQPL was
used to compute the equivalent material properties for the unstiffened
honeycomkb sandwich solar and sensor panels. This was repeated for the
space end and RF/Boom deck panels, making the assumption that the
primary truss structure did not influence the plate stiffness.

The stiffness parameters of the ribbed panels were defined for
two frequency ranges, accurately representing the frequency-dependent
dynamic behavior of these panels. Low-frequency excitations drove the
entire panel, and the EQPL parameters for the rib-panel combination
appropriately characterized the plate. However, at high frequencies,
the wavelength of the bending waves traveling in the panel became
smaller, and the response of the panel was dominated by the
unstiffened area between the ribs. This effect was modeled by basing
the plate response on the unstiffened honeycomb panel parameters at
frequencies above the transition frequency f,, as defined below, and
the equivalent properties for the ribbed panel belcw f.

The trequency f; was determined by computing the first resonant
mode of the panel area between the ribs. The first mode occurred when:

1 = L/2 (1)
wnere [ = wavelength of the bending wave in the mateirial (in), and
! = smallest subpanel surface dimension (in).
[he frequency f,., computed from the bending wave:pced 1n metal [3]
for a wavelength of 21, was then
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£, = (.452tCy) /12 (2)
where t = subpanel equivalent thickness (in), and
C; = longitudinal wavespeed (in/sec),

Following the above rationale, the ribbed side ana 2arth end
panels were represented with material properties based on their
stiffened parameters below f, and unstiffened parameters above fy. As
before, the surrounding frame structure was included as a boundary

D o cm -~

CUnALlTion Lus Cile plate elewenis, ol as sciflicncrs.

Other input parameters that characterized the structure were not

easily derived, relying on "engineering judgment". One such parameter
measured the linear length of discontinuities which disrupted the
bending wave pattern in the panel. This determined the radiation

capabilities of a particular panel based on equations derived by
Maidanik {8]. Boundary ccnditions. rib stiffener edges, and components
with sharp corners mounted with closely spaced bolts were all
considered as discontinuities of the LACE panels, and their individual
lengths were added together. Another paramecer, panel damping, was
assumed to be the same for all the panels, varying inversely with
frequency, with ten percent damping at 250 Hertz. Comparisons with
the test data indicated that at high frequencies the influence of the
assumed damping on the predicted plate response was excessive;
therefore it was set to zero above 1000 Hertz. Lastly, components
which added mass but nc stiffness were considered as non-structural
masses and included as a mass smeared across the panel. The ratio of
the component to total panel mass was then used as part of the SEMOD
calculations to scale the response.

After each panel was represented with an Yequivalent"
homogeneous plate element, all were assembled by specifying either
weld or point connectiocns between them. The internal air element was

modeled and coupled acoustically to all internal surfaces and to the
external airspace by a non-resonant connection through the side
panels. The external airspace was the only excitation element,
applying a specified sound pressure level to all external surfaces.

The SEMOD program computed the coupling loss factors of the model
and solved the energy balance equations for each 1/3 octave band. The
element response predictions were presented as mean acceleration
spectral density values for each frequency band.

ACOUSTIC TEST

A system level acoustic test of the LACE spacecraft was performed
at the Naval Research Laboratory's acoustic test facility. An overall
sound pressure level of 147 dB was maintained for 120 seconds. The
averaged microphone pressure level is shown in Figure 4. The LACE
structure was instrumented with 84 accelerometers, several measuring
the panel responses normal to the surface.

The data were analyzed using a GENRAD Data acquisition systenm,
downloaded to a VAX 11/780, and read into VAPEPS for conversion into
1/3 octave band acceleration spectral densities. VAPEPS contained
several routines for the manivulation and analysis of test data; one
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such routine performed the conversion of narrow band test data into
1/3 octave band data.
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Figure 4. LACE Acoustic Test Sound Pressure Level
RESULTS

The mean-square acceleration spectral densities predicted by
VAPEPS are presented along with the measured values for several
elements in Figures 5 through 14.

Figures 5 through 8 show the results for the unstiffened panels.
They all exhibit good or excellent agreement in the mid- to high-
frequency ranges, with large discrepancies occurring at the low-
frequency end. The overall GRMS levels were also accurately determined
as seen 1in Table 1, which compares the predicted and measured GRMS
values.

The results for the heavily loaded, ribbed earth end panel are
shown in Figure 9. The data show considerable variability over the
range of measurement points, presumably due to the complexity of the
panel structure and masses. In the element representation, the
material characteristics of the plate were reduced to the unstiffened
case at 550 Hz as dictated by Equation (2). Good spectral correlation
is seen above 130 Hz along with reasonable agreement of the overall
GRMS levels.

The predictions and data for the four side panels are shown in
Figures 10 through 13. Again, the data are shown to be highly
dependent upon the exact measurement location, and the spectral
correlations are less accurate (but good) above 100 Hz. Equation (2)
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Figure 5. - X Sensor Panel: Predicted Response Versus Test Data

Figure 6. + X Solar Panel: Predicted Response Versus Test Data




Figure 7. Space End Deck: Predicted Response Versus Test Data

Figure 8. RF/Boom Deck: Predicted Response Versus Test Data
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Figure 9. Earth End Deck: Predicted Response Versus Test Data

Fiaure 10. + X Side Panel: Predicted Response Versus Test Data
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dictated a change in stiffness properties at 290 Hz. The overall GRMS
levels predicted did show good agreement with the measured values.

TABLE 1. Overall GRMS Comparison

LACE ACOUSTIC TEST DATA VAPEPS RESULTS GRMS
JZADLEMENT SEPARATE MEASUREMENT LOCATICNS MEAN
MEAN GRMS MEAL “ETH % UNLOADED

- 2 SENSOR PANEL 205 154 7.3 - 24.5 53.9 43.9
+ £ SOLAR PANEL 32.6 37.7 8.7 - 38.2 92.0 38.2
SPACE END DECK 20.0 - - - 191 459 258
RF Z200M DECK 5.8 10.7 11.5 - n.e 28.0 214
EARTH END DECK a5 4.2 7€ 14.0 14.5 34.9 481
+ » SIDE PANEL 4.4 12.4 - - 10.8 25.8 256
- £ SIDE PANEL 6.6 7.0 16.4 - 1.1 26.8 22.6
+  ZIDE PAMEL 7.6 - 12,5 -~ 12.4 29.8 256
-4 SHUE PANEL 8.8 13.2 g.1 - 13.% 33.6 256
CENLOR ARM 1+) +v) 3.0 12.0 - - 23.2 55.8 57.9

The sensor arm data are shown in Figure 14, along with the
prediction. Poor correlation is seen below, and passable results
above, 500 Hz. Again the overall GRMS is given in Table 1.

In all cases it was ev:ient that VAPEPS did not predict the low-

frequency responses accurately. A priori knowledge of where this
divergence cccurs 1is critical in defining the frequency range over
which the predictions are valid. Two criteria can be used to

establish this low-frequency limit. VAPEPS uses Maidanik's equaticns
81 for computing the radiated energy from an acoustically excited

panel. These expressions are valid only when
1/2 kpl < 1 (3)
where kp = wavenumber of acoustic field (2*PI/L, 1/in), and
1 = smallest panel dimension (in).

From here, a lower frequency limit can be computed based on the
validity of the theoretical equations governing the response.
Secondly, statistical energy analysis is valid only in frequency banas
which contain at least one structural mode. This establishes a 1low
frequency boundary by requiring that

naf > 1 (4)

where n = tle modal density ’‘modes/frequency band, 1/Hz), and
nt = the frequency bandwidth (Hz).

lable 2 gives the low-frequency limits for several elements using both
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techniques. Comparing the limits to the earlier graphs demonstrates
the effectiveness of selecting the higher of the two frequencies as a
low-frequency boundary. In all cases, except for the narrow sensor
arm, equation (4) is the limiting factor.

TABLE 2. Low Frequency Limits

LOWER LIMITING FREQUENCY (HZ)
SEA ELEMENT

EQUATION (3} EQUATION (4)

SOLAR AND SENSOR PANELS 73 200
SPACE END DECK 85 315
EARTH END DECK 85 500

RF/BOOM DECK 85 315
SIDES 85 200
SENSOR ARM 450 250

It should be noted that the measured data are influenced by local
mass-loading effects, as well as the spatial variation of the response
due to certain boundary conditions. These affect the spectral
distribution and magnitude of the measured responses, and should be
considered when comparing the data to the mean-value predictions based
on a smeared-mass approximation.

DEVELOPING COMPONENT RANDOM VIBRATION TEST SPECTRA

A random vibration test 1is a simulation of the vibratory
environment that a particular component may be exposed to and often
the only test used to qualify the design. Therefore it is appropriate
to discuss how test spectra can be determined using the VAPEPS
predictions.

Figure 15 shows the Earth end panel narrow band test data plotted
with the predicted response from VAPEPS. Looking at the data, it can
be seen that basing a test specification on the mean value predicted
response may create an undertest condition by underpredicting the peak
»-zponses and the localized mass loading effects.

A proposed method for bounding the narrow band peaks was to use a
95th percentile response based upon a log-normal distribution and the

predicted mean roesponse. [9] However, this yielded extremely
conservative and potentially damaging GRMS 1levels in several cases.
(Table 1) Another approach was to define a specification using the

worst-case panel response, (ie. the largest GRMS), as an upper bound.
For any panel, this could be determined by setting the non-structural
mass to zero and executing the SEA model.

The mean square spectral acceleration for the unloaded earth end
panel is also shown in Figure 15. This is the result obtained by
setting the non-structural mass for the earth end element to zero and
resolving the energy balance equations, determining a new response.
Although it does not completely bound the peaks, it doe: cover the
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possiple variations of responses due to local mass loading effects in
1 "total energy" sense; see Table 1. In most cascs it also provides
reasonable GRMS levels, allowing component test spectra to be based on
1 constant energy approcach, to be derived. With the limits
cstaplished, otheir influencing factors and engineering judgment can be
used to derive appropriate test levels. (6]

lLocalized environments for specific components can also be
calculated by scaling the unloaded response using a factor, proposed

by Barrett 2], which ratios the component and structure weights. in
cither case, random vibration test specifications can be generated for
general or <conmponent-specific applications wusing the VAPEPS

rredictions.

-

»

MY R &

Figure 1%. Earth End Panel Predicted Responses Versus Narrow Band
Test Data

CONCLUSIONS

The feasibility of SEA techniques for analyzing the high-
froquenc, response of structures, and in particular their applicaticn
ro, acoustics, has been denonstrated several times before. (47,(5] The
results of this study indicate that the VAPEPS sottware can be used
Lithnoout much modification, to set up and execute vibroacoustic nodels
with good resualts,

In the case of the LACE satellite model, the danping and




stifrtness were tailored to represent more accurately the dynranic
behavior of the actual vehicle. Reducing the high-fregquency damping
was very effective 1n raising the responses above 1000 Hz, resulting
in petter agreement with the test data. Separating the material
rroperties of the ribbed panels into two freguency ranges allcwed
hetter characterization of the response mechanisms taking place in the
canel, and dramatically improved the spectral and overall
correlations. Both modifications were easily achieved within the
VAPEPRS environment.

The capabilities of SEA at low frequencies were limited, but the
range 1n which the results are applicable were easilv determined.
Ccod results were achieved with only one structural mode in the band
t interest, which is 1mportant for models of smaller, less complex
tructures.

With a small amount of manipulation, the results frem VAPEPS can
e used to bound the response spectra and aid in the derivation of
randon vibration test spectra for ccmponents, Compecnent masses,
"engineering judgment", and program philosophies will all affect the
rinal =zpecification, but VAPEPS can be used to establish initial
guldelines.

I

¢

The VibrocAcoust.c rayload onvicronment F.ediction System ({(VADEDES)

18 clearly a valuable asset to the aerospace community. It 3

irteractive, easy to use, and (based on this study) accurate. Contrcl

f the ent‘re model is in the hands of the user; the ability to

<l and talilor parameter inputs at any point in the analysis is
c

o
lent.
Pescarch 1s still continuing in several areas; for example, mass

stiitening, coupling loss factors, and damping. Hopefully, the results
will ewnand YVAPEPS prediction capabilities and reduce the significant
rcle thnat "engineering Jjudgment® has in the develcpement of the
L S Ar present, it can be concluded that VAPERS can provide
ocurate environmental predictions and provide the needad data for
cove o oning reasonable vibroaccuastic compenent test specitications
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COMPARISON OF VAPEPS PREDICTIONS
WITH IUS VIBROACOUSTIC DATA

Clark J. Beck
Boeing Aerospace
Seattle, Washington

ABSTRACT

The Vibroacoustic Payload Environment Prediction System
(VAPEPS) was used to predict acoustic and vibration environments for
an Inertial Upper Stage (IUS) vehicle. The predictions were made with
the VAPEPS Statistical Energy Modeler (SEMOD). The step-by-step
analysis procedure is described {n this paper, and an example prediction
is presented. The predictions are compared with vibroacoustic test
environments measured on the 1US. Conclusions and recommendations

are presented relative to use of VAPEPS SEMOD.

INTRODUCTION

This paper contains vibration and noise predictions from the VAPEPS SEMOD computer
program. The predictions are compared with measured vibration and acoustic data.

A description of the step-by-step analysis procedures is presented. The description includes:
model definition; equivalent plate calculation; SEMOD input; SEMOD execution: SEMOD output; and
model revision.

SEMOD was used to predict the vibration levels of loaded and unloaded structure. The effects of
damping on acoustic and noise environments were investigated. The effect of configuration change
was evaluated by conducting analyses with different combinations of elements and connecting paths
hetween the elements,

The 1US Development Test Vehicle (DTV) was the subject of the SEMOD analvsis. A large
numher of vibroacoustic measurements are available from this vehicle. Comparisons of IUS DTV
measurements with the SEMOD results provide an evaluation of the predictor,

Conclusions and recommendations are presented relative to the use of VAPEPS SEMOD.




ANALYSIS PROCZDURE

The SEMOD part of VAPEPS version 5.2 was used to perform the analysis. The analysis

procedure is shown in Figure 1.

STUDY VAPEPS STUDY STRUCTURE DEFINE NOISE
USER MANUAL DRAWINGS EXCITATION

L ! 2l

L

DEFINE/DIAGRAM
MODEL

I

EQUIVALENT
PLATE

[

EXECUTE
SEMOD

|

REVISE PRINT/PLOT
MODEL PREDICTIONS

@

END

. .

Fig. 1 Analysis procedure

STRUCTURE DESCRIPTION

The Inertial TInper Stage (IUS) Development Test Vehicle was the subject of the VAPEPS
analysis. The DTV intcrstage cylindrical structure and Equipment Support Section {ESS) conical
strnucture are shown in Figure 2. The lower interface of the interstage attaches to a solid rocket motor
{SRM 1). A second solid rocket motor (SRM 2) is located inside the conlcal structure. Figure 3 {s a
photograph of SRM 2 and the equipment deck. Figure 4 shows the vehicle dimensions and the

relationship between the various DTV elements.

156




Fig. 3 SRM 2 and Equipment Deck
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Diameter [

—Equipment

Equipment Deck
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- Section Cone
74 iy
—
: _/— Interstage
\4 SRM 1
< 91.5"
Diameter

Fig. 4 DTV Cuudiguration and Dimiensions

ACOUSTIC NOISE EXCITATION

The DTV has been subjected to acoustic noise tests in a reverberation test cell. The cell is 16 feet
wide, 24 feet long and 20 feet high. The test cell noise levels are shown in Table 1. The one-third octave

band sound pressure levels are used as the excitation element in the SEMOD model.
Tahle 1 Accuastic Nuise Excitation

One-third Octave Band

Center Frequency Sound Pressure Level

(HZ) (DB REF .00002 N/M2)
50 126.8
63 130.9
80 131.5
100 132.5
125 132.0
160 133.4
200 132.0
250 132.9
315 134.5
400 135.4
500 133.0
630 133.3
800 133.3
1,000 132.5
1,250 131.2
1,600 130.3
2.000 ©28.9
OVERAILL 144.7

158




EXAMPLE PREDICTION

VADEPS User's Mamid

The first step in conducting a SEMOD prediction is to study section 11 of the VAPEPS User's
Manual, reference. Scection 11 deseribes SEMOD and the information required for SEMOD input. The
Fauivalent Plate command is also used in this example. This commnand is deseribed in section 3.51 of
he Users < Manual
Vehicle Drawings

The SEMOU and Equivalent Plate input requirements are obtained {rom vehicle assembly and

devail part drawings. The acoustic test cell dimensions are also required.

Dicline/Dineranm Model

The medel must be defined and expressed in terms of a SEMOD diagram. It is not necessarnv to
model the ontire vehiicle, In fact it is sometimes helpful to predict the responses of a part of the vehicle
ane! ~valuate the predictions before adding another part. This example is for the DTV interstage The

interstase configuration detatls and the associated SEMOD diagram are shown in Figure 5.

|< 91.5"
Diameter

SRM 2 177 Wing eraning
| < ng o epaling

\_ Volume |

3.4 E5int

A ) SRM 1 \_ Surface
2.13 B+ in-

|

|1 A1

32 Stringers
8.9" Spacing

5
3
i : ;
CXTA 2 INS1 2 INTA
Type 1 Type 4 Type 1

ELNAME
EXTA = Acoustic Test Cell
INST = Interstage Cvlinder
INTA = Interstage Cavity
PATHNAME
EXTA, INST, Contection Type 2
INST. INTA, Connection Tvpe 2
FEXTA, INST, INTA Connection Type 5

Fig. b DTV Interstage and SEMOD Diagram




oo otent Plate

The interstage (INST) described in Figure 5 is a cylindrical shell consisting of a skin,
iengthwise stilfeners and ring stiffeners. This configuration must be reduced to an equivalent plate for
SEMOD input. The VAPEPS command, RUN=EQPL. is used to determine the equivalent plate. Figure 6
sresents the interstage  structure details {or input to RUN=EQPL. Table 2 shows the RUN=EQFL
comnuaud procedure file. Annotations are provided on the file to help the reader understand the
procedare. Table 3 presents the output file. EQPL.OUT. The boxed numbers on Table 3 are inputs to

SINOD

/"Q\///\—/ Ring Abl 4— 036"
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] ©
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Fig. 6 Interstage Structure Details
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Table 20 RUN: EGRL Comrmand File

S PLOUT FOROOA ‘) Assign output file name
RS Q _J Enter VAPEPS

N I P LI SIS S N Run equivalent plate

| -

i RYFEANN [

Enter general parameters

:
—

L2 2.01ES
| DONE J
Lo e ane \
CEN=01R .
E - 106E6 [\Enter skin parameters @
O = 2,508 -1 ]

DONE
=08
CEN = .07

~
E = 10.6E6 Enterbeam (1) parameters
RO = 2,501

W= 8]

DONE

H =15

(IN= 936

E = 106EC Enter beam @ parameters
RHO = 2 5954

W= 08 J

DONE

H= 08

N =18

E = 10.6£6 £nter beam parameters
RITO = 2.59E-1 @

W= Rl

DONE

TOC 4 Display Table of Contents DAL 4
PRIND 4, EQPL. INST Print equivalent plate file
DACK 4 P

PACK 28 _J Puck DAL files

END Exit VAPEPS

SIASER EQPL OUT Print output file

SDHEASSIGN FOROOK

SEXIT Exit comman- file




Table 3 Output File EQPL.OUT

03
[ SR

3
(R

Jize: (. x 1)
Size. (€ x 1!

Laver h34 REO L
z 3.B8LCE 2R i 2.89CE N A

! 7 2.8CDE 24 8
5 g 2.590E-C4 8.
3 i 2.590E-04 8.

oo Tl N RHOS- 9.324E C&
oo s R 9.324E-C¢
Centrcid distance = 4.412E-C2
TARLL OF CONTENTS FOR DAL UHIT 4 ESCLCE i VAPEPSIDALCC4 . DAL 1

(@]
vt

WORDD XR NC VER

3

IS
v
g

. 2 i INST 0

x 1% ‘ 500 IKST a

z 2 5 Lo INST )

: 5 5 MR INST a

: 3 1o INST o

s B £ Tl INST >
ST LA
ool osusn
77 4818
409 7547

1 T Lo 08 71
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SEAOD Tnpnt /SENOD Exceate

Tl

el s

sunctated to assi the reader,

de -t presencs the conanand procediure e used to input 1o SEMOD and 1o execute SEMOD,

Table .t SENOD Commuand File DTOT.COM

S ASSIGN DTOT OUE FORGHOE

S RUN VAPEPS

SEMOD 5. DT

TEXNT

MODEL DTO

ELEMENTS ENTADINST. INTA
EXTA D EXCUTATION
FREQUENCY RANGLE 50 HZ TO 2.000 HZ
MODEL BY CLARK BIECK

DATE Q7/20/n3

L7277

ELNAME

EXTAL
DESCRIPT-ACOUSTIC-TEST-CELL
REHO=1.15E-7

(C0O=1.31E4

VOLUME=1 3587

AP=2 814

AAC =01

DONE

ENTAL ]
DESCRIPT=DTV-INTERSTAGIZ-VOLUME
RHUO=1.15E-7

CO=134F41

Ab=213E1

ANCC=01

DONE

INST,

DESCRIFT=DITV-INTERSTAGE -STRUCTURE

RIO=3 1811-5
C1.-2.01FE5
[{=.1965
AP=2. 108
Bi.=71.
ALX=17

ALY =849
=515

DEE- O]

R R SO B
PATA- 250
RIMOS -9 5240 5

ANNMS =0
FOy-§ i
PINVOYTE RO 00

DO
BISENS

i

{(Continued)

o

Assign output file namc
Run VAPEPS
Run SEMOD

Comments

Enter ELNAME

Describe FXTA

Describe INTA

N\

Describe INST

Exit ELNAME




Table 4 (Continued) SEMOD Command File DTO1.COM

PATHNAME

EXTA, INST, 2

DONE

INTA, INST, 2

DONE

EXTA, INST, INTA. 5

DONE

DONE

SETEXC EXTA

FREQUENCY 50..2000.

EXCITATION

126.8, 130.9. 131.5, 132.5, 132.0, 133.4
132.0, 132.9. 134.5, 135.4, 133.0, 133.3
133.3, 132.5, 131.2, 130.3, 128.9
MDENS

ATACALC

ATACO

CFAC7.1,4

TPRD

POWER

DONE
RUN=OVER 5, RESP, DT01 5, OA, DTO1

RUN=OVER 5, RESP, DTO1 5, GRMS DTO1 50.,2000

PRIND 5, Te2XT, DTO1
PRIND 5. MNAM, DTO1
SEMOD 5, DTO1

LIST RESP

ELNAME

LIST

DOXNE

PATHNAME

LIST

DONE

LIST PCRF

LIST ATA

LIST CRIT

LIST DENS

LIST RING

DONE

PRIND 5. OA, DTOI
PRIND 5, GRMS, DTO1
PACK 5

TOCH

END

SLASER DTO1.0UT
SLASER DTO1.COM
SDEASSIGN FOROO6
SEXIT

2
J
}

)

Enter PATHNAME
Describe path 1
Describe path 2

Describe path 3
Exit PATHNAME

Make EXTA the

excitation element and enter
1/3 octar- band levels

(See Table 1)

Calculate modal density
Calculate loss factors
Calculate ccupling factors
Define engineering units
Predict responses
Calculate power flow

Exit SEMOD

Calculate overall SPL
Calculate overall grms

Print text and element names
Enter SEMOD

Print responses,
element names,
pathnames,

power flows,

loss factors,

critical frequencies,
modal density,

ring frequencies

Exit SEMOD

Print overall SPL

Print overall grms
Pack DAL 5

Print Table of Contents
Exit VAPEPS

Print output file

Print comand file

Exit command file




SEMOL Ontpat

The command procedare Hle shown fnc Pabie 4 ereates an output file, DTOT OUT. The output fiie
serves as documentation tor the prediction. An edited version of the output file for this exsanple is
contained inthe Appendixs The SEMOD Text lile has been included to provide a summary description,
The excitations and responses of the model elements (RESP) are printed out to provide a tabulation of
freguency and level The overall sound pressure level and overall grms levels are printed out in files
OA and GRMS. These files are created by using the VAPEPS command RUN=OVER. The PATIHNAME
el ELNAME desceriptions are shown. Five other SEMOD tiles are included in the output to assist in
~oalunation ef the model: power flow in ecach path (PCRFL damping and coupling loss fuctors (ATA}
erivieal frequency (CRIT)E moedal densities (DENS) ring frequencies (RING). The tinal listing in the

cnprpat Yle is the table of contents of the VAPEPS DAL lile created during the execution of SITMOD.

Miade]

Revision
SEMOD models can be  casity revised and executed This makes the program ideal tor
profminary design. The use of a ecommand procedure tile mmakes revision easy. SEMOD execution anid

bt printont time for the analvses presented in this paper required less than five minutes per

condpiuration.
HINT. Fxecute the VAPEPS comnmands and SEMOD interactively to become familiar with the

proegram and the command procedures. When you are familiar with how the program executes, then

nse the command procedure {iles to expedite analysis.
CONFIGURATIONS ANALYZED

Seven IUS DTV condigurations were analvzed. The configurations are described in Tabie 5.

The interstage model DTOL is described in the example prediction. Model numbers DTO2. DO
and DTS are the same as DTOL except for the damping (DLF) and mass loading (ASMS!  Figure 5 is the

SEMOD Atagrom for DTO1, DTO2, DTOS and DTS,

Model rambers DTOY and DTOS represent the tull [US DTV, DTPOA represents the [0 wqh

Cleeled strncture wiltle DTOS and DTS represent loaded structure, Figure 7 s the SEAMOD

il

Dt LINLh and DVED




Table 5 Configurations Analyzed

Model Acoustic Vibration Damping Mass
Number Element Element (DLF) (ASMS)
DTO1 EXTA INST 01 0

INTA
DTO2 EXTA INST .10 0]
INTA
DTO3 EXTA INST 01 13.7
INTA
DTO4 EXTA INST .01 0
INTA ESSB .01 0
INES ESSC .01 0
SRM2 .10 15.5
DTO5 EXTA INST .01 13.7
INTA ESSB .01 1.3
INES ESSC .01 13.7
SRM2 .10 15.5
DT13 EXTA INST .01 1.3
INTA
DT15 EXTA INST .01 1.3
INTA ESSB .01 1.3
INES ESSC .01 1.3
SRM2 .10 15.5
____________ INES 2 SRM 2
Type 1 Type 4
3 29
__________ ESSC . ESSB
5 4 6
Type NB=32 | YP€
3 29
EXTA 2 INST 2 INTA
Type 1 Type 4 Type 1

Fig. 7 SEMOD Diagram for DTO4 and DTO5




Table 6 contuins a description of Model DTO4 element names and path names. Model DTOS

and DTS5 are the same as DTOY except for DLF values and ASMS values as listed in Table 5.

Table 6 DTO1 Description

] I |
EXTA Tyvpe 1
Description = acoustic test cell
RHO = 1.150E-7 CO = 1.340E4 Volume = 1.33E7
AP = 2.8F1 AAC = .01
INTA Type 1
Description = DTV interstage voiume
RHO = 1. 150E-7 CO = 1.340F4 Volume = 3.40E5
AP = 2.13E4 AAC = 01
INST Type 4
Description = DTV interstage structure
RHO = 3.481E-5 CL=201E5 H = .4865 AP =2.13F4
BL =74. ALX = 17. ALY = 8.9 D =915
DLF = .01 E = 1.60E7 PATA = 25.9 RHOS = 9.32E-6
ASMS =0. CO = 1.34E4 PIVOTFRG = 300.
£E5SB Type 6
Description = DTV ESS beam
RHO = 2.59E04 CL=2.0E5 ASMS =0 DLF = .01
CNT =32 BL=17. B=1.
H=.71 E = 10.6E6 G=4E6
ESSC Type 5
Description = DTV ESS cone
RHO = 8.49E-5 CL = 2.0E5 H=.143 AP = 8.64E3
BL = 26. AlX =27.4 ALY = 10.1 D =109.
DLF = .01 E=1.06E7 PATA = 37.5 BETA = 186
RHOS = 8.29E-6 ASMS = 0. CO = 1.34F4 PIVOTFRQ = 300.
INES Type 1
Description = DTV ESS volume
RHO = 1.15E7 CO = 1.34E4 AP = B.64E3
AAC = .07 Volume = 1.58E5
SRM Type 4
Description = DTV second stage motor
RHO = 2.60E-4 L =20E5 H = 40 D =63.
BL = 40. AlLX =6.2 ALY = 4. RHOS = 1.E-4
DLF = .01 E = 1.06E7 PATA = 46.2
ASMS = 155 CO=134E4 AP = 7.9E3
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PREDICTION/TEST COMPARISONS

Interstage Model

Figure 8 shows comparisons of the predicted noise spectra inside the interstage (INTA) with an
internal noise measurement from the IUS DTV. Predicted noise spectra are shown for two damping
values (DLF = .01 and .10). The higher damping lowers the noise level 3 db. Mass loading of the

interstage did not change the internal noise level.

138 -
INTA D781
DLF=.81
2
i3 } 42.
A\
= A
z 138 1 — INTR D782
z P DLF=.10
o P g ASMS:=0.
w / “/ %

\\\ 139.7 D8
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" 1€ y | \

“ // / /\V// x

@ / ,/J/ \ 1S DTy
! i /’/ \ 14€.7 OB
_J !

/
114 ] //

i 100 1884 18882
CENTER FREQUENCY - HERTZ

Fig. 8 Prediction/Test Comparison
Interstage Internal Noise
Damping Effect
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Figure 9 presents the predicted interstage vibration for unloaded structure (ASMS = 0.)

Predictions are shown for two damping values, DLF = .01 and .10. The predictions are compared with

an envelope of 5 DTV vibration measurements.

INST DTE!
OLF=.01
ASMS=8.
55.1 GRMS

INST DT@2
OLF=.14
ASMS=8.

™~
X
S
L
2 /
- /
a
Ly
a L
L /
() /
o / 108 DT
= E NO MASS
R / 36.2 GRMS
!//
/
.8l , . .
18 108 1800 18808

FREQUENCY - HERTZ

Fig. 9 Predict on/Test Comparison,
Interstage Vibration,
Damping Effect
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Figure 10 is a comparison of predicted vibration spectra for mass loaded structure (ASMS = 1.3

and 13.7) with an envelope of 3 vibration spectra irom IUS DTV loaded structure. The mass loading

value hus the units of Ibs-sec2/in. Two values of mass loading were evaluated because the exact mass

loading of the structure cannot be accurately included in SEMOD. The masses on the DTV are groups of

batteries. The mass loading in SEMOD is one entry, ASMS, for the element, INST.
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Fig. 10 Prediction/Test Comparison,
Interstage Vibration,
Mass Load Effect
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US DIV Model

Figure 11 is a prediction ol the interstage internal noise for the DTO4 model. The prediction is

compared with an interstage intertil noise measurement from the DTV,
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Fig. 11 Prediction/Test Comparison

Interstage Internal Noise
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Figure 12 contains a comparison of the DTV interstage vibration response with the prediction

{rom the DTO4 model. The DT/ vibration spectrum is the envelope of 5 vibration spectra.
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INST DT04
DLF=.01
ASMS=g.
33.0 ERHS
N 1US DTV
NO MASS
. 38.3 GRMS
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1g 190 1900 18200

FREQUENCY - HERTZ

Fig. 12 Prediction/Test Comparison,
Interstage Vibration,
No Mass Load
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Figure 13 shows an envelope of 3 vibration spectra from DTV mass loaded interstage structure.

The structure was mass loaded by a group of batteries. The SEMOD predictions are shown for 2 values

of ASMS, 13.7 and 1.3.

INST OTiS

DLfF=.E!

ASMS-1.3
N/ 18.3 GRMS
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Fig. 13 Prediction/Test Comparison,
Interstage Vibration,
Mass Load Effect




Figure 14 compares the DTV unloaded equipment support section deck vibration response with

the SEMOD prediction. The DTV vibration spectra is the envelope of 42 vibration measurements.

IUS DTV
NO MASS

35.4 GRMS

ESSE D704
DLF=.81

ASMS=8,
29.1 GRS

TAUE PSD -~ G¥¥2/HZ

1.3 0C

12 100 1008 10002
FREQUENCY - HERTZ

Fig. 14 Prediction/Test Comparison,
ESS Deck Vibration,
No Mass Load
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prediction and the DTV envelope of vibration

Figure 15 contains a comparison ol the SEMOD

speetra from the ESS loaded deck.
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Fig. 15  Prediction/Test Comparison,
ESS Deck Vibration,
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Figrire 16 shows vibration spectra for unloaded ESS conic structure. The DTV vibrailon spectra

is an mclope of 3 vibration measurements.
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Fig. 16 Prediction/Test Comparison,
ESS Cone Vibration,
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Figure 18 compares the predicted vibration response of the second stage solid rocket motor to

the measured vibration response from a single DTV motor measurement. The DTV motor

measurement was made in a direction normal to the motor surface.

CCTAUE PSD - G¥¥2-HZ

1.7

IUS CTY
MASS L0AD
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Fig. 18 Prediction/Test Compariscn,
Solid Rocket Motor Vibration,
Model DTO4
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CONCLUSIONS
VAPEPS SEMOD provided rea<onable noise and vibration predictions for the IUS DTV vehicle
aUireguencies dgreater than 100 He,
VAR SEMOD is a useful noise and vibration prediction tool. SEMOUD is particularly useiui
in prehminary design applications. Design concepts can be modeled easily and prediction results can
be obtaimed quickly. The predictor is also uselul for solving noise and vibration problems. A model

can be defined to simulate the problem and proposed solutions can be evaluated quickly.

RECOMMENDATIONS
Computer command files should be used for model definition and SEMOD execution. The

commuand [iles can be editea and executed to provide a large number of estimates in a short time,

An avtomated plot routine should be set up in the command file. Prediction evaluation is

cnhanced by tae use of plotted vibration and noise spectra.

REFERENCE
“Volume II: VAPEPS User's Manual”, June 1987, This manual and the VAPEPS computer program is
available {rom:
VAFEPS DBMC
Jet Propulsion Laboratory
Mail Stop 301-456
4800 Oak Grove Drive
Pasedena, CA 91109




APPENDIX
OUTPUT FILE FOR MODEL DTOl, DTO1.0UT

VAPS5.2 1-07 '27/88-13:55:20 134400
Creating new model DTO1

MODEL DT01

LLEMENTS EXTA,INST,INTA

EXTA IS EXCITATIC

FREQUENCY RANGE 50 HZ TO 2000 HZ
MODEL BY CLARK BECK

DATE 07,2088

[O) @) IEY SN I (O

Excitations and responses for model DTO1

Frequency EXTA INTA INST
Hertz dB dB G**2/Hz
50.0 126.8 118.9 3.1142E-01
63.0 130.9 124.1 8.1673E-01
80.0 131.5 125.6 1.0344E+00
100.0 132.5 127.4 1.5230E+00
125.0 132.0 127.6 1.4283E+00
160.0 133.4 129.7 1.8797E+00
200.0 132.0 128.8 1.6159E+00
250.0 132.9 130.2 2.0171E+00
315.0 134.5 132.3 2.81468E+00
400.0 135.4 133 6 3.7847E GO
500.0 133.0 131.5 2.5512E+00
630.0 133.3 132.3 3.2541E+00
800.0 133.3 132.3 2.5534E+00
1000.0 132.5 132.2 1.8388E+00
1250.0 131.2 130.7 9.4145E-01
1600.0 130.3 129.4 4.8063E-01
2000.0 1z8.¢ 127.5 2.937" 1

OVERALL SPL
EXTA 1.4473E+02
INTA 1.4246E:02

GVERALL GRMS
INST 5.6411E+0C1

1HO)




Description of elements, ELNAME

EXTA

DESCRIPT=ACQUSTIC-TEST-CELL

TYPE = 1

RHO = 1.150E-07 CO = 1.340E+04
AP = 2.800E+04

AAC = 1.000E-02

INTA

DESCRIPT=DTV-INTERSTAGE-VOLUME

TYPE = 1

RHO = 1.150E-Q07 CO = 1.340E+04
AP = 2.130E-04

AAC = 1.000E 02

INST

DESCRIPT=DTV -INTERSTAGE-STRUCTURE

TYPE = 4

RHO = 3.481E-05 CL = 2.010E+Q05
AP -2.130E+04

BL = 7.400E+01 ALX = 1.700E+01
D = 9.150E+01

DLF = 1.000E-02 E = 1.060E+07
RHOS = 9.32E-06

ASMS = 0.00CE-00 CO = 1.340E+04
OK

Description of paths, PATHNAME

EXTA INST

TYPE = 2
INTA INST

TYPE - 2
EXTA INST INTA
TIPE 5

OK

1

VOLUME =

VOLUME =

H -
ALY =
PATA =

PIVOTFRQ-

. 330E+07

.400E+05

.96B8E-01
. 90CE+00
.590E+01

.O00E+02




Percent power flow

Frequency INTA INTA INST
Hertz INTA INST INTA
50.0 -3.20% ~03.59% 80
65.0 -3.48% -81.73% TR
80.0 -3.78% -89.64% 74 .
100.0 4. 0% ~87.76% 73.
125.0 -4 .36% -86.11% 73.
160.0 -4.69% -84 .72% 75.
200.0 -4.97% -83.92% 76.
250.0 -5.19% -83.65% 79.
315.0 -5.27% -84.13% 82.
400.0 -4 .95% -85.96% 86 .
500.0 -4.67% -87.69% 89.
630.0 ~-3.04% -902.82% 94 .
800.0 ~-4.52% -84.89% 86.
1000.0 -1.83% -95.20% 96 .
1250.0 -3.80% -91.94% 95.
1600.0 -8.31% -85.55% 92
2000.0 -14.09% ~78.83% 90.
Percent power flow per path for element INST in model DTO1
Frequency INST EXTA INST
Hertz INST INST EXTA
50.0 -75.82% 85.93% -12.
63.0 ~-71.13% 82.79% -14
80.0 -65.67% 79.59% -17.
100.0 -60.07% 76.24% -19.
125.0 ~-54.05% 73.24% -22.
160.0 -47.03% 70.14% -26.
200.0 ~40.46% 67.52% ~29.
250.0 -33.76% 65.04% -33.
3.5.0 -26.66% 62.52% -36.
400.0 -=U.27% 60 .25% -39.
500.0 -15.83% 58.62% -42.
630.0 -9.4%% 55.68% -45 .
800.0 -9.47% 55.68% -45 .
1000.0 ~-2.04% 51.83% ~48 .
1250.0 -2.53% 52.94% -48.
1600.0 -3.40% 55.29% ~48.
2000.0 -3.89% 58.01% -48.
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per path for element INTA

.41%

98%
67%
T6%
94%
13%
91%
25%
31%
22%
17%
80%
69%
80%
21%

.42%

21%

09%

.44%

17%
O97%
O7%
49%
TT%
12%
67%
87%
08%
26%
26%
98%
74%
20%
0&5%

in model DTO1

EXTA
INST
INTA

19.
3.
25.
20.
26.
4.
23.
0.
17.
13.

10
5
13.
3
4
7
9

INTA
INST

14.
17.
20.
3.
26.

29.
.48%

32
34 .
37
39.
41.
44 .
44 .
48.
47.
44 .
41.

59%
02%
33%
24%
06%
87%
09%
75%
69%
78%

.83%
.20%

31%

.20%
.79%
.58%
.79%

07%
21%
61%
76%
76%
86%

96%

.48%

75%
38%
32%
32%
17%
06%
71%
99%

INTA
INST
EXTA

INST
INTA

-12.
-14.
-17.
-19.
-22.
-26.
-29.
-33.
-36.
~-39.
-42.
-45.
-45.
-48.
-48.
-48.
-48.

.21%
.78%
.58%
.18%
.52%
.59%
.11%
.16%
.60%
.09%
.64%
.14%
.59%
.97%
.26%
.13%
.09%

09%
44%

17%

97%
97%
49%
7%
12%
67%
87%
08%
26%
26%
98%
74%
30%
05%




Frequency

Hertz

50.
63.
80.
100.
125.
160.
200.
250.
315.
4C0.
5C0O.
630.
8C0.
1000.
1250.
1600.
20C0.

Freqguiency

Hertz

50.
63.
30.
100.
125.
160.
2C0.
250.
315.
400.
500.
630.
800.
10C0.
1250.
1600 .
2000.

OO0 O0O0OQOOLOO0OOCOO0OO0O0O0OO0O

OO COCOO0OTCODOLOOOOO

Darpine and Couplina Loss Factors for Model DT0]

DO 2D G LO0 =D

© N O =T+ k2 b k1 0D A QY T O

EXTA
EXTA

.2452E-04
.7T819E-04
.4032E-04
.1226E-04
.9807E-0%
0161k 0%
.B128E- 05
.4803E- 05
.5838E-05
.8065E-05
.2452E-05
.7819E-05
.4032E-05
.1226E-05
.980YE-06
.0161E-06
.B6129E-06

INTA
INST

.9847E-01
.3865E- 01
.8971E-02
.2046E-02
.2736E-02
.7693E-02
.8188E-02
.1518E-02
.6930E-02
.4511E-02
.2550E-02
.6169E-02
.8477E-03
.T38TE-02
.4648E-03
.1482E-03
. 3465E -04

HODDWdh OO DD Wd O

AR SN e I b B S R S e R S N = I = (o (o (G (O]

INTA
INTA

.6810E-03
.3024E-03
.1756E-03
. 3403E-03
.B724E-03
.0878E-C3
.8703E-03
.3362E-03
.0605E-03
.3513E-04
.6C10E-04
.3024E-04
.1756E-04
.3408E-04
.B724E-04
.0878E-04
.6703E-04

INST
INTA

.5681E-03
.66681E-03
.8026E-03
.9726E-03
.0202E-02
.0559E-02
.1036E-02
.1774E-02
.3101E-02
.4754E-02
.5950E-02
.2756E-02
.7920E-02
.1925E-02
.B6317E-02
.6669E-02
.8526E-02

HEMDOWWE OO HEDWWRO

DRI PWHEDODWO IO e

INST
INST

.0000E-02
.7819E-02
.7500E-02
.0000E-02
.4000E-02
.8750E-02
.5000E-02
.2000E-02
.5238E-03
.5000E-03
.0000E-03
.7619E-03
.7500E-03
.0000E-03
.4000E-03
.8750E-03
.5000E-03

EXTA
INST
INTA

.7128E-04
.8619E-04
.8559E-04
.7158E-04
.4908E-04
.2043E-04
.5372E-05
.3360E-05
.4557E-05
.9216E-05
.7964E-05
.8417E-05
.5036E-05
.3887E-CS
.8548E-06
.9368E-06
.1480E-06

DO PP RUPOTOHHNDOD

DV ATONH DU O ITND

EXTA
INST

.9970E-03
.570CE-03
.5301E-03
.8418E-03
.3481E-03
.6358E-04
.2063E-04
.5011E-04
.3279E-04
.7TO95E-04
.2083E-04
.1335E-04
.0062E~-04
.4448E-04
.6527E-04
.4916E-05
.3893E-05

INTA
INST
EXTA

.700CE 03
.2834E-03
.2598E-03
.7116E-Q3
.8316E 03
.7108E 03
.730TE-03
.8€9TE-03
.1342E-03
.5340E-03
.093Q%E-03
.2042E-04
.7TQ36E-04
.4321E-04
.9944E-04
. S200E-04
.4026E-05

H N B QDO

INST
EXTA

.5661E-03
.6661E-03
.8026E-03
.9V26E- 33
.0202E-02
.0559E-02
.1036E-02
.1774E-02
.3101E-02
.4754E-02
.5950E-02
.2756E-02
.7920E-02
.1925E-02
.B317E-02
.6669E-02
.8526E-02




Critcal frequencies for model DTO1

Frequency

Hertz

50.
63.
80.
100.
125.
160.
200.
250.
315.
400.
500.
630.
800.
1000.
1250.
1600.
2000.

ojcoleojelolololoNololololololoRao e

© ©WOWWWOWWOWWOIWWWIWOWOWDOO:©

EXTA
INST

.9198E+02
.9198E+02
- 9198E+02
.9198E+02
.9198E+02
.9198E+02
. 9198E+02
.9198E+02
. 9198E+02
. 9198E~+02
.9198E+N2
.9198E+Q2
.9108E+02
.9198E+02
.9198E+02
.9198E+02
.9198E+02

© © O © W WWWYWW PWIWIWWWOW©O

INTA
INST

.9198E+02
.9198E+02
.9198E+02
.9198E+02
.9198E+02
.9198E+02
.9198E+02
.9198E+C2
.9108E+02
.8198E+02
.9198E+02
.8198E+02
.9198E+02
.9198E+02
.9198E+02
.9198E+02
.9198E+02

Modal densities for model DTO1

Frequency

Hertz

50.
63.
80.
100.
125.
160.
200.
250.
315.
400.
500.
630.
800 .
10G0.
1250.
1600.
2000.

ejejojololslololalolalolelalo o Ne

EXTA

DHEHEPORDE OB D=0 D e

.7366E-01
.7570E-01
.4456E-01
.9462E- 01
.0853E+00
.7T782E+00
.7785E+00
.3414E+00
.8924E-00
.1114E-+01
.7366E+01
.7570E~01
.4456E+01
.9462E+01
.0853E+02
.7782E+02
.7785E+02

INTA

R eV T VIS VP, 2 N U BTN

.4393E-03
.0478E-03
. 1365E-02
.7757E-02
.7746E-02
.5459E--02
.1029E-02
-1098E-01
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Ring frequencies for model DTO1

Frequency

Hertz
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PREDICTION AND MEASUREMENT OF THE
ACOUSTIC ENVIRONMENT OF THE AIRBORNE
SEEKER EVALUATION TEST SYSTEM

Leonard [.. Shaw and Kenneth R. Wentz
Acoustics and Sonic Fatigue Group
Flight Dynamics Laboratory
Air Force Wright Aeronautical Laboratories
Wright-Patterson Air Force Base. OH 45433

wratel Plow behind pretuberarces orn alreraft can resul®
Lnoncaoustic levels high enough Lo cause structiral dansge.
L osemparated flow tluctiating pressure levels must be
preilcten and/or measured for a fatigue analysis on the
rerarts structure.  The acoustic levels were prealcted and
meisired tor whe separated flow behind a large retractable
—urrev installed on a {-130 alrcratft. The predicted levels
woreeri o well withh the measured environment. A maximun
couetic level of 150 4dR was measured., The resulting levels
woerse used Lo predict the acoustic fatigue life of the sxin
runels benind the turrez. A life of over 400D hours was
r-iicned for the maximum acoustic levels.
INTRODUCTION
Iree o mnoustic environment assocliated with the separated rlow region behind a
Zh talble turret was investigated., The large retractable turret comprised
ar Cecker Bvaluation Tes+t System (ASKETS) which was installed on a C-130
mIrcralt. ne Turrew is carried [nside the fuseclage and exiended when needed for
et ing. Lo ooxuends fifty inches below the tuselage wnich is lower tnan the
round pleme, taus :he aircera“* a>d not Zand wilth the turret fully extended. A4
wree D=130 alrcraft witn tne turret fully extended is shown in Figure 1.
ni 3 show the turret In the retracted arnd extended positions
resyectively.  Any non-aerodynamic protrusion on the aircratt surface will resu’t
Inoseparats .ow.  The amplitude of the pressure fluctuations behind the turret
wWeerre neede o determine the acoustic fatigue life of the aircraft skin. The
Cliactalanins pressire evels and the region of separation behind the fturret were
: flewed woln - existing prediction methods. An extensive flight test was then
cortormed uricg which the fluctuAating pressure environment was measured. A total
St ye o mofel Lofd microphones were used to measure the acoustic
mrvironmernt. e microphones were located from directly behind tn= turret to
47d% =ix oot lown suream as shown in Figure 4, Acoustic data were obtalined ror
Taseatt T Devel erline g % turns, flaps up o and at 90 percent, and for the turret
roar A ST ST hur:i&ily @xﬂ~n'ed positions as well as fully oxuended,  ALL of
creonm et e dnta were reducod inse Power dpectral Densities (PSU). 0 Purther
[ERTETIN OO en e meainirement, Jrogram are given in keterenco 1.,
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Fig. 1 ASETS Testbed

Fig. 2 Retracted Position
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PREDICTION

The tlow benind the large turret was assumed to be separated., This region
of rlow separation for blunt bodies can be referred to as base flow, The overall
fluctuating pressure level (acoustic level) can be predicted using equation 1
(Rer. 2).

P
28 = 0,045 (0

where, q = free stream dynamic pressure =

to} —

The turbulence constant 0,045 may be as high as 0.1, depending on the “ype of
separated or base flow. Considering “he diameter ofr the turret (54 inches) fully
separazed flow was anticipated and thus the higher value of .1 was used. The
max:mum f{ree stream dynamic pressure for the ASETS occurred at 12,000 feet for
Mach number 0.L4. For these conditions the dynamic pressure is 1.05 psi. Using
the 0.1 value for the turbulence constant results in

P = 0.10% psi
s > P

The sound pressure level is calculated from Equation 2

SPL = 20 log (Prms/Pref

) (2)
where

9

= 2.9X107 psi

P
ref
Thus the maximum SPL that should occur behind <he turret was predicted to be 151
dE, As shown in the next section the maximum level measured for all flight
conditions was 150 dB which verifies the predicted level.

DISCUSSION OF DATA

Acoustic data were obtained for take-off, level cruise, 3g turns, flaps up
and at 50 percent, and for the turret in and at numerous partially extended
positions as well as fully extended. All of the acoustic data were reduced into
Power Spectral Densities (PSD).

rigure 5 shows a typical boundary layer nolise spectrum from microphone 9 for
a speed of 235 knots and altitude of 12,000 feet, The turret is inside and the
doors are closed. AlL the microphones have nearly the same levels except for the
rarrowband peak near 68 Hertz. This is the blade passage frequency of the
propellers on the (=130 alircraft, Going through a 3g turn did not affect the
noundary layer noise levels. Also take off levels are very low, as seen in Figure
£, except the narrowband *ones from the propellers,
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igure T shows a spectrum from microphone “ {or tne turret doors open but the
turret inside. This spectrun is tor a speed of LT0 knots and woly
*

oot altitude.
i* can be compared

o the spectrum in Figure 8 which is for the turret fully
extended., The low freguencies, Zess than 50 lHertz, were increased about 10 dB,
but the higher frequencies, above 200 Hertz, were not affected. 'This would be
expected since the flow behind the turret should scale with the characteristic
dimension of the <urret, namely the 54 inch diameter. This resulis in a
characteristic frequency of 240 Hertzs which Implies that essentially only
frequencies velow 240 Hertz should be aftected by +the turret, This
case,

indeed was the

QASPY. - 134 dB
Microphone 9

_ 1000 4
;Z
90k -

8( W‘.l

70 ) I

. /
1ol 102 T ot

Frequency

Fig. 7 Spectrum for Doors Open and Turret Inside
for 170 Knots and 9600 Foot Altitude
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Fig. 8 Spectrum for Turret Fully Extended for 170
Knots and 9600 Foot Altitude

The aireraft flaps were extended to 50 degrees during a flight and acoustic
data were obtained. typical spectrum is shown in Figure G and can be directly
compared %o Figure 8 for flaps up. The two specira are lniearly %the same; thus flap
settings do not affect the acoustic levels behind the turret,

Since acoustiec fatigue was the major reason for the acoustic measuremenis,

“he highest levels would resul®t in the shortest fatigue | =, The highest levels
were recorded for a flight speed of 253 knots at an alt. -+ of 12,000 feet.
Figure 10 presents the spectrum for these conditions frou crophone 5. The
overall level is 150 dB with the maximum PSD level being 133 dB near 30 Hertz.

~7 0

weviewing all of the data show that the highest levels occur wecll behind the
wurret a4t fuselage stations 382 to 410. The higher levels could extend further
af+%, but there were no microphones 4o verify it. Some data were obtained from
microphones 2 .od 8 for other flights. It showed that the leve's at these side
lnecations were gernerally Liw ome magnitude as microphone locations 1, 3 and 5
(fuselase stations 382 4o L10).
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2 [ GxGy (éx -
a‘p?

where Gx = m + 1/2 Gy = n +1/2

ENENY

oo

4 = Length of plate

b o= wWiath or plave

= Angular trequency

= Isotropic bending stiffress

= Density of material

ot
1

= Thickness of plate
m = Number of half sine waves 1n a direction
r = Number of half sine waves in b directlion
f = Frequency
¢ = Isotropic poisson's ratio

A average of the two frequenclies, f and f , was used since it is more
representative of the actual response of e panel on the aircraft. The resulting
frequency is 143 Hertz. The P3D that is used for the analysis is the level at the
resonant frequency. Reviewing all the data and selecting the highest leovel above

100 Hertz (a conservative approach) results in PSD of 125 dB. Using the Modified
Miles equa*tion: (Ref. 3

_ 0.072 .a"zssp(f”)(b/a)]‘75
0 =
s 7 T 75,058

ksi
[(3(b/a)% + 2(asb)2+ 2705

(5)
sp(f”) = /G (f,,)

p 1
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Wie e W= oskin whickness

r

results in a stress of Z2.54&
t 2.1

%si. With the aid of the S-N curve In Figure 12,
S
X g
resu.ts in a sonic fa

L

107 is found. For the resonant frequency of 143 Hertz,
tigue life orf LGB0 hours. Thus. the skin panels behind
wurret will no%t rail in less than L00OD hours flring in the maximum conditions.
he actural life will be longer since much ot the flight time will be at slower

Spreeds.

1
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Fig. 12 S=N Curve for 2024-T3 Clad Aluminum
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PN DF APPLICATIONS IN SHOCK AND VIBRATION
MEASUREMENTS AND CONTROL

.. M. Lee
Ktech Corporation.
Albuquerques NM 87110

J. P. Berhault and J. P. Chambard
Metravib R.S.D.
Ecully. France

F. Bauer
Institute Saint Louis
Saint Louis. France

Piezoelectric polyvinylidene fluoride (PYDF) has
proven to be an excellent transducing material for

a broad range of dynamic measurement applications.
Shock wave measurements have been made up to 46 GPa
providing fast rise time data at shock stress levels
never before measured. Hopkinson bar tests have
provided stress gauge calibration at low stress levels
(N.1 to 1.0 GPa). A new application, wuse of PVDF in
active vibration control of structures, is also
discussed.

A. INTRODUCTION

It has been known for many years that appropriately treated polyviny
lidene fluoride (PVDF) exhibits piezoelectric properties suitable for a wide
variety of applications Some of these applications require a high degree
of reproducibility in material constants because a sensor which functions
under shock-compression loading 1is destroyed in use. Various studies of
PVDF film by Bauer [1-4] have shown that conventionally available
piezonelectric films do not exhibit sufficient reproducibility for shock
applications. However, PVDF film processed to exacting specifications and
poled with the Bauer method achieves the desired level of reproducibility.

A& cooperative effort has been pursued between Institute Saint Louis
(ISL) and Sandia National Laboratories, Albuquerque (SNLA) to provide a
stress gauge for widespread wuse in shock me=surements. SNLA has heen
receiving technical support from Ktech Corporation to develop the Bauer
poling process in the United Statec, while ISL has been working with
Metravib Corporation in France to develop a commercial source for the stan-
dardized PVDF gauges. 1Initial efforts in the cooperative program, which was
started 1in 1982, showed agreement of independent shock wave measurements
made at the two laboratories on PVDF gauges fabricated by ISL {5]. The
initial work was in the sfress range from 1.0 to 2.2 GPa. Later work in-
7olved setting up specific material film specifications and the Bauer poling
process in the United States and the Metravib Laboratory [6].

2m




Furcher worr shoved agreement over a 1atyger  stiess  range. Al exacting,
controlle impact rechnique oy evaiuating PVDF  stress gauges has heen

The ISL Laboratory was rhe only source for PVDF gauges produced by the

Bauer tethnd until very recently. As a result of  the cooperative effort
between our  laboratories, gauge ftabirication facilities have been developed

in both the United Srates and France that can produce standardized PVDF
~hock compression gauges hased on the patented Bauer process. The essential

ingredier ts of the standardized gauge are a uniform high quality biaxially
retched PVDE  film and the Bauer electrical poling process. The next
ction of rthis paper reports the completion of our gauge standardization

Three =ervies of precisely controlled experiments have been cuonducted to
coatuate  the  shock response of two batches of PVDF gauges made to the same
1h 1S oin two sepatrate facilities. Section € of this paper presents
H asurements on shoek wave response of PVDF gauges fabricated from
ttieren lots ot well controlied tilm and poled in different laboratorier

neing the stapdardized process.

Sorecent inveatigation of the plezoolectric behavior of PVDF [SL gauges
slac-A4 i a0 Hopvinson  bLar,  with no internal specimen is presented next.

wieo Lt provided Jovel stress calibration for these gauges.

A new oeld of PYDE transducer applications (active vibration control)
ented In ot Pifth section. 4 general analysis of methods 1s given
- relative merite of active and passive control are discussed. This
oo ludes with a description of a computer model for dezign of
artive vibration rontiel < ratems,

PICATTION

—

wo PUDE TP meed in o the Unired State, and France  was  extruded  and
fasian iy stretshed by Rhone Poulenc Uilme in France from polymer pellets
cotadped trom Fareha, Japan.  The cpecial tilm has a nominal thickness of 20
Faongh o of  the  PVDE film has been procured tor many years of gauge
nevelopment and apptications. Thin pa:rizular tilm was  chosen hecause of
e decutnented  successful poling by Baser of similar PVDF batches. Also,
“lork wave measurements on standardizoed gauges made from different PVDF lote
nave  shewn  olnse  agreement.  Other PYDE films are available, but they atre
ditferent from the Phone Pounienc naterial and none have been =sutjected to
e h o edtentive  testing  as this material.  An essential point of any shock
and vibration trancdncer development project is a material with well defined
darasteristicos rta cnnure that proper Mrocessing can achieve the 1equiied
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andardioed srress pauge eloctroding process was  developed afre:
fodt s oo nurher of metallization technigues and mask designs.  Magnerion
Lo aluminum over platinun produced electrodes with a very
netal was renoved using the Scotch-tape peel t

Ueovas o e ddenice of Dilm ooverlleating during electroding. fhilher
.

el vaper dopesition techniques have shown that overheating H
. Lt L derrine olfects on the electrical properties of the gauge.

and  sensing area design utilized for the standard gauge is
i. The =eusor area located where the tw electrodes coverlap
: rhe most important region ot the gauge. It is criticai to have

definition ftor the total el=-iroded area because accurate gensor
required for accurate shock wave measurements. Masking
e buen developed which produce the required sharp edze defini-
and algo reduce the tendency of the PVDF 1o

1. Standaidized PVDF shock gauge configuration.

The puipose  of the poling process 1is to induce vreproducible
piesnede-reic polarization in the PVDF and to remove any trapped space
charge. Manv =ratic, field discharge, and cyvclic methods have een tried

cover the past few vears, but only the Bauer process with a specific cyclic
pesing cchedule has been proven hy shock-compression tests to condition the
PUDE for oarcurate reproducible owtput.  The poling process incorporates the
eosential featuwres  as described  in Bauer’s U.S. patent and in the open
Tioeratiae [T,

The Baver  poling procedure is  specifically tailored to create a

crarsdn Tng element that produces charge under stress only from the piezo-
clescric etioct and  under  temperature  change only from the pyroelectric

ctiecs o The proce ooaligns o
and coace chatges ot of the file homogeneously chroughout the poled region.




A Bauer process poling facility has been developed in Albuguerque, New
Mevico, and has been shown to produce routinely high quality gauge elements
with high polarization. The remanent polarization of PVDF shock gauges
produced with the United States system is the same as produced in France at
ISL and Metravib, nominally 9.2 + 0.2 pC/cm?.

C. SHOCK MEASUREMENTS

EXPERIMENTAL METHODS

A standard impact loading experiment for PVDF has been developed for
the SNLA 25-meter compressed gas gun which has been used for many previous
studies involving precisely controlled impact loading, including quartz and
lithium niobate piezoelectric gauge work. The gauge element is placed
directly on the impact face of a target of either Kel-F, Z-cut quartz, Z-cut
sapphire or tungsten carbide as shown in Fig. 2. The impactor is the same
material as the target: hence, the equilibrium particle velocity is known to
the precision of the impact velocity measurement, 0.1 percent. The gauge
elements are subjected to unusually well behaved shock and relcase stress
puises because the Z-cut quartz and sapphire target and impactor materials
remain elastic up to about 13 and 20 GPa, respectively. The response to
release waves can be carefully studied by the use of thin impactors in this
arrangement. Tungsten carbide is used for stress greater than 20 GFa with
25 um thick FEP Teflon film on either side of the gauge to provide electri-
cal insulation. Kel-F is used because of its lower mechanical impedance for
stress less than 3 GPa [10].

TARGET
ASSEMBLY PROJECTILE

— TARGET IMPACTOR
rﬁ / /

%//

jﬁé\ma e Y
N

Figure 2. Impact loading configuration for controlled shock loading
of standardized PVDF gauges.

CURRENT VIEWING RESISTUR

Various electronic vecording arrangements have been investigated. High
speed digirizerc provide the best records for ease in data reduction. A
high digitizing rate 1is rzquired to track the detail in the PVDF response
because ot the very tast loading achieved. LeCroy 6880 digitizers which
sample at a rate of 0.742 ns per point and have a recording window of 7.4 us
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vere used.  The exper lient used tvo ceparate  low-loss coaxial cables to
provide vecovding ot rthe signals at different sensitivities rather than a
single cable with a parallel (nnnogtion to two digitizers.

]

abour 2.1 en’ raunge {rom about I to 30 amperes in The wmost recent experi-
ments.  Current-viewing resistors witu resistances between 0.025 and 0.2 ohm
are connected to the gauge electxodes to reduce the signal levels to accept-
able ralues. Furthetr signal level reduction, if desired, is accomplished
with microvave dividers placed at the inputs to the digitizers.

fhe electiical  currents  produced upon impact from electrode areas of
{

RESULTS

The joint program of PVDF gauge development conducted over the last six
vears has vesulted in a set of quantitative specifications describing the
standardized stress gauge. Specifications relative to material, electroding
and poling parameters that must be achieved to produce a repeatable, high
tidelity, shock wave sensor are shown in Table 1. The normal hysteresis
ioop listed in Table 1 is shown in Fig. 3 for gauges produced at the three
different facilities. The excellent agreement in remanent polarization and
hysteresis loop characteristics shows the reproducipility of PVDF gauges
made to exacting standards. Although the program is ongoing, the results to
date over a wide range of parameters relative to gauge area and shock stress
are shown in Table 2. 0f primary importance in Table 72 is the fact that the
same remanent polarization, which has been shown in previous work to be
critical te producing a repeatable shock transducer, has been achieved in
the three different laboratories using essentially the same gauge fabrica-
rion processes. Also shown in Table 2 is a wide range of shock-compression
loading to which the gauges have been cxposed. This dynamic range is an
ordet of magnitude larger than any previously available piezoelectric shock

gauge.

Table 1. Standardized PVDF Gauge Specifications

Material Biawial stretched 25 um (Rhone Poulenc).
Diectrcode Sputtered (2500 A gold over 500 A platinun.,.
Poling Crossed lead strip sensing area.

Remanent polarization 9.2 + 0.2 uC/cm?.
Mormal hysteresis loop.

Physical Geometric Ouantitative definition of all parameters.
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Figure 3. Hysteresis loop comparison for SNLA/Ktech, ISL and Metravib
standardized PVDF shock gauges.

Table 2. PVDF Gauge Parameters

Gauge Gauge Area Remanent Polarization Controlled Shock
Fabrication (cm?) {(uC/cm?) Loading (GPa)
ISL 0.01 9.1 7 - 15

1 mmx 1 mm

SNLA/Ktech 0.09 9.1 0.3 - 46
3mm x 3 mm

Metravib 0.01 9.1 0.7 - 35
1 mm x 1 mm

A comparison of results from different gauges shock 1loaded wusing the
controlled impact technique is shown in Fig. 4. The shock compression data
shown in Fig. 4 were generated at SNLA ("KTECH DATA" and "SANDIA DATA") and
ISL. The results indicate minimal scatter, with similar responses being
obtained for the gauges produced in France and the United States. Limited
data of this type have been obtained previously; however, in the current
study the applicable stress gauge range was expanded up to 46 GPa where the
gauge is still functioning properly. The ability to produce repeatable PVDF
shock transducers in the different laboratories to exacting specifications

now provides the general availability of shock transducers for reliable
measurement application.
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Figure 4. PVDF gauge charge as a function of shock stress.
(Preliminary data, detailed data analysis in process).

Some gauges were studied with the negative electrode on the impact
surface to investigate the influence of gauge electrical orientation on
output current. Data reported here were obtained with the standard orienta-
tion used by Bauer in which the positive electrode is placed on the impact
surface. It appears there is an electrical polarity effect which has not
yet been fully evaluated.

Standardized PVDF gauges have been utilized in pulsed laser experiments
wvhich allowed stress measurements tQ be made within 30 um of the deposition
region with fluxes ranging to 100 W/cm?. Two PVDF records from these ex-
periments are shown in Fig. 5. The large signal to noise ratio combined
with the ability to make small sensors in the range of 0.01 cm? and the
inherent flexibility of the PVDF shock sensor, allow data to be obtained in
an extremely harsh electrical environment, which further illustrates the
reliability and utility of the PVDF gauge.
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5 i
(4} Q.1 6.2 Q.3 0.4

TIME (ps)
Figure 5. PVDF stress gauge data from pulsed laser experiments (SPRITE).
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D. HOPKINSON BAR EXPERIMENTS

The Hopkinson bar used for comparison tests [11] includes a striker
bar, the incident and transmitter bars, and the associated instrumentation
as detailed in Fig. 6. This geneiates a squarc v~ve of 1.C us duration at
the impact interface. Propagation to the PVDF gauge location converts this
pulse into a.uniaxial stress wave with the characteristic Pochhammer-Chree
oscillations superimposed on the square wave. A typical stress history
adjacent to the gauge is measured by a strain gauge and is shown in Fig. 7.

“gh‘ sources _§t@/|p-ggyg_e‘ PVFZ

as—gun . H
gas—g striker bar Vpi $|“PU‘ bar E,G)

1 B >~ J _J

)
| | E—

output bar

constant - ::1—__‘_
l photodiodes current A /D
AMPLI
counter

! . A/D

Figure 6. Schematic apparatus for the Hopkinson bar.

18
Time: 1 OE-4

Yiscale: 1.0E-2 YR scale:1.0€0
(amperes) (kbar)
21 I ~_1-1-111
1.8 - ‘ﬂt“_"\L"‘ 18
15 ﬂJV¥MMVVmA&NM b 115
tzg 12
g0l | 4~ﬁv«ﬂ—--~pﬁ»ﬂu~f_~-w
. A — | | .60
. LA-A- -30
. A &:@00
A | .
- 60

21

Figure 7. The incident compressive pulse and measured
PVDF gauge output.

The gauges for the Hopkinson bar experiments were made of biaxially
stretched PVDF 40 um thick with an active area of 25 mm? but were identical
to the standard gauges (Table 1) in all other aspects.




If we assume the delivered charge to be proportional to the applied
stress, the Q = f(t) (electric charge versus time) should be expected to
exhibit the shock wave profile:

t
0 = i(t) - dt (1)
a

with t = experimental recording time.

EXPERIMENTAL TECHNIQUE AND RESULTS

Hopkinson bar experiments were used to determine the PVDF shock gauge
response between 1 and 4 kbar. The gauge was placed in the middle of the
bar as indicated in Fig. 6. Two thin sheets of unpoled PVDF (23 wum thick)
were placed on each side ¢f the gauge in order to ensure a good insulation
witheout a bonding agent. The current pulses measured with a 7612 Tektronix
wvere integrated digitally to provide electrical charge as a function of
time. The charge output of PVDF followed the stress histories and, upon
unloading to =zero stress, the charge was observed to return to zero. The
dynamic compression loading behavior was investigated using several step
compressional 1loading irput waves of different amplitudes. Comparison of
the stress determined from the measured strain history in the bar (g(t) in
Fig. 6) with the charge obtained from Eqn. (1) results in the calibration
curve shown in Fig. 8.

A a {pC/cm’]

3! V4

0 | kb
orl_ o]
1 10

Figure 8. Calibration curve of the ISL PVDF gauge (logarithmic scale).

The law governing the unidimensional axial stress as a function of the
electric charge Q released per unit surface can be expressed as follows:

g = o QB (2)




where Q is the electric charge given in uC/cm?, o is the stress in kbar, and
o and f are constants depending on the value of the film and on the
piezoelectric «coefficients obtained after poling (a = 6.04 and 8 = 1.19 for
40 um thick PVDF).

E. USE OF PVDF IN ACTIVE VIBRATION CONTROL

Piezoelectric polymers offer some interesting specific charvacteristics
making them suitable to control the dynamic behavior of light structures:
light weight, ease of use, flexibility, and simple assembly. The
reliability and long term stability of properly prepared PVDF, poled in an
appropriate manne:, offer a new field of application for this polymer.
Displacement and velocity are the two variables used to control vibrations
in structures.

GENERAL PROBLEM DESCRIP1ION

Vibration problems are a major concern in specific areas of dynamic
engineering such as aerospace or sensor teciinology. Solar panels and large
mirror parts require stable and light weight structures. Optimal structural
design wusually falls short of these requirements, making active control
necessary.

The general concept of active control is diagrammed in Fig. 9. This
active control can be accomplished by either the eigenvalue adjustment
method or the controlled damping method.

EXTERNAL FINAL
FORCES RESPONSE
P ———————1 VIBRATING —
__STRUCTURES T—

__| ACTIVE CONTROL < 1
FEEDBACK

Figure 9. Active control diagram.

ACTIVE VIBRATION CONTROL ANALYSIS

In general, ecither eigenspace assignment or active damping can be wused
to modify the structural behavior of any mechanical assembly and both can be
implemented with transducets based on PVDF piezoelectric polymer sensors
[12].

Eigenvalue adjustment
The active reaction 1is proportional to the displacement for this

method. The control results in a change of eigenvalues of the structural
system. In general, the dynamics equation for any system is
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(M] §¥(t) « {C] y(t) + [K] y(t) = F(1), (3)
vhere M = mass matrix
{C] = damping matrix
[K] = stiffness matrix
F(t) = applied vector forces
y(t) = degree of freedom (d.o.f.) vector

With active control, the applied force term becomes
F(t) = B(t) + E(t),

where B(t) is the actively generated component of the force and E(t) is the
driving force. Egn. (3) then becomes

[M) §(t) + [C] y(t) + [K] y(t) = B(t) + E(%) (4)
Figure 10. Diagram of eigenvalue adjustment system.
In order to change the eigenvalues of Eqn. (4), we use an actively generated
force which 1is proportional to the d.o.f. displacement vecter, y(t), as
illustrated in Fig. 10:
B(t) = [A] y(b) (3
Then, Eqn. (4) can be written as
[M] ¥(t) + [C} y(t) + (K] - [A]D) y(1) = E(t). (6)

The solution to Eqn. (6) can be written as

y(t) .

x(t) = > x(t) = [D] x(t) + G(t), (7)
y(t)

vhere
-1 -1
_{l-M ¢l [-M T(K-A)]
S [ 1) [0 ®
E(t) y(t)
—— {M], [C], [K] >

+B(t) = y(t)

L

(A]

&




and \
Gty - {hét)} (9)

For non-vanishing [A] the eigenvalues of Eqn. (6) will differ from the
values solving Egn. (3) as shown in Fig. 11. The change is a shift in both
amplitude and resonant frequencies. This shift in the frequency response of
the structures can be used to broaden the useful frequency range.

- Origina Sysiem
-~ =~ Controbed System

In {(compliarice)

Figure 11. Eigenvalue adjustment response changes.

Controlled damping

An  alternative approach tu active <coaictol relies on changing the
zmplitude of resonant vibrarions instead of modifying the frequency response
of the =<erructure. To do this we can use an actively generated force which
‘s proportional to the d.o.f. velocity vector (Fig. 12). In rhis case Eqgn.

rir

() can be w ten:
n(t)y = [A'] v(r), (10)
moorhat Bgn (&) is
(M) 500« (Ol (AT 1Y vy - Y] v - E(1). (11)
s ()

SBOU) 7 oy(t)

1
e e

Figure 12. Conurolled damping diagram.




The solution to Egn. (11) is
x(t) = D'} - x(t) + G(t) (12)
with

(M lc-ary) [-n k]

(1) [0 (13)

(D"}
and G(t) given by Eqn. (9).
The eigenvalues of this system are translated on the imaging axis so that

the amplitude of the system response is modified, while the frequencies
remain the same (Fig. 13).

——— Origind Sysfem
~— -~ Controlad System

\
4

In (compliance;
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Figure 13. Controlled damping response changes.

ACTIVE DAMPING MODELING

All active control devices are spatially well defined; their corrective
action 1is therefore limited to specific modes. They can, however, excite
higher order vibration modes. This problem of space distribution concerns
both techniques of active vibration control (eigenvalue adjustment or damp-
ing control). However, the negative effects are limited in active damping
control and there 1is no strict reed for multiple band pass filtering with
this approach.

The general aim of active damping control is to expand the effect of
overall damping of the structure (Fig. 14) toward the lower frequency
regions in order to reduce the dynamic response over a broader frequency
range. Passive damping, with the v=zual weight limits, is most efficient in




higher frequency engineering applications. Active damping coatrol is useful
for the first few modes too difficult to control by ordinary techniques.
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Figure 14. Diagram of overall damping coefficient of a
nominal structure as a function of mode number.

A comparative evaluation of advantages and disadvantages is presented
in Table 3.

Table 3. Advantage and Disadvantage Comparative

ADVANTAGES DISADVANTAGES
Active Control + Improvement of dynamic - Energy input
behavior - Instabilities
Passive Control + Stability - Limitations in structures
+ Ruggedness - Weight and space problems
Reliability
Active and - Reduction of active + Stability
Passive Control driving elements - Space requirement

Reduction of erergy

Ve have developed a computer model to study the optimization of
active/passive damping in beams under various conditions. This model is
based on single pairs of elements (one sensing, the other providing active
input) as follows:
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a velocelty <ensol
a gain control (amplifier)
- a distributed force generator (piezotilm)

The mndel gives the optimum iocation and the spatial extent of the seusors.
This model makes 1t possible to identify the modal contamination and to
avolid unwvanted resonances in the system. It has been used to study poten-
rial apptications of PVDF piezofilms as well as thin PZT ceramics. Results
strow that, although PVDE has a lower intrinsic etfect, i1ts low density and
fast 1i1esponse ma e 1t a suitable material tor control of lov frequency
“ibrations in light weight structures. The model shows also that the best
combination of uipoles is local sensors associated with local aciuators as
npposed to large area actuators or arrvays.

further work will be required to analyze possible combinaticns ot PVDF
distributed sensors and other types of more energetic local actaators to
provide a good compromise for active wibration ~ontrol for general use.

F. SUMMARTY

PVDF has many applicarions In hoth measurement and contro! of <hock and
vibration.

Recent advaaces in strerching and poling techniques have i1esulted in a
sitocy transducer which i1« reproducible to fast-1ising (~ ne) shock vaves in
its response. Attentrinn to quality control reqguirements of production and
derails of ralibration te=ts leads to identic response for gauges produced
ar separate facilities in Fiance and the U.S. These transducers have been
nsed at stresses as high ac 46 CPa.  Lowver stress calibration (0.1 to 9.4
GPa) of =imilar transducers u<ing a Hopkinson bar is also reported.

a.
A

PYDF also shous promise in active damping applications vhere its  high
polarization  pet unit mass make 1t parvticularly attractive. Techniques are
being developed to optimize such svstems.
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INERTIAL REFERENCE AND TRACKING SYSTEM
FOR THE MEASUREMENT OF
BLAST INDUCED DISPLACEMENTS

Yaul H. Frisch
Applied Physies Ine.
31 Highview Avenue

Nanvet. NY 10954

Richard Pearson
U.5. Army Ballistic Research Laboratory
Aberdeen Proving Ground. MD

One ot methods unhized o assess the nuclear  survivability  of
mualitary material tvehicley, s the measurement  or  determination
eiotne dyvnamic response tooa shock or acceleration environment

e~ ~rmudated durtng blast tests, in large shock tubes or blasi
stnttators, The ability  to effectively  track  vehicle  responsc
mbrzins photographic methods is severely limited due 1o dust and
condensaiion  introduced by the  simulation, This  publication

dotaals the methodology, desien and  fabrication of  an Incrual

Roeference  System o measure blast induced  lincar  und  angular
Jinamic o response,

The  microprocessor-based Inertial Reference Svstem (IRS) s
seneratly itlustrated an bigare 1 The system consists of  three
~ubhassemblios. the primary contaming  (he  processor,  memaory.
RS232 communications. and  all the analog and  digital  circuits
required o anterface  with o sensors,  battery  subsystem and

processer duta bus, The battery  assembly houses four custom
hatters packs  consisting - of rechargeable NiCAD o cells ar i
Jharding  crrcuits, The  sensor assembly provides  the  precise

mountimyg  conbizuration, orienting  the  sensors inoa predescribed
cricntaiion necessary o too quantitatively  interpolate the  precise
Dnear and aneotar acceleration terms, The system interfaces to a
pancl mounted  control switches enabling  the user to manually
Jotine  channel gainse sampling Irequency,  filter  reference
frogquency and delay nmer. The svstem interfaces to an 1BM
Sascd PO v a0 dedicared RS222 port, off loading post experiment,
treacgnred sensor datas onto a0 mass storage disk for processing

and

anafysis

dotren S Backgioand:

achkie of mertad coordinate svstems iv one of the tundamental

St mneniade wied o dvnanne response analvs's of ridgid bodies o a
CEoooelaon envirenment, The  approach  demonstrated o be
el ocnree as apphied o human analog rescarch 1 one where
ot o b et variablos ure the hest source ol both angular
o csioraton commencnts while angular oand displacement
Pooobtaed dneory trom photographic data 01 With cureful

iohranen aodb sieral condiioning ol accelerometers, angular and




IRS SENSOR ASSEMBLY K:

IRS BATTERY

ELECTRONIC ﬁ> UNIT
UNIT

RS5-232C

IBM PC/XT/AT CHARGER

AC

IRS BLOCK DIAGRAM
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ficar volociny ostinates  derived  fraom imeeration  of  accelerometer  data have
been shown o corrclate with  those  derived  from  differentiation  of
photoeraphic  data tor tme durations, typical of shock/impact events.

Both ancrtiad and  photographic  data collection and  analvsis problems do o exist
and  must be minimized  to obtain accurate  and  unambiguous  results, It s
customarny that tracking  of photographic targets. attached to ridgid bodies be
covomphished by oar least two  cameras,  with  displacement  and  orientation
determined viaoa least-squared  algorithm  of the target locations to compensate

for the  discrete natare  of the  data. In order 1o adequately  process
photographic datas it s required 1o have o transformation from points in the
object plane o points i the tilm plane. Thisx of course requires accurate

calibration ol cach  camera  and  precise  surveying  of  the  docation  and
aricntation  of the camera in the inertial reference  frame,

Fnvironmoental  constraints  introduced by the  blast test or simulated  blast

complicate  the usage  of  photographic  techniques. Resulting dust and
condensation make  transtormation of points from the object plane 1o the film
plane  impossible,  Timiting  photographic  coverage. Conscquently,  an

alternative  technique  enabling  the  3-dimensional  tracking ol a vehicle  as
cyposed tooa blast 1s reguired. The following desceribe the methodology  atihized
to mmplement anertial reference  techniques.

Sensor Reguirements:

The equation of motion defining the six degree of frecedom motion of a ridgid
body s best illustrated in Figure #2. The acceleration of a point "P" on the
rideid body tvehicle) is given by equation 1. Typically, point "P" is associated
with an instrumentation mounting  location, with point "B" definecd as the
vehicle or ridgid body reference coordinate systent. Since system "P"ois fixed
relative to o system "B based on ridgid body  assumptions, the equation  of
motion reduces that ot equation  #2. Equation #2 can bec represented in
component form as shown in cquation #3, defining the following required
parameters  to solve the equation of maotion.

Lincar accelerations  XYZ

Angular accelerations

Angular  velocity

Displacement  between  coordinate  systems,

fnoorder 1o cvaluate the cquation of motion, both lincar and angular terms
fave 1o be measured directdy or derived  from  these mceasures, ft ts assumed
that amitial position 1s known, so that all rclevant paramcters of the trajectory
cait hecxpressed e the anertial reference  frame. There are  basically  four
msirumentation  options  available  to quantify  the  sixo degrees of  freedom
etion of u coordimate svstem coincident with 1 ridgrd body  (Figure 2. The
hirst s oombingtion ol three linear accelerometers (measuring the Xo Y, and
Zootesponsest o oand orate gyros measuring  the  angular velocities about  the

TORDCCHIVE anes Difterentiation ol the angular velocities provide the  estimates
ol anaadur o acoclerations required  to solve  the  cquations  of  motion,
Piicrpretation ol dhe angular velocity  provides  angular oricntation. In  the

ool opnons o addition e the o three lincar  accelerometers, angular

Prrattons are monitored directly and the data megrated o obuwm sogular
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1f system P fixed relative to system B then:
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OPTION #1
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Figure 3 Instrumentation Options.
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velocity  estimates. Option 3 uses an array  of six accelerometers, where
angular accelerations  are  derived  from  the differences  in the  respective
lincar accelerations measured, divided by the distance scparating them. It

should be noted that the cross terms involving the angular velocitics are
derived  from the angular accelerations terms in the previous time  interval.
Conscquently, derivations  conducted  at time  "t" are dircctly dependent on

existing conditions at the "t-1."  This has some solution stabifity implications
and instrumentation  packages based on such an array should not be employed
i long pulse duration cvents. Finally, under the last option (Option 4), a

cluster of ninc accelerometers can be used to obtain scparate cstimates  for
both the angular accelerations and  angular velocity cross terms  (needed to
suive (he cquations  of motion) and these estimates are iunciions suiddy  of
ditferences between respective lincar acccleration  terms  cxisting  at the time
“t". This provides for increased stability over Option 3. Al the aforementioned
candidates are presemly available as off the shelf technology.  The choices of
instrumentation  configuration  options to be taken and the scnsors to  be
utilized  will depend on a trade-off between cost, required accuracy as a
function of experiment duration, case of usage in terms of multiplicity of
cxcitation veltages, required size and  duration.

The system developed by Applied Physics under the issucd SBIR implemented a
nine  linecar accclerometer  configuration described by option  #3  and

ilustrated in Figure 4. The sensor assembly consists of one set of triaxial
accelerometers and  three pairs of biaxial ones. This arrangement makes it

posstbic to dircctly determine the angular acceleration and  velocitics at cach
time interval, without reliance on  parameter computed at  previous time
intervals. The cquations for angular acceleration take the form below, as
function of only the lincar accclerations and scparating displacement.

Wi = (Az1 - A0)/2dy1 - (Ay3 - Ay0)/2d43

W v = (Ax3 - Ax0)/2dz3 - (A2 - A0)/24x2

W, = (Aya - Ay0)/2¢x2 - (Ax1 - Ax0)/2dy1

Similarily. the angular vclocity components are determincd directly from  the
following set of non-lincar algebraic cquations:

W oWy = (A - A0)/2gy1 + (Ay3 - Ay0)/2473
W Wi = (Axa - Ax0)2g,3 + (Az2 - A0)/2dx2
WiWy = (Ay2 - Ayo)/2gx2 + (Axr - Ax0) 24y
Conscquently, all variables necessary to solve the cquation of motion are

dircedy  measured or derivable from  these measures, utihizing the 9 lincar
accelerometer.
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Data Acquisiton _System Architecture and  Desivn:

The detailed  microprocessor-based  Inertial - Reference  System (IRS)  as
mtcgrated  with the miniaturized  sensors, and  battery  assembly is illustrated in
Freure 500 The IRS utilizes a dedicated Intel CMOS 8088 CPU. addressing up to !
Mbyvie of battery  backed  CMOS  RAM  memory, supporting  precision
Phovipheral Interface Timers (PIT) and a programmable RS232 port.

The IRS processor and coupled CMOS RAM interface dircetly 1o the analog
stenal  conditioning circuits and - A/D o conversion,  timing  and  bus  interface
fogic. The analog portion of the system consists of an analog card set. where
anatog A, illustrated  in Figure 6 houses all the signal condition circuits.
consisting  of dedicated  custom  hybrids, calibration  references  and  ofiset

adjustment  circuits. Analog A is designed to support 10 sigual conditioned
channels maintaming +/- 5VDC input.  Analog B, illustrated in Figure 7.

provides the A/D conversion network and STD bus interface for the pancl
switches and A/D - output data. Additionally, Analog B, handles the interrupt

pulse train or sampling  frequency  based on the input of the start of the
cxporiment nput.

Bach analog channel housed on Analog A comains a dedicated analog  signal
conditioning  path as illustrated in Figure 8. Each channel  supports 4
differential instrumentation  amplifier with  a  variable. CPU  programmable
sampling  Irequency  and  gain, maintaining a full scale signal at the A/D
converter.  Connected to the amplifier is a anti-aliasing filter, providing a CPU
adjustable 500 hertz cutoft and a minimum rolloff characteristic of  -45
db/octave.

The filter is coupled te a dedicated sample and hold circuit, time svnchronized

with all other channels. The analog channcls arc multiplexed to provide
dedicated input paths to the A/D converter (Analog B). The A/D is a high
speed,  bipolar input converter maintaining 12 bit resolution. The converter

function and multiplexer addressing (sclection of sensor input) is under
processor control. The system utilizes a stable clock, count down circuitry, and
logic to provide interrupts, hold signals and latching supporting available data
sampling  frequency. Additionally, the IRS primary unit houscs the hardware
and  softwere to support  parallel input/output lines (for hardware control).
and a  RS232  asynchronous scrial  communication interface maintaining
communications  with the IBM/compatible offload system.

The IRS offload computer and analysis station is a portable IBM compattble

unit,  communicating  with the IRS via an RS232 interface. The IBM or
compatible  maintains  a  mass  storage media  to offload calibration and
cxperimental data from the IRS.  The IBM provides all data processing/analysis

required to determine and display the time history response of the vehicle to a
blast,
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—

T IRS is soltf-contamnad and oty powered by rechargeable batteries. The
batteries  provide sutfivient power o maimntain system operation for 2.0 hours
and data inteoriiy tor =N hours, The system contains  a power  switching

wiwork 1o tacititate use o of enternal DC opower for system checkout  and
matatenance,  precluding  unnccessary dran o of  the onodoard  battery  prior 1o
test.

System Operanonal  Theory

Ihe  mucroprocessor-based  Inertial Reference System funcuon  is defined by
the  assembly language  operating software, structured  as  illustrated in Figure
9, and divided o the following funcuonal phases:

Pretest

Calibration

Data Oftload/Transter

Acquisition

System Monitor

Upon power up. the system enters a pretest mode updating all status registers,
memory  pointers,  communication  ports  and  hardware  latches. The  pretest
software establishes communications  with the IBM  user interface (RS232) and
programs the variable ecxperiment dependent characteristics such  as  sampling
frequency, number of channels, sensor type and the scnsor characteristics to
their detault configuration,

With the system in the PRETEST mode, the software monitors the pancl
switches for user input in specifying or defining the channel gains, sampling

frequency  and  delay timer  frequency. In the normal mode, the system
continues  onto the automatic calibration procedure. The calibration software
provides a means of mecasuring the crrors introduced from the sensor through
afl components of the system.  The system supports two modes of calibration,
automatic  (voltage substitution) and shunt. In the shunt (RCAL) mode, the
processor shunt loads cach scnsor with a known resistive load, measuring the
sensor output at the A/D and storing the results.  In the automatic mode, the

calibration  softwarc  provides a voltage substitution scheme simulating a
cround analog input into cach channel.  The system additionally maintains the
capabihity to perform pre and post experiment or test calibrations.

The data acquisition software 1s based on an interrupt architecture, where an
interrupt  pulse is  gencrated at the desired data sampling frequency. The
mterrupt  based  acquisition is cnabled by a start of experiment signal and
provides the hold signal to the sample and hold circuits, time synchronizing

all channels. Fach interrupt triggered acquisition cycle will start the A/D
canversion  process,  and  subscquendy input data from the A/D  converter,
storing .. 2 bytes (16 bits), scquentiaily 1nto memory.  The system collects

Jaraoas 12 bits. with the system automatically loading the 4 most significant
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Bits owith zero, prior o storage, reducing  the software  overhead necessary for

oftfoad ot data 1o the IBM Each sampling interacnon blocks all corresponding
chunnel data with preceding elapsed time data and end ol record (EOR) - post
Juta separator. Acquisition is terminated and  returns to o the system menitor

adtematically  when either the maximum  experiment time  or available memory
has heen excecded.

fhe  communications  software  provides the link between the RS and IBM
interfuce. via a serial RS232 port shared by both processors. The data offload,
or transmit  soltware,  offloads the entire contents  of  cxperiment  memory
fsustem o status,  pre/post calibrations, and  experimental  fata), onto the IBM or
compatible mass storage device via the RS232 port. The software adheres 1o all

protocols (NON, XOFFE, c¢te) specified by these bus specifications. The PC
maintains  software 1o unpack the interleaved binary data and convert the
hinarv into both analog voltage levels or scientific units.  The PC Fortran-

based  software will then process the data providing a  quantitative output of
the ~ix degree of freedom motion of the vchicle in question.

18N User Interface and  Analysis Software

IBM PC/AT micro-computer provides the wuser interface, analysis package and
data offload media in support of the IRS. The IRS is connected to the IBM via a
single RS232 «<erial communications port and provides the user the capability
to define the configuraiion of the IRS, offtoad or transfer data to the IBM,
rranslate the data into scientific units and provides an analysis package to
gquuantitatively determine the 6 degree of frcedom motion of the vehicle in

response to a blast scenario. The analysis package is written in Fortran
operating  under PC-DOS  opcrating  system, while the interface and offload
seftware 1s coded in "C™. The softwarc package provided with the IRS includes

all software necessary 1o compile, link, edit and execute both C and Fortran
routines.

The Fortran-based analysis softwarc  enables the three-dimensional time
history trajectory of the vehicle response to a blast scenario to be computed.
Additionally, the software supports 3D graphics software to dynamically
display the response profile.

Detailed Data Analysis Procedure

In  summary, consider the 3 coordinate systems consisting  of  the
instrumentation  system P, the vehicle coordinate system B, and the reference
system [ (Figure #2).  The sensors are monnted in System P in the orientation
as illustrated and defined in Figure #4. The analysis softwarc prompts the user
for the dx. dy. dz scparation between the scosors, which are fixed for the
system as delivered. Addigonally, the ROLL, PITCH, YAW mounting angles
relative to the B coordinate system and the displacement, x, y, z, between the
two  systems must be  entered. These are manually entered from the survey
results produced  when mounting the system Additionally, the displacement
and angular orientation of the vchicle system relative to the relerence
coordinate system must be entered at the corresponding prompts.  The vehicle
coordinate system B may initially coincide with reference coordinate  system.




Initially, the accelerations along cach axis in the P coordinate system arc
derived directly from the mecasured acceleration along thosc axis, that is

Axp = Aox
Ayp = Aoy
Azp = Aoz

The analysis routine continues by computing the angular velocities and
acceleration about the axis in P coordinate sysiem as follows:

WpWy = Azl - Az0 + Ay3 - Ay0
2dy 2dz

Wrwy = Az2 - Av0 + Ax3 - AxQ
2dx 2dz

Wrwp = Axl - AxQ + Ay2 - Ay0

2dy 2dy
Wr = Azl - Az0 - WpWy
dy
\‘Vp = Az0 - Az2 + WrWy
dx
Wy = Ay2 - Ay0 - WrWp
dx
Where:  Wp Analog Acceleration (pitch axis)
Wr Angular  Acccleration (roll axis)
Wy Angular Acceleration (yaw axis)

The analysis software then computes the transformation cosine matrix,
necessary  to  translate  the accelerations, angular velocities and angular
accclerations as measured in the P coordinate system to the B coordinate
system. This matrix T is fixed for each time iteration and based on the constant
gcomelry between the instrumentation system and vehicle coordinate system.
If the two coordinate systems align, the matrix then defaults to the Identity
matrix.  The transformation matrix is computed as follows:

T =11 1 13
4 15 tg
7 13 1y
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Where: t; CosP CosY
t2 CosP SinY
t3 -SinP
t4 SinRSinPCosY - CosRSinY
ts  SinRSinPSinY + CosRSinY
tg SinRCosP
t7 CosYSinPCcsR + SinRSinY
tg SinYSinPCosR - CosYSinr
tg CosRCosP

and:

P = Pitch Angle
Y = Yaw Angle

R = Roll Angle

The transformation requires the transpose of matrix T as follows:

Convert accelerations at P to B coordinate system:

~ —
AxB T AXI]
AyB = TT AyP
| AzB _J AzP
b -
Where: | t t4 t7
TI= | 1 15 t8
'3 t6 19
SO

Convert derived Angular Accelerations at P to B

WRB WRP
WPB = TT WPP
WYB WYP|

Convert derived Angular Velocities at P to B

WRB WRP
WPB = TT WPP
WYB WYP
234




The software then computes the accelerations at the B coordinate system
utilizing the translated parameters substituted into the cquations of motion:

‘\p Ap + ‘;"b ®(v;b®d) + wp XD d

Axp = AxB + WpB(W pdy-wppdx) - wyB(wyBdx-wrBdyz) + ;Vdez - V.Vdey

Ayp + Wyp(wppd,~-wyBdy) - wrB(wrBdy-wppdx) + wyBdx - wrpd;

Ayp

Azp = AzB + WrB(Wybdx-wrBdz) - WpB(WpBdz-WyBdy) + “;rde - wpBdx

All of the parameters on both sides of the equation are now known. As
previously calculated.

The analysis software continues by calculating the time based direction cosine
transformation matrix translating the data from the B coordinate system to the
desired reference coordinate system. This martrix is updated for each sampling
iteration, utilizing the changing angular and displacement results for each
cycle. The determination of this matrix can simply be outlined as follows:

As before, the transpose of the matrix is utilized to translate the data at the B
coordinate system to reference system as follows:

AG = DT Ag
WG = DT wg
Wg = DT wg

As before, equation #1 is utilized to calculate the acceleration at the reference
coordinate system accounting for the angular velocities and accelerations.
The wvelocity at the reference coordinate system is based on the integral of the
acceleration and the displacement on the second integral as follows:

VXG = AXG  (f - ti)
VYG = AYG (tf - ti)
VZG = AZG  (tf - 1)
DXG = VXG  (tf - ti)
DYG = VYG (tf - ti)
DZG = VZ2ZG  (tf - ti)

The displacements become:

X = Z DXG + dx
DY = Z DYG + dy
1974 = Z DZG + dz
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Where dX, dy, and dz are the initial displacecment.

The computation of the angles is based on the term of the direction cosine
matrix as defined in cquatios and simply become:

PG (Pitch) = -Sin-! (D}3)

YG (Yaw) = tan-l (Dy2/Dq 1)

RG (Roll) tan-! (D23/D33)

The analysis routine stores for cach time sampling period the accelcrations

(AX, AY, AZ), thc velocitics (VX, VY, VZ), the displacements (DX, DY, DZ) and the
angles (R, P, Y) as translated to the ground reference system.
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MECHANICAL SHOCK SENSORS
(A FEASIBILITY STUDY)

David Frommer, Michael Gross, and David Heller

Advanced Technology and Research, Inc.
14900 Sweitzer Lane
Laurel, MD 20707

The designs of four mechanical gages for high level
shock characterization are proposed and tested. Of the
four, the use of an IR heat-sensitive film and the
degaussing of a permanent magnet proved to have severe
restrictions on their implementation. However, the gages
based on copper-ball and pyrotechnic systems showed
sufficient promise for continued investigation. The
copper-ball system produced a linear measurement of
acceleration, exhibited a very high natural frequency, and
showed a capability of recording acceleration in the
hundred thousand g range. The use of a pyrotechnic device
demonstrated consistent results for velocity-change
measurement when used as a family of gages. The device
serves to bound the velocity change by providing a
velocity threshold measure of go/no-go information. By
using the peak-reading copper-ball accelerometer together
with a sufficient number of pyrotechnic gages, additional
information can be inferred about the duration and shape
of the shock pulse.

INTRODUCTION

Today’'s weapons (warheads, projectiles, and attack vehicles) must withstand
impects far beyond the survival capability of on-board, electro-mechanical shock-
recording instrumentation. In the sixties and seventies, significant advancement
was made in the area of electro-mechanical shock instrumentation which led to a
disinterest in the development of mechanical shock (MS) sensors. In recent years
shock levels have begun to exceed the survival range of the most advanced
electronic shock instrument. A pressing need exists for low-cost, high-g, high-
frequency MS sensors that can be mounted with ease on board high velocity
impacting- or impacted-vehicles and, on recovery, provide accurate measurement of
shock peak levels. While not the best method to defining the weapon-shock
environment, MS sensors can, as they have for many years, provide enough shock-
correlation information to make it possible to conduct design tests on weapon
components in the laboratory under controlled and accurately monitored conditions.

The objectives of this study were the following: determine the feasibility

of extending the range, readability, and simplicity of existing MS sensors, while
conducting studies on non-conventional materials that may have correlative and
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linear response to shock. These objectives were merged by selecting four types of
MS sensors to be examined, tested, and developed. Two of these, the copper-ball
and pyrotechnic sensors, demonstrate considerable promise. The results and
limitations of this study are presented and recommendations made for further
developing the proposed gages.

PROCEDURES
SHOCK TESTER

The study called for a shock environment that was high in frequency and
acceleration, such as a steel-on-steel impact. To achieve these conditions an air
gun was used to launch a steel projectile at a plate to which the test gages were
attached. The gages, along with a conventional accelerometer, were mounted on a
3/4-inch radius from the point of impact (Figure 1). To obtain an approximate
half-sine pulse duration of approximately 25 microseconds, a 0.025-inch thick, 1-
inch square copper pad was placed on top of the plate at the impact point.

PYROTECHNIC ACCELEROMETERS
0.75" RAD
IMPACT AREA
P
\/ \ COPPER-
<./ BALL
};@/ ACCELEROMETER
ELECTRONIC
ACCELEROMETER
IMPACT PLATE

ZIS.IDE OF IMPACT

Figure 1: Accelerometer Orientation
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DATA ACQUISITION SYSTEM

A conventional accelerometer was used to electronically record the plate
response and provide a basis for assessing the performance of the experimental
gages. The accelerometers were mounted on a circle centered at the point of
projectile impact (theoretically all points on this circle experience identical
shock levels). The conventional accelerometer specifications show a linear
measurement range of up to 128,000 g and a frequency response of 3 - 50k Hz (+/-
1ldb). A digital storage scope displayed and transferred the acceleration-time
history data to a portable computer from which velocity and a scaled acceleration-
time trace were obtained. Figure 2 shows typiral plate-response shock data to
which the prototype shock sensors were subjected. Table 1 summarizes the tests
performed.
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Table 1: Test Summary

Pulse Peak 1st Peak
Test Duration [Acceleration| Velocity
(microsec) (g) (fps)
331A2 26 143 52
331A1 35 67 28
32%A3 28 111 46
329A2 26 122 47
329Al 28 100 37
323A4 58 55 45
323B3 41 80 38
323A2 56 22 24
323A1 50 36 23
322A4 22 96 27
32243 43 81 36
322A2 43 48 29
322A1 44 37 24
315A3 27 96 39
315A2 24 88 33
315A1 24 63 22
314B3 28 63 23
314A3 27 65 22
314C2 41 29 18
314B2 24 67 23
314A2 27 51 19
314A1 48 12 7
310A3 28 78 29
310A2 22 76 26
310Al1 21 66 22
307A4 22 112 36
307B3 18 89 29
307A3 23 76 27
307A2 21 95 33
303B4 18 89 26
303A4 19 90 32
303A3 19 77 24
303A2 22 62 20
303A1 35 15 8
302B4 16 73 20
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RESULTS

IR FIIM SENSOR AND MAGNETIC SENSORS

The IR Film-based sensor consists of thermosensitive XEROX film sandwiched
between the impact plate and an inertial mass. Ideally, a color change occurs in
response to the energy associated with accelerating the inertial mass.

Using this arrangement, for the peak acceleration range of 50 to 100 kg,
there is no distinguishable film discoloration (discoloration can be achieved
under direct impact). An inertial mass considerably larger than those tested is
necessary to induce sufficient energy in the film to cause significant
discoloration; however, this would result in a lower measurement-system resonant
frequency.

A magnetic sensor operates as a stand-alone unit, requiring no inertial
mass. When a magnetic material is subjected to a shock environment, the encry,
product of the magnet is temporarily affected. The change in the flux output from
a magnet can therefore be used as an indicator of the severity of the shock
environment. Drawbacks to this measurement system include: wuncertaintv as to
linearity of such a system, the effect of the shock orientation relative to the

e

with time, and the brittle nature of the more desirable high energv product
magnets.

These ditficulties suggest that neither the IR Film nor the Permanent Marnect
sensor be recommended as a method of measurement at this level of efforc.

COPPER-BALL SENSOR

Conventional copper-ball accelerometers can be used in very high g shock

environments through modification of the inertial mass. For this type of svstom,
the measure of acceleration comes from the ‘‘'flat’’, or indentation, left on the
surface of a copper ball from an inertial mass. Since a copper ball deforms in

response to force (the result of accelerating the inertial mass), the copper-ball
accelerometer offers a peak acceleration measurement.

Copper-ball indentation as an indication of acceleration has been used guite
successfully in other shock environments!. Extension of this technology to hicher
acceleration and frequency levels requires the adjustment of the inecrtial mass vto
meet the demands of the new environment. Achieving measurements of both high.r
frequency and acceleration levels requires the use of a light, stiff inertial mass
stich as Pyrex or other types of glass masses.

Implementation of this type of accelerometer requires special ronsiderations

for the fixture of the inertial mass. These include holding the inecvtial mass in
light contact with the copper ball and in the proper orientation relative to the

ball at time of measurement. An arrangement which has been found to work well in
tlie. laboratory is shown in Figure 3. Here it is seen that the copper ball sits in
v socket to minimize deformation due to the fixture. The mass is held against the
ball by a small sheet of paper wedged hetween the coils of the spring and over the
“op of the mass. This arrangement offers very little additional wiss over that of
the inertial mass and provides for easy adjustment of the contact !narce between

*he mass and the ball.,
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SOF T SPRING
PAPER \ %/\

INERTIAL MASS

~— COPPER BALL

GLUE - IMPACT PLATL

Figure 3: Copper-Ball Accelerometer

When the impact plate accelerates, it applies an accelerating force (via the
copper ball) against the stationary inertial mass. This force is recorded as a
flat deformation of the copper ball. The flat diameter, for the magnitude of the
deformations involved, is much easier to measure than radial deformation. The
geometvric relation between the two is given in Figure 4.

DEFORMATION CALCULATION ACCELERATION CALCULATION
d = r—'\'( ~ #/2° a = K,d/m
d radial deformation of ball acceleration

‘
[T

qQqQ =
radius of balt m = mass of inertial mass
dicmeter of flat on ball K,= dynamic spring rote

of copper—ball deformation

Figure 4. Copper-Ball Deformation and Acceleration Calculation
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Using the dynamic spring rate for the copper ball along with the measured
axial deformation gives the applied load necessary to create the deformation. The
acceleration in g is therefore given as the applied load divided by the weight of
the inertial mass.

The dynamic spring constant of the copper-ball system is also used fto
calculate the natural frequency of the measurement system. This is done by
treating the inertial mass sitting on the copper ball as a free spring-mass
system. The natural frequency of this single degree-of-freedom oscillator is
given as:

wo = (Kd/m)*/?
= 2(PI)Fn
where wo = circular natural freq.
Kd = copper-ball spring rate
m = mass of inertial mass
Fn = natural frequency
PI = 3.14159

The natural frequency of the system is then applied in the conventional manner for
dynamic measuring devices.

Table 2 lists a comparison of various copper-ball accelerometers used during
the testing. The last column lists some ultimate values which can theoretically
be achieved. This is based on an assumed minimum measurable shock input of 25,000
g corresponding to a flat diameter of 0.005 inch. From these two constraints, the
mass, size and natural frequency of the copper-ball accelerometer are developed.

During testing, the acceleration of the impact plate is recorded using a
conventional accelerometer. Using the method described previously, the flats
used to calculate applied acceleration. Once a preliminary value for acceleration
is detcrmined, it is adjusted by the frequency-dependent amplification factor of
the measurement system. The ratio of measurement system natural frequency io the
primary frequency of the acceleration pulse is used to determine the amplification
factor. This is applied to the measured acceleration to arrive at an accurate
value for system acceleration. In practice, of course, adjusting the readinrs
according to the dynamics is not possible. The adjustment here is for purposcs of
investigzting the linearity of the copper-ball system.

are

Table 2: Copper-Ball Accelerometer Capabilities

Svstem 1 2 3 4 Ultimate
Mass (gm) 0.16 0.36 0.45 0.65 0.0271
Matrerial Glass Glass Glass Steel Glass
Length (mm) 14 31 39 19 2. 334
Diameter (mm) 2.39 2.39 2.39 2.39 2.39
watural Frequency (hz) 32,000 21,373 19,041 15,876 77.89:
Theoretical Diameter Flat

based on 25,000 g (in) 0.01215]10.01821 | 0.02036 | 0.02444 0.005
Minimium

Acceleration (g)

hased on 0.005" flat 4,225 1,878 1,502 1,040 25,000
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> is a plot of the dynamically-adjusted, copper-ball measured

“ion (for ene particular inertial mass) against the values of acceleration
clectronically., The data has been regresced and the plot of the best-fic

included.  The

\“

linear regression finds the relationship between copper-b.!
wed accelerarion and electronically measured acceleration to be:
EMY = 1.5817%CBA - 7838.14

R2= 0.7627

where CBA = copper-ball acceleration
EMA = electronic accelevration
R2 = correlation coefficient

(O=no fit, l=perfecr fir)

r-ball accelerometers yield very promising results. O
i e the relatively linear relationship between the sccele
b electronically and that weasured using the copper balle.

-
////v
" g
" [
~
L |
. ]
u
2003 ascac st et
Electronically
Figure 5: Copper-Ball Acceleration
(0.65cm Ineartial Mass, fn = 15,876)
s reenpnicodd chat there 1s considerable question as to what is the true
ool Prepieney of these eovper-ball accelerometers.  The weight of the ''muss®’
i P b of the Vapring’ ' so that the system can not be treatcd as
. princ T gvotem. However, 1t in only reguired that these devic
oo predlierahiy Dinear fasbion over the shock range of intevest in ovder to
o i dets oo Lning peak acceeleration. [t oappears that these gapes have
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PLROTECHENTO SENSOR

lhe pyrotechnic shock sensor consists of a small shaped pin (inertial miss)

Leld in place lightly apainst a pyrotechnic cap by a soft spring (Figure 6).  The
ap otiers a conwenlent wethod of holding, mounting and working with a small
pviootechnic material. It is mounted against the impact plate using a drop of plun
sround thie edpge. Upon application of sufficient impact-plate velocity, the
svrotechnic ignites through plate and inertial mass interaction. Obviouslv, this

~nsor indicates with a go/no-go criterion and is therefore not a peak indicator

it a threshold indicator.
/— SOFT SPRING

PYRUTECHMIC CAP

/-

LEAD STYPHNATE —~ T~ SHAPED MASS

Y G 46 - L24 o)

N %ID
__

:

s

= IMPACT FLAT
IAMETER = 0040 + 00039

Fipure 6: VPyrotechnic Accelerometer

Information obtained from the cap manufacturer lists the active explosives
w5 lead styphnate crystals uniformly distributed within the pyrotechnic paste.
pvrotechnic ignites when sufficient kinetic energy is applied to thesc
tals.  Therefore, the kinetic energy of the inertial mass, as well as i

NI
[P

Iro contacrt with the cap, determines whether or not the pyrotechnic will ipnite
Howeerer, the explogsive Is temperature sensitive -- less likely to ipnite ar ltower
Conperoes than higher for the same encergy input.

v

Since detonation of the lead styphnate crystals depends both on kinetic
coverpy and area of contact, an expression called specific energy is used to
Leeribe the threshold for detonation.  Specific energy is defined as kinetic

rpyopevounit o areas

e i b ie Fnerpy (SF) - Kinetic Energy
Unit Area

(0 H) % M % V')
PYos o (hj2y 0

whiere M Shaped Pin Masy
Y - Plate Velocity
PI o 4 14159
I Shaped Pin Flat Diametor
i




Once the specific energy of detonation is determined it can be used, along with
the pin mass and pin flat diameter, to calculate the critical velocity for
detonation. Whether detonation occurs determines whether this critical velocity
has been exceeded.

The goal of the experimentation was to obtain the specific energy threshold
at which the pyrotechnic will ignite. Since specific energy is a function of the
shaped pin's mass and geometry (for any plate velocity change, V), the velocity at
detonation can be determined by maintaining a constant tip geometry for different

4s shown in Figure 1, five pyrotechnic sensors were placed on an equal
radius from the impact point. The five sensors had shaped pin masses ranging from
1.24gm to 0.46gm with as uniform-as-possible tip geometry. As expected, the
larger mass sensor ignited at the lowest plate peak velocity while the smallest
mass ignited at the highest level. Calculating the specific energy ignition level
for each system shows a go/no-go threshold of approximately 2200 ft - 1lb per sq.
ft. Figure 7 shows go/no-go, specific energy data calculated for each pin mass.
The differences in the threshold levels of detonation may be due to a variety of
facters.
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Figure 7: Specific Energy Measurements for Cap Ignition

Some problems with maintaining tip geometry were encountered. The inertial
miasses were not precision machined pieces, and the variations in tip geometrics
were found to affect the velocity determination.

Temperature was anovther uncompensated condition with apparently major effoct

on cap ignition. The tests were conducted outdoors where there was no control
ot the pyrotechnic’s temperature. For the 0.615gm mass in particular, the
aprcific energy threshold level is higher than for the other four masses. The

temperatiure on the day these tests were made was approximately 20° F which was 207
to 3 F lower than that for the other tests. The effect of humidity on ignition
war unt determined but could be a factor.
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CONCLUS 1ONS AND RECOMMENDATIONS

The experimental results suggest that two of the shock measurement systcms
proposed offer encouragement for further investigations. They are the copper-ball
accelerometer and pyrotechnic velocity indicator. In contrast, the IR film and
perviranent magnet accelerometers provided less satisfactory results.

The limitations imposed from both the IR film and the Permanent Magnet

accelerometer made these systems impractical to implement during this testi scriecs.
The conceptual design of both of these accelerometers, however, can not be

The copper-ball accelerometer proves quite capable as a peak-acceleration

indicator. The measured acceleration {as indicatcd by the deflections produc.d
from the inertial mass) was reasonably linear with respect to the applied
acceleration level, within the limits of the testing environment. Implementation
of this system will require a closer investigation into some of the aspects of the
accelerometer. First, a more practical fixture method needs to be considered. In
addition, the frequency response of the accelerometer requires better
characterization. This will also allow for a more detailed investigation into the

properties required of the inertial mass. The effects of off-axis loading will
also have to be investigated. Finally, if this accelerometer is to be useful for
reasurement of very high acceleration levels then a closer inspection of the
copper ball dynamic spring rate over the entire range of ball deflection will be
required.

The pyrotechnic shock sensor shows considerable promise as a severe
ervironment, velocity-change indicator. The results achieved through this testing
indicate that with sufficient quality control over the pyrotechnic manufacturing
and packaging, the critical energy input from the inertial mass (as measured by
“he po/no-go condition) appears to be repeatable on a specific energy basis. A
working velocity indicator will require a refinement of the inertial mass
geormetry, an improved fixture arrangement as well as a method for compensating for
arblent temperature and humidity.

Concurrent use of the copper-ball accelerometer and pyrotechnic velocity
indicator allows for more complete shock enviromment definition in that other
shock parameters may be inferred. The inexpensive, easy to install and read
nature of these gages make them attractive for further study.

DeVost, V.F., ''SHOCK SPECTRA MEASUREMENTS USING MULTIPLE MECHANICAL GAGES (A
FEASIBILITY STUDY'', U.S. Naval Ordnance Laboratory, White Oak, Md., NOLTR 67-151.
s Senrtember, 1967
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BUILT-IN MECHANICAL FILTER
IN A SHOCK ACCELEROMETER

Anthony S. Chu
Endevco Corporation
San Juan Capistrano, CA

Isolating the sensing element of a transducer from high frequency
transient attacks appears to be one of the most effective design
improvements in shock accelerometers. An experimental transducer
design with integral mechanical filter has allowed the experimenter to
record close-range shock excitation without zeroshift, a common
linearity error in pyroshock measurement. This piezoelectric
accelerometer prototype features both an input mechanical filter and an
electronic low-pass filter in order to maximize usable bandwidth.
Calibration data indicate flat frequency response to 10kHz with 24 dB
per octave roll-off thereafter. Field test results are also shown in this

paper.

INTRODUCTION

With all the advances in digital data acquisition equipmcnt and signal processing techniques, the
acceleration transducer (accelerometer) is still the weakest link in a pyroshock measurement chain.
Current design approaches in accelerometers, such as electronic filtering and high resonance, can
not always guaranty the experimenters with repeatable performance and believable results.

The core of the problem has been identified to be the sensing element of the transducer. All
sensing mechanisms are vulnerable to high-g excitation at frequencies far above our point of
interest. These high frequency, high-g transients, although "invisible" to many recording systems,
are present in all close-range pyrotechnic events and metal-to-metal impact testings which are
common in many qualification requirements.

The advantage of using a mechanical filter as an isolator is discussed. Isolating the sensing
element (piezoelectric or piezoresistive) from high frequency transient attacks appears to be one of
the most effective design improvements in shock accelerometer. A shock transducer design with
an integral mechanical filter has allowed the experimenter to record pyroshock time history without
zeroshift, a common linearity error of the sensor in pyroshock measurement. This piezoelectric
accelerometer prototype features both an input mechanical filter and an electronic low-pass filter in
order to maximize usable bandwidth. Calibration data indicate flat frequency response to 10kHz
with 24 dB per octave roll-off thereafter. A comparison of this unique design with commercially
available mechanical filters is also presented. The survivability of transducers in high-g
environments has greatly increased due to shock isolation provided by these filters.
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PROBLEM IDENTIFICATION

All spring-mass type accelerometers have a finite seismic resonance. To obtuin linear response
from such a transducer, one must be certain that the input spectrum always stays within its
recommended bandwidth. As a general rule-of-thumb, the maximum measured frequency for an
undamped accelerometer is to be less than one fifth of the transducer resonance. This rule is
generally well observed 1n the vibration-test community.

Unfortunately, the term maximum measured trequciicy are often misinterpreted as the upper band
of the Shock Response Spectrum in shock measurement. Since most Shock Response Spectra
stop at 10kHz or 20 kHz, accelerometers with resonance in the neighborhood of 100 kHz are
usually considered adequate for these applications. It is however important to remember that the
input spectrum of most high-g shock measurements contains frequency components way above
100 kHz, well beyond the capability of our modern recording devices. These high frequency
components are often unnoticeable until something occurs during data acquisition; eg. aliasing of a
digital recorder. The most commonly used wide-band analogue tape recorder can only capture time
history up to 80 kHz (running at 120 ips), out-of band information is therefore naturally attenuated
and "invisible"” on playback.

The problem is further confused by the issue of the damage potential of high frequency. Itis

known that shock inputs above 10 kHz seldom cause any damage to the test article, and they are
routinely ignored in most data analysis. These high frequency components, although posing no
danger to the article, seriously affect the linear operation of any spring-mass type accelerometer.

Recently, a few papers and articles have been published [1] [2] concerning the effect of ultra-high
frequency impulses on shock measurements. This out-of -band transient phenomencn is referred
to in the papers as "Pre-Pulse". There are two types of shock simulations capable of generating
near true-impulses:

a) Close-Range Pyrotechnic Shock

The process of explosion involves chemical reactions in a substance which convert the explosive
material into its gaseous state at very high temperature and pressure. Most explosives, such as
Flexible Linear Shaped Charge and pyrotechnic bolts, do not contain as much energy as ordinary
fuel, but generate extremely high rate of energy release during explosion. The response of the
structure near the immediate region can actually approach a true impulse due to the instantaneous
velocity change at the explosive interface. As a result, measuring at the area surrounding a
pyrotechnic explosion has always been a nightmare for engineers and scientists.

Ccpending on the explosive location and the point of measurement, the amount of high frequency
energy reaching the transducer is inversely proportion to the distance between them. In a remote
sensing location where the shock wave has to propagate through a long path or many joints of
dissimilar materials to reach the transducer, high frequency components can be significantly attenuated.

b) Close-Range Metal-to-Metal Impact

Most pyroshock simulation devices, such as drop towers and pneumatic hammers, rely on high
velocity metal-to-metal impact to generate the required shock spectrum. When the point of contact
allows very little material deformation (like in all reusable machines), the acceleration response of the
structure can also approach a true impulse. Again, the response spectrum is highly dependent upon the
accelerometer location relative to the point of impact.
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EFFECTS OF NEAR TRUE-IMPULSES ON ACCELEROMETER

There are two types of commonly use shock accelerometers, piezoresistive and piezoelectric devices.
Each reacts differently under the attack of near true-impulses. Three common failure modes are
observed:

a) Sensor Failure

Recent new designs in piezoresistive accelerometer have tremendously improved their usable
bandwidth and rigidity. One type of commercially available PR sensor exhibits seismic resonance
above 1 MHz [3], leaving quite a margin of safety for the general rule-of-thumb. Under the attack of
delta function liked impulses, however, the sensor can still be set into resonance (at 1 MHz) due to the
nature of the input signals. Since the gage mechanism is practically undamped, displacement of the
elements goes out of control at resonance and eventually cause gage breakdown. The result of this
type of failure is complete loss of data.

Piezoelectric sensors are more robust under the same condition. But they fail in other fashions:
b) Zeroshift

This subject has been well examined in many technical papers [4] {5] [6]. A piezoresistive
accelerometer generally does not exhibit zeroshift until the gage mechanism has been damaged or is in
the process of deterioration. Piezoelectric sensors, on the other hand, account for most of the zeroshift
phenomena associated with transducers.

When a piezoelectric element is set into resonance, two things can happen:

1. Relative displacement of the seismic mass can exceed 100 times of the input. The crystal material is
overstressed and produces spurious charge outputs due to domain switching. The result of this type of
failure is DC offset in the time history.

2. The crystal material is not overstressed but a huge amount of charge output is generated which
saturates or damages the subsequent electronics. The result of this type of malfunction is loss of data
or gross DC offset in the time history.

Slight amount of zeroshift in the time history can yield unrealistic velocity and displacement during
data reduction. The real danger remains that, although data with gross DC offsets are generally
discarded, the minor one are acepted as good measurements.

¢) Non-Linearity
The output of a transducer at resonance is sometime non-linear and not repeatable. The response of a

saturated charge converter is also non-linear and not repeatable. The result of this type of malfunction
is poor repeatability in SRS, leading to incorrect definition of the shock environment,




SOLUTION TO THE PROBLEM -- MECHANICAL FILTER

Mechanical Filter

An obvious solution to the accelerometer resonance problem is to isolate the sensor from the high
frequency signals. When an appropriate material is placed between the structural mounting surface and
the transducer, a mechanical low-pass filter is formed. The filter slope of such an arrangement
approaches 12 dB per octave. In order to make the filter effective, the -3 dB corner must be set at a
frequency far below the accelerometer resonance to insure adequate attenuation.

There are thiee critical design parameters in a mechanical filter:

a) First, the filter/accelerometer combination must be robust enough to withstand high level shocks.
Many "isolators" rely solely on the strength of spring/damping material to keep the accelerometer in
place.

b) Secondly, the Q (amplification) of the mechanical filter must be very low. Otherwise the linearity of
the passband data will suffer. Damping characteristic is a critical consideration in matching the
accelerometer to the mechanical filter.

¢) Thirdly, the relative displacement between the ransducer and the mounting surface must not exceed

the linear range of the spring/damping material. When the accelerometer "bottoms out", its high
rrequency isolation characteristic of the filter is lost, and the protection to the sensor fades.

Existing Designs

Although there many shock isolators on the market for machine vibration isolation, they are not
designed with linearity in mind, and their applications are quite different. A few foreign and local
private institutions have built some experimental devices for their own shock measurements, but none
are commercially available. These prototypes wer¢ made out of exotic materials, such as rosewood
and cloth, for their unique damping and stiffness properties; reliability and repeatability of these
external filters are questionable. On¢ of the accelerometer manufacturers does offer an external
mechanical filter especially tuned for its own brand of transducers, but it is really intended for a general
vibration environment.

One common problem facing external mechanical tilters is the resonance of the filter itself. Even with
careful selection of spring and damping materials, critical damping is rarely achieved. Any small
amount of amplification tactor (Q) 1 an imperfectl damped filter will produce substantial degree of
amplitude distortion from a shock input. This distortion manifests itself as ringing (at the filter's
corner frequency) superimposed on the accelerometer output signals.

Another problem has to do with wccelerometer matching. The comer frequency and the Q of a external
filter is highly sensitive to the mass of the attached transducer. Minor deviation on size and weight can
result in significantly ditferent respoasc.

Given the physics of the problem discussed abeve, it seems obvious that if one can design a shock
accelerometer to incorporatc a tuned imernal mechanical filter for sensor isolation, and match it with a
built-in electronic low-pass tilter v rercove unwanted residual ringing of the mechanical filter, many
transducer problems in pyroshock micasurement can be avoided. A block diagram in Figure 1 depicts
this concept.
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Built-in Mechanical Filter

An experimental accelerometer with both mechanical and electronic filters was successfully built in our
Engineering Lab.

Based on a well established piezoelectric shock sensor, this accelerometer featured a captive
mechanical filter arrangement. Compared to the model of an external filter (Figure 2a), this unusual
scheme provided the transducer/filter system with added rigidity. (see Figure 2b) The transducer's
external housing, which served as an enclosure for the sensor and the isolation material, kept the
"guts" together in case of excessive shock input.
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The light-weight sensor assembly housed the piezoelectric element and the hybrid microelectronics.
The internal electronic filter, a two-pole Butterworth low-pass, provided another 12 dB per octave roll-
oft after the mechanical filter. The spring/damping material was meticulously chosen and matched to
react with the mass of the sensor in a synergistic fashion. This combination yielded a mechanical filter
with a damping coetficient of .20 to .15, and a resonant frequency of 15 kHz.

To attenuate the ~5 dB rise at 15 kHz. the corner of the 2-pole low-pass filter was purposely set at 10
kHz in order to compensate for this unwanted peak. The end result is shown in Figure 3 where the
solid line represents the combined frequency response of the accelerometer: the single dotted line
represents the meci.anical tilter response, and the double dotted line denotes the electronic filter
response. This combination offered a 24 dB per octave roll-otf beyond 10 kHz which effectively
isolated the piezoelectric element and subsequent electronics from any high frequency transient. Built-
in electronics also allowed impedance conversion taking place inside the transducer, a destrable feature
tor signal transmission,

Accelerometer Performance

A trequency response calibration is shown in Figure 4. The accelerometer has an effective linear
amplitude response from 1 Hz 1o 10 kHz within £1 dB. Sensitivity of the unit is .11mV/g which
equates to a full scale dynamic range of >50.000g. Cross-axis sensitivity up to 50,000 g is less than
5% . and the resonance of the crystal element itself is larger than 130 klHz. The accelerometer weights
3.8 ¢rams and operates from a constant current source.

One of the major concerns regarding the pertermance of the transducer has been temperaturc response.
Since the material used for damping was basically a polymer, frequency characteristics varted with
temperature. An experiment was conducted to investigate the effect of temperature using transient
inputs from a Hopkinson bar. The input transient was defined to be about 100,000 g peak, and the
corresponding pulse widith was ~70 ptS. Repeaability of the pulse shape was quite acceptable, bu the
shock level had a standard deviation of 5,500 g

Figure 5 compares the transient responses of the accelerometer at 73°F and 45°F. The peak response at
75F 1s measured to be 86,000 g, and 78,100 g at 457F (these are median data selected from samples
at upproximately the same level). The peak level is considerably fess than 100,000 g due to filter
attenuation. Taking the vanability of input level into acceunt, the indicated peak g at 45°F 15 9.2%
Jower than ar room temperature.

Frcure 6 shows the transient mesponses at 7371 and 1207F, Here the indicated peuk g at 120°F is
83,000 ¢, and 79,000 g at 75 °F, a +35.0% mncrease in amplitude response.

Pushing the physical limit of the damping material, the same test was conducted at 150°F. Figure 7
shows the transient responses at 75°F and 150°F. At 150°F, the peak response indicates 1K), 704 g
while the 75°F shows 841000 g, @ +19.9% increase 1in apparent response.

Our data seems to indicate that, within 230 F from ambieni terperature (75°F), the mechanical tiiter
displavs a smail emount of variation. Above 1207, however, some correction iector may be
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Design Limitation

Apart from the temperature constraint mentioned in the preceding section, the accelerometer has another
physical limitation. Referring to Figure 2b. The mass M, in our design. is the sensor of the
accelerometer, and the mounting surface becomes the boundary of this second ordei system. The confined
springs/dampers are represented in this model by ki1, k2, ¢t and c2; the stiffness of the outer case is
represented by k3. As long as the transmitted force F to the sensor does not cause excessive travel in ki
and k2, the system will behave in a predictable manner. The practical displacement limit of the existing
system is estimated to be > 0.01".

The equation which relates dynamic range of the mechanical filter to the maximum linear travel of the
spring mate,ial is:

i
[

where

t = maximum travel of spring

X = maximum input acceleration

{ = damping factor

= input frequency

w_ = resonant frequency of mechanical filter

A maximum input shock spectrum derived from this equation (based on 0.01" spring travel) is shown
in Figure 8. The weakest spot is understandably at 15 kHz where the filter resonates. The maximum
allowable level at that frequency is 67,000 g. Above 67,000 g, the mechanical filter loses its
effectiveness (eg. bottoms out), and protection to the sensor ceases.

TEST RESULTS

Several prototypes were sent out for field evaluation. The first group were tested at the U.S. Army
Combat Systems Test Activity, Aberdeen Proving Ground, Maryland. The evaluation set-up was a
classical close-range shock measurement [7] which involved a 18" x 18" x 1.5" steel plate. All the test
transducers were hard mounted on one side (in the middle), while the impacis occurred directly on the
other side of the plate. Types of excitation used for shock generation ranged from ball bearing
impacts, blasting caps, to C-4 detonation.
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Figure 9 shows a comparison between the shock responses of a 200,000 g piezoresistive type
accelerometer and the prototype with built-in mechanical filter. A 2" ball bearing was used to strike the
plate and produced the input acceleration. The dotted line shows the response of the prototype at about
1,100 g peak, whereas the PR accelerometer shows almost double the peak g level due to its wider
bandwidth (1 MHz). Figure 10 shows the same event except that the PR transducer output has been
filtered at 10 kHz. Note the closed agreement between the two accelerometers. (the phase shift could
be due to different filter characteristics)

Figure 11 shows the response of a typical shock accelerometer measuring the excitation from a DFP-2
non-electric type blasting cap (.05 gram). A classical zeroshift occurred 2 mithiseconds after the blast-
off. Figure 12 shows the response of the prototyvpe under the same excitation condition; no DC offset
wis noted.

Figures 13 and 14 show the ditterences in amplitude response of a typical shock accelerometer and the
prototype with mechunical filter. Input excitation was the detonation of a M7 blasting cap (.9 gram)
directly behind the sensors. Again the transducer without mechanical filter exhibited a huge amount of
DC offset.

Figure 15 shows the killer - 1 oz. of C-4 detonated on the plate. The expernimenter reckoned that the
input transient could well be in excess of I million g. Here the prototype survived the blast, but the
DC level has shifted; apparently the mechanical tilter bottomed out. In similar tests, other
piezoresistive accelerometers had been destroyed due to the high frequency energy content.

Another field test was conducted at McDonnell Douglas, St. Louis, Missour1 where three prototypes
were mounted on a test article with 28 feet of 18 grain/ft PETN mild detonating cord. This test
exhibited tremendous amount of high frequency energy in certain directions. Figure 16 shows the
response of one of the prototypes in a mild direction. The Shock Response Spectrum and the velocity
were said to be believable.

Figure 17 shows the response in the vicious direction. Aithough the time history seems normal,
integration indictes unrealistic velocity. Note also the rising low end of the SRS due to latent zeroshift.
To analyze the data further, the Fourier Spectrum was calculated and is shown in Figure 18. Here an
obvious spike dominates the FFT plot at [5 kHz. indicating that the filter is resonating.

FUTURE DEVELOPMENT

There are still many problems to overcome in making a perfect shock accelerometer. Within its
limitation, however, this experimental transducer is one step closer to the reality. A patent recently
has been applied for this shock transducer design concept , and production units may be available in
the near tuture.

Future development of this experiimental accelerometer may include refinement of the mechanical filter
for better lineanity and higher dyvnamic range. Ditferent types of sensing elements will be investigated
in search of wider frequency response and reduction of sensor non-linearity. Improvement in
temperature response of the mechanical tilter can also be expected.
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ACCELEROMETER FIEQUENCY RESPONSE

COMBINED FILTER CHARACTERISTICS
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MECHANICAL IMPEDANCE MEASUREMENTS
USING OBLIQUE EXCITATION

Larry J. Nucci and Jay R. Reed
Naval Ship Systems Engineering Station

U.S. Naval Base, Philadelphia, PA 19112

It may be necessary to make mechanica! impedance measurements
at a point where a driving force cannot be applied in the
direction for which the measurements are required. This paper
describes a method which was developed and implemented to
measure vertical driving point impedance and the orthogona!
axial and transverse transfer impedances due to a vertically
applied force at the same point. Since vertical excitation is
not possible, the structure is excited in the transverse
girection and in a direction 45 degrees to the
vertical-transverse axes. The forces in these directions are
measured along with motion measurements in the vertical, axial
and transverse directions. Relationships were derived from
which the required impedances were calculated. The method was
successfully tried on a8 test structure where the calculated
results were compared to those obtained by sole vertical
excitation.

INTRODUCT ION

Jt may be necessary to make mechanical impedance measurements at a point where
a driving force cannot be applied in the direction for which the measurements are
required. In this paper the requirement is to measure the vertical driving point
impedance and the orthogonal axial and transverse transfer impedances due to a
vertically applied force at the same point. For the structure in question, because
ot space limitations, a shaker can not be positioned to apply this vertical force.
Iinstead, it is applied in the transverse direction and in a direction 45 degrees to
the verticali-transverse axes. A swept sinvscoida! force is applied in each of these
two directions and the vertical, axial and transverse motions are measured. These
data are used to determine equivalent impedances which shouid duplicate those
obtained from snle vertical excitation.

TEST PROCEDURE
The following course of action was followed to develop a method of measur ing the
impedance in the vertical!, axial and transverse directions due to a vertical force

using oblique and transverse excitation:

1. A theoretical! basis was developed for measuring mechanical .mpedance using
oblique and transverse excitation.

2. An exper iment was conducted to measure mechanical impedance ucing obligue and
transverse excitation on a large structure.

3. The results were compared to those gbtained using vertical escitatian.
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The impedance in the vertical direction using oblique excitation is derived as
follows:

A force as a function of frequency (Fvt) which is applied at an angle of 45
degrees to the vertica! and transverse axes v and t will have a directional vector
(17 ;/2) (v+t). The vertical response Vv due to this oblique force can be written

Vv = Vvy + Vvt (1
where Vvv is the vertical velocity due to the vertical force component Fv and Vvt
18 the vertical veiocity due to the transverse force component Ft. The oblique
force Fvt is applied at a 45 degree angle to the v and t axes. Therefore

Fv = Ft = Fvt/ /2 (2)

From equations (Z) the vertica! velocities Vvv and Vvt can be expressed as

(\/vv)(th) (3)
Fv b

(Vvt)(?vt) (4)
Fe/\ 2

Substituting equations (3) and (4) into equation (1)

Vvvif Fvt Vvilf Fut (5)
= = — —_— + _ —_—
Vv Vv + Vvt ( Fv)( ,_;2> ( Ft) ﬁ,)

Dividing the vertical response (equation (5)) by the oblique excitation Fvt
yields the mobility transfer function

Vvv

Vvt

H

——

Vvv + Vvt 1 (m + Vvt) (6)
Fvt 1y

2\ Fy Ft
The vertical mobility becomes

Vv - JE” (Vvv + Vvt) _ /Vvt) (7)
Fv Fvt \ Ft

The quantities in parenthesis are the measured forces and vertical velocities.
Inverting equation (7) yields the vert.cal driving point impedance without needing
to apply a sole vertical force.

Fy _ [3/’7 AV VVIA - (V\/t =1 (8)
Vv K Fvt } . Ft

Simitarly, the driving point transfer impedances tn the axial and transverse
directions due to a vertical force Fv are

Fv = [V2 (y__g_v+Vat) _ (vat)| (3)
Vav Fvt Fr

where Vav and Vat are the a»ial velocitiegs due to the vertical force comporent Fy
ard the transverse force component Ft of the force applied at 45 degrees to the
vertical and transverse axes and




Fv - [ﬁ“ (Vtv s vn) - <m) -1 (10)
Vtv Fvt Ft

where Vtv and Vtt are the transverse velocities due to the vertical force compcnent
Fv and the transverse force component Ft of the force Fvt appiied at 45 degrees to
the vertica! and transverse axes.

A ‘targe structure was excited from @#-256 Hz with an electromechanical
shaker and all force and motion measurements were made at the excitation point.
A block diagram of the instrumentation system is shown in Figure 1.
Figures 2 and 3 compare the oblique and direct measurement of the vertical driving
ponint impedance and mobility. Figure 4 shows the functions measured to obtain
oblique vertical mobility. in figures 2 and 3 the dotted function represents the
results obtained by the direct method where the force as a function of frequency is
applied vertically and the motion is measured vertically. The solid fine function
is obtained from vertical motiun measurements caused by measured forces applied 45
degrees to the vertical and transverse axes and transversely applied forces. The
data were processed to yield the vertical driving point impedance and mobifity.
Figures 5 and 6 compare oblique and direct measurements of axial and transverse
driving point transfer impedances.

RESULTS AND Di1SCUSSION

The impedance in Figures 2, 5 and € is presented on log scale. For an
alternate method of compar ison between oblique and direct method of vertical
driving point measurements, the vertical mobility (the inverse of impedance) is
plotted on a !inear scale in Figure 3. The functions measured to obtain the
oblique vertical mobility are also plotted on a linear scale in Figure 4.

It can be seen from the figures that good correlation was achieved between
oblique and direct measurements throughout the frequency range of interest.
(@-256Hz2). The oblique impedance measurement is a valid substitute for direct
measurements where a driving force cannot be applied in the direction for which the
measurements are required.
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SIMULATING VEHICLE DYNAMICS:
THE IMPORTANCE OF A VALID FORCING FUNCTION

G. L. Ferguson
Sandia National Laboratories
Albuquerque, NM 87185

The recent evolution of vehicle systems has
required they be structurally sound with minimum
weight. Historically, a trial and error approach
to marketing a vehicle was used. The 1970s saw
mainframe computers speed the vehicle design
process. In the early 1980s simulating vehicle
dynamics became the accepted design procedure. The
forcing function used in this technique is also its
major drawback. This paper summarizes the results
of one sled vehicle used in a detailed study done
at the U. S. Air Force's High Speed Test Track.
The study concluded that results from simulation
studies are valid only if an accurate forcing
function is used.

HISTORY OF VEHICLE DYNAMICS

The recent evolution of vehicle systems has required the system to be
structurally sound with minimum weight. This requirement has been
levied in an effort to extract extra performance safely from an
existing, or even smaller, powerplant. The procedures used during the
parametric studies of these requirements place further cemands on the

vehicle system design. These new demands require that the vehicle
operate within certain environmental ccnstraints; i.e., deflection,
velocity, or acceleration. These constraints are usually placed on

the system for payload protection.

The time honored solution sequence has been to build a prototype after
some preliminary analysis. Once built, the prototype is then tested.
This procedure is then iterated until an acceptable product has been
achieved. However, the competitive market place, in both the
commercial and defense sectors, has dictated new products reach the
customer sconer with less development and testing costs. The advent
of powerful mainframe computers and maturing finite element analysis
packages in the 1970's assisted the designer in reducing the number of
prototype development iterations. The engineer then became able to
perform sophisticated transient response analyses on the system to
determine 1its response to loading situations prior to the first
prototype having ever been built. Hence, the engineer was closer to
final design before ever entering the shop and eliminated many build
and test iterations with their associated costs.
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Three particular drawbacks exist with using the transient response
solution technique. The first drawback is the cost. The program must
perform a full modal analysis at each time step for the given loading.
This mnodal extraction, especially for large finite element models,
requires large co;putatlunal machines and significant cpu time. This
equates with large costs considering a simple transient analysis can
encompass mora than one hundred time steps. The second negative
aspect of transient response analysis is the problem definition. The
designer must have an in-depth knowledge of structural dynamics and
the statistical processes used in the formulation of this type of
analysis. In other words, the designer must kncw how to properly
define the auto- and cross-correlational terms necessary to relate the
variousz portions of the system. For complicated sys_.ems these are
generally not known unti! the system has been built and tested and
hese guantities have been measured. Finally, transient arnalysis
-:hrl jues are not particularly well suited to handle system non-
i ities, which hav2 always been prevalent in vehicle design.
ause of tnese reasons, the transient response solution is not a

optlon until late in the design phase and generally parailcls
rst prototype constcruction.
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A second technigque is galning widespread acceptance for the solution
of venicle dynamic response problems. This technique is known as
rodal reduction, or nore commonly as modal synthesis [1,2,3]. The
prerlise behind nodal synthesis is that the system response can be
decocupled into a rigid body response and an elastic vibration response
(see Figure 1. This decoupling allows a generalized suspension
cyster to ke defined which delineates the rigid body system response.
The rigid body portion of the system is comprised of masses, springs,
and ua:yer:. Typically for an automobile, these would be the tires,
aprinas, and ehﬁck: that cenprise the suspension system. The ability
to o metine non-linear elenents is particularly convenient for this area
sl the ‘?hic]&.

Ine orest of tro vehicle can then re exanined as a normal pinned-pinned
v.obrating system. This assumption requires only one modal extracticn
cooporforred on the vibrating portion of the vehicle. The total
cohioLe yaten ~an then be defined by generalized conpcnents of the
Sloroating sypsten superimposed on the rigid body systen.

[he process used in this solution technigue is to derive the equations

7 motion, generally through a LaGrangian fornulation, and then
Cotenrate theoe tovough the time domain.  The eqguations are developed
roexaninLny a otatic {ree-body of the system at a given instant of
virme, Frnowing all the leoads subjected to the vehicle, the eqguivalent
icerrial forces reguired to put the system into equiilibrium can be

fournd. These acceleration componernts can then be integrated once into
elocity and then ¢9ain into di~placements. Kpnowing the magnitude of
thens xCCCILraﬁions, velocities, and displacements at the suspension
ciercnts, equlvalent inertial, danping, and spring forces can be
waluoulated o wpodify the static free-body for the next instant of
tire. Oyster non-lincarities can then be introduced by the definition
-

1
0 the sunpencion properties, usually a non-linear force displacement
relaticrchlp Yhat rerresents the spring stiffness. The appeal cf thie
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approach is that a rough design for the suspension can be done early
in the process and refined later when the modal parameters of the
vehicle structure are defined.

The application of this technique then hinges on the definition of an
external forcing function. Typically, this is introduced as a surface
irregularity the vehicle travels over and which drives the suspension
elements. However, by minor adaptation, this surface irregularity can
be expressed as an acceleration, velocity, or load profile as easily
as a displacement profile.

FORCING FUNCTION DEFINITION

It is at this point that the various modal synthesis solution
sequences differ. The differences hinge on the definition of the
irregular surface over which the vehicle must travel. Early work in
this field assumed a given profile, and these were generally limited
to sine waves of varying amplitude and period length.

Recently, the Air Force has sponsored several studies [4,5] on
alrcraft landing gear response to runway impacts and to aircraft
taxiing on bomb damaged runways. Specific surface roughnesses for
these studies are shown in Figures 2 and 3 for the bomb damaged
runways. These are shown as step inpivts representative of the mats
used tn repair the runway. The study of Figure 3 was to determine the
effectiveness of an actively controlled landing gear responding to

s
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this step input. This study was repeated using an actual runway
profile shown in Figure 4.

The offshoot of these studies raises the basic question, "Just how
important is the definition of the forcing function on the simulation
results?" This guestion took on added significance after a
preliminary study of the rail used to guide rocket sleds at the
Holloman High Speed Test Track [6]. Final results of this study
indicated that the rail could bhe characteri~ed by any of nine distinct
rail profiles.

These profiles were obtained by surveying specific areas of the track
at one foot intervals for a minimum distance of 50 feet. Since the
rail is supposed to be a straight line, a least squares best fit line
was removed from the raw survey data. The residuals after the line
removal were classified as "rail roughness'". The extent, or rank, of
the rail roughness 1is defined by the standard deviation of the
residuals. Two of these nine rail profiles are shown depicted in
Figures 5 and 6.

Subsequent frequency domain analysis of the rail roughness data
indicated significant power resided at locations repr .sented by

physical rail construction details. For example, the =—-ail is
comprised of 39 foot sections joined together by welds that huve been
ground smooth. The entire rail 1length 1is aligned vertically and

horizontally every 52 inches by tie downs. Each of these distances
manifest themselves as the two largest spectral components in the
fregquency domain. These frequency dependent rail functions then raise
the possibility of exciting a sled mode at an appropriate velocity.
For instance, if a sled had a fundamental vibration mode of 15 hertz
and was traveling at 3000 ft/sec, could a track undulation of 200 feet
drive this mode into resonance? This question of long distance rail
periodicity drove the need for additional surveys at distances greater
than the original 50 foot survey length. Figures 7 and 8 show two
profiles that were found to have periodic content of approximately 200
foot.

These gquestions were answered by examining results of a study
performed at the Test Track for sled slipper force predictions. The
simulations were performed on an in-house computer program written
specifically for the Track called DASTARR [2].

SIMULATIONS AND RESULTS

The simulation series consisted of running constant velocity computer
sled runs over a simulated track distance of 4000 feet for each of the

nine rail profiles. The 4000 foot simulation distance has been
determined to be the optimum distance to travel in order to maximize
the slipper loads. 1In an effort to reduce the permutations available

for mixing the nine rail functions, it was decided to use the same

function for each rail and stagger the start points by a specified
increment.

The simulations were performed using the verified math model of the
PAMJET Mission Sled. This sled was a special purpose dual rail sled
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(an 84 1in:th gage hetween rails) designed to carry either ramjet or
scrarjet eﬂj]n at speeds up tco Mach 3.5. Special instrumented
slipper pins were used to mount the sled to the slippers so the actual
slippor fQFCLS could be neasured. These instrumented slipper pins had
previcusly been statically calibrated to within one percent of known
load applications in a lab setting. Several sled runs were made at
veloclties up to Mach 1.81. Data from these runs were compared for
ol rflstenm, and functionality of the slipper pins in a dynanic

There were a total of 17 velocity conditiors examined for the Ranmjet
sied. These reprc“exted conditions from Mach 0.85 to Mach 1.81 under
acceleration loads, back through Mach 0.85% coasting. Fach of these
slipper computer Sl“ulat cn results were compared to actual measured
s_ipper d taken at that velocity condition for this sled. Typical
results of this study are shown for cone slipper in Figure 9. The
Ll lire represents the actual reasured forces, and the syrbols
epresent Che varicus rail profile predicted forces Ncotice from the

igure that the general trend (regardless of velc ﬁlfy) is the rougher
he rall, the larger the force predictions.

Tne 17 coonditions were analyzed statistically to determine the
ercaentage deviation from the actual measured forces for the run as a
standard deviation about the average deviation was also

c g These results are shown in Figure 10. The cecnclusions
driwn from the statistical results are the same; the average deviation
Cend rease Wwith increasing rail roughness. Similarly, the

an viaticn increases with rail roughness. The results

scussed s far were for the dual rail sled under rigid body motion
of the su-syrension only. These results repeat when modal participation
~4t the sl«d body 1s added. This sare phenomenon is seen for rmonorail

Srenn oaloo.

2f the actual sled forces and the simulation studies were also
} I s . i Cxaminations of the P3Ds for the

£ omm
il : c fragu :

actual force data (Figure 11) is almost 1dentical with that of the
rigid body simulations (Figure 12). As euxwpocted, specific track
irduced freguency content was manifest in the PSDs. The frequency
shown at 42 hertz in both of these f» res corresponds to the 39 foot
rail leagth. The 30 hertz freguency .5 the 50 foot data survey length
eing looped end-to-end to generats the 4000 foot rail distance the
sled travels over. The 52 inch tie down spacing would occur at 370

hertz tor this velocity, hence it i< not seen in these figures.

An interesting developrment occurrad during this study. At one
carticular point on the track, a front slipper showed a severe force
spike (see Flgure 13) that repeated run after run. The prcject
englneer was ourious to know whether the cpike could be resolved to a
specific track location and whether it could be simulated 1if it fell
within one of the definad rail profiles. Using the trajectory

aralysis, it was determined that the spike occurred somewhere between
Track Grta*inn (T5) 12020 and 12935. By luck, it heppened that this
wection of track was contained within the rail profile designated
—ath 15407 rail top.
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A simulation was made using this rail function at a velocity
consistent with the sled velocity that created the force spike. This
force time history is shown in Figure 14. Note the twin spikes that
recur every quarter second. This time interval corresponds to 400
feet cf track at this velocity. This rail profile used a survey
distance of 400 feet that was looped to generate the 4000 foot rail.
Examining the time into the simulation where the larger spike occurred
and comparing this to survey data, it was determined that the spike
occurred at TS 12027-12029 (see Figure 5), which 18 insid< Lhe
previcusly ascertained envel~ore for this occurrence.

n the simulations done for estliatiig Liack dynawics for both
il and nonorall sleds, it is apparent that the program used to
e the vehicle dynamics yields results that are correlated to
data both in the arplitude and freguency domain. However, the
s ©of the simulation are strongly dependent on the irregular
e used as the forcing function. Results deviated by as much as
paorcent from that measured: therefore, for accurate simulated
] an acrcurate forcing function must be deflned

Conversely, if an accurace forcing function 1is known, simulation
ivdLe can be performed to assess the ffects of artificially
moothiing the profile. This is extremely beneficial for the Test
Track to decide the benefits of selectively grinding the rail to
smoocthen it and hence to lessen the dynamic loads that might be
transmitted to a test article.

. I.. ¥innetyan, J. A. Lycns, and T. ¢. Cerardil, “Dynamic Simulatiocon
-f “@ructural Systerms with Isolatea Noun-Linear Copponents," The Shock
and ikration Bulletin, Vol., II, May 12s53.
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3. V. A. Tischler, V. B. Venkayya, and A. N. talazotte, "Dynar:ic
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UNDERLYING ASSUMPTIONS IN THE DEVELOPMENT
OF TRACKED VEHICLE VIBRATION SCHEDULES

William H. Connon Il
US Army Combat Systems Test Activity
Aberdeen Proving Ground, MD

Because tracked vehicle data has energy concentrated at
certain speed related rrequencies, a swept-narrow-band-
random-on-random laboratory test is used to simulate the
entire speed range of operation of the vehicle. As a matter
of test convenience, the data (Power Speciral Densities)
from a small range of specds are grouped together to feorm a
phase. The consequence of this grouping process can be an
addition of unintended conservatism to the root mean square
acceleration level of the test and the assumption of a time-
speed distribution which may be unrealistic.

INTRODUCTION

Because tracked vehicle data has energy concentrated at certain speed related
frequencies, a swept-narrow-band-random-on-random laboratory test is used to
simulate the entire speed range of operation of the vehicle. The speed-frequency
relationships are as follows:

£1 = k*s (eqn 1)
f2 = 2%f1
f3 = 3*%f1
f4 = 4%f]
fS = 5%f1

vhere:
fi = harmonic frequency
k = factor related to track pitch (constant for a given vehicle)
s = speed

Rather than conduct a ceparate test to simulate each speed independently, it
is convenient to group data (Power Spectral Densities) from a small range of speeds
to form a test phase. When grouping speeds together to create a vibration schedule,
harmonics from higher speeds can overlap higher harmonics from lower speeds creating
control system problems. It can be shown that overlapping will occur if:

s(k) >= n/(n-1)*s(1i) (equ 2}
where:
s(k) and s(i) are speeds and s(k) > s(i)

n = pumber of harmonics present in the data

An example is shown in figure 1.
A computer program is used to determine where overlapping will occur based on
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the above equation and the knowledge of the number of harmonics present at each
specd (from examination of the PSD's). The program checks this harmonic matrix for
the occurrence of overlapping and separates the speeds into test groups without
overlapping. Only speeds with similar numbers of harmonics are placed in the same
group. The technique currently used when grouping is to assign the PSD level of the
average plus one standard deviation of the PSD values used in the grouping of each
of the harmcnics limited by the largest PSD value in that harmonic (which normally
has the effect of enveloping the data for small sample sizes such as 3 or 4 speeds).
The bandwidth assigred is the bandwidth from the center frequency of the lowest
speed to the center irequency of the lLighcst cpeed at each harmonic. An example of
tvpical tracked vehicle data rfor three speeds which form a group (test phase) are
shown in figure 2 while the schedule derived from this group is shown in figure 3.
Because of the relatiouships developed in the first equations, it can be shown that
rthis technique results in bandwidths at each harmonic which are integer multiples of
the first bandwidth developed.

A smaller bandwidth is selected within each of the harmonic bands and is swept
across the band to simulate changing vehicle speed within the speed range
represented by the test phase. Selection of the width of this swept band has a great
influence on the ability of the control system to update the control spectrum.

DISCUSSION

For the control systems currently in use at USACSTA, the relationship between
the width of the bands, the number of averages per control loop and the sweep rate

for each swept narrow band can be described by: (1]
SWRT = (T*df)/(NS*(1.27*NAVLP+6.0)*SWRES) (egn 3)
where:
SWRT =  number of loops before updating a frequency line
T - test duration in seconds
df = frequency resolution in Blocks/sec
NS = number of narrow band sweeps
NAVLP = number of input averages per control loop

SWRES

number of frequency lines to be changed in a narrow
band during one sweep (frequency lines/sweep)

The value SWRES can be further defined as:
SWRES = (TBW - SBW)/deltaf (eqn 4)

where:

SWRES = number of frequency lines to be changed

TBW - total width of band to be swept, Hertz

SBW = width of sweeping band within total band, Hertz
deltaf=- frequency resnlution, Hertz

A requirement of the operating system is that the number of loops before
updating a frequency line (SWRT) must be two or greater to allow time for the drive
to equalize after updating the narrow band spectrum. By assigning a value of 2.1 to
SWRT (any value of 2 or greater is acceptable) and assuming a deltaf (and thus a df)
of 1 Hertz, equation 3 can be rewritten to Indicate the required test time as a
function of the number of averages per loop, the number of narrow band sweeps, the
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total width of the band to be swept and the width of the sweeping band within the
total band as feollcus:

T = 2.1#NS*(TBW-SBW)*(1.27*NAVLP+6.0) (eqn 5)

The effect on the required test time as a function of any of the variables in
equation 5 can be computed and plotted, tut the relationship between the swept
bandwidth and the total bandwidth and that effect on test time are of concern for
this paper. Two typical couditions werc chosen as examples. The first is a
"minimum acceptable” condition of one sweep using six averages per loop. The second
chosen was a "desirable" condition of two sweeps and eight averages per loop. The
required test time was computed based on the swept bandwidth being 1/2, 1/3, 1/4 or
1/5 of the total bandwidth with the total bandwidth varying between 6 and 72 Hertz.
The required test times for the two conditions are shown in figures 4 and :. It is
evident that the required test time is inversely proportional to the ratio of the
swept bandwidth to the total bandwidth and, for any given ratio, is a linear
function of the total bandwidth. Thus, the sweeping bandwidth normally chosen for
test control nptimization is one-half the total bandwidth. In addition to requiring
the least test time (enabling the number of sweeps or averages per loop to be
increased), the use of this ratio and the constraint that the first harmonic total
bandwidth be an even number provides an ease of construction of the remainder of the
schedule.

Since this bandwidth is chosen as a mattevr of test convenience and control and
is done without regard to the actual bandwidths of the original data, conservatism
can be added to the schedule unknowingly. The amount of conservatism is directly
proportional to the number of different speeds used to form a test phase and ic a
result of the test schedule bandwidth being larger than the original data bandwidth.
Figure 6 depicts rms values from a typical test schedule (with an exaggeration
factor applied) and actual rms values from which the schedule was derived. The same
information is shown with symbols rather than solid lines in figure 7 to more easily
display the number of speeds used in each test phase. A conservatism ratio can be
computed from:

CR =~ (schedule rms/actual rms)/Yef (eqn 6)
where:
CR = conservatism ratio

schedule rms = rms value from schedule test phase
actual rms = maximum rms value from speed group used
in test phase
ef - exaggeration factor used to reduce test time

The conservatism ratio will have a value of 1 if no unintended conservatism
has been built into the schedule by speed grouping. The effect of the number of
speeds used in a group on the conservatism ratio is shown in figure 8. The increase
in the ratio is caused by the increase in the total bandwidth due to the spread of
frequencies represented by the speeds and the increase in the swept bandwidth as a
function (1/2) of the total bandwidth.

Bandwidth data from several locations of a particular tracked vehicle were
analyzed to determine the actual bandwidths which occur during vehicle operation.
Bandwidth data from one particular location are plotted as a function of center
frequency for each of the harmonics in figures 9 through 12 to show an apparent lack
of correlation between bandwidth and the center frequency at which it appears. When
the bandwidths are plotted as a function of the harmonic number (figure 13), some
scatter is apparent at each of the harmonics, but a trend is apparent. Average
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bandwidth data from several lccations are shown as a function of the harmonic number
in figure 14 illustrating a slight increasing trend with bandwidths ranging from
approximately 5 to 7 Hertz. Confidence limits (95%) are shown for the bandwidths of
each of the harmonics in figure 15 based on a sample size of 192 for the first and
second harmonics down to 13 for the fifth harmonic (which affects the spread of the
limit). Although the data presented are from a particular vehicle, the values are
typical of tracked vehicles in general and should be considered when =rhedules are
developed.

Another problem associated with speed grouping during the development of
vibration schedules is the assumption of a time-speed distribution which may not
represent the actual distribution. As an aid to test control, test times for each
test phase are ldentical. Since the test phases represent specific vehicle speeds, a
simulated vehicle speed distribution is arbitrarily established. An actual speed
distribution taken from speed data measured during operation on a paved road is
shown in figure 16 and 1s superimposed on the speced distribution simulated by a
typical schedule in figure 17. It has been shown previously that minimum test times
of several minutes are required to achieve reasonable test curntrol (averaging and
sweeping); therefore, it is necessary to overuse the data from the lower speeds in a
test schedule. It has been standard practice to apply the same exaggeration factor
(same time compression) to a1l phases of a schedule. It is possible to tailor this
practice and appiy differenz factors to the variou~ test phases tc achieve both a
reasonable test time and a realistic time-speed distribution. Awareness of the
underlying assumption of speed distribution from speed grouping and test phase
duration end an estimation of the actual distribution can produce more reasonable
results.

CONCLUSION
It can be concluded that the underlying assumptions .iade when developing
vibration schedules can have a dramatic effect on the ability of the schedule to
simulate the real environment and must be considered along with test convenience and
control during the development process.

REFERENCES

1. F. T. Mercer, "Swept Narrow Band Random On Random", Sandia National
Laboratories Report SAND80-1534, August 1980.
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STRUCTURAL RESPONSE AND COSMETIC CRACKING IN
RESIDENCES FROM SURFACE MINE BLASTING

David E. Siskind and Mark S. Stagg
Twin Cities Research Center
L.S. Bureau of Mines
5629 Minnehaha Avenue South
Minneapolis. MN 55417

The Bureau of Mines studied the problems of blasting-
vibration-induced structural response and cracking of
low-rise residential structures in a series of research
projects between 1976 and 1983. This paper summarizes the
published Bureau findings and presents them from the point
of view of the cracking and failure of the construction
materials used for homes.

The damage data suggest that, for plaster and wallboard
attached to the superstructure, an increase in the rate of
cracking is not likely to resuit from blasts generating
vihrations of less than 0.5 in/s. Data on cracks in

masonry walls suggest that blast-induced vibration levels of
u4p to 3.0 in/s may be a throshold for local bleck-length
cracks. However, additional data are needed to quantify
vibration level effects necessary to generate stair-stepped
cracks in masonry walls, which indicate loss of shear load
capacity.

INTRODUCTION

Ground vibrations from blasting have been a continual problem for the mining
industry, the public living near the mining operations, and the regulatory agencies
responsible for setting environmental standards. Since 1974, when the Bureau of
Mines hegan to reanalyze the blast damage problem, several field and laboratory
studies have been conducted; the results of the most recent were published in RI
4969, in 1925 [1]. The studies examined blast vibrations with respect to
qeneration, propagation, structural response, cracking potential, instrumentation,
and fatique [2-4]. A similar series of studies was conductad for airblast [5-6].

Tnis paper summarizes thc material on crzziiing of construction materials used
.o low-rise residential structures: the data excerpted from two comprehensive Bureau
vihration studies, RI 8507 on dynamic response and damage and RI 3396 on fatique and
Tang-term influences [3-4], Specifically, the paper discusses the cracking of
olaster, wallboard, and masonry from blasting and other influences, giving an
yverall perspective to the blast vibration inpacts as part of the total lifetime
dynamic load for such meterials.
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concrete block houses over a 26-week period; he reported a crack rate of 2.5 cracks

per day for the 43 houses (<1 crack per week per house).

Table 1 Crack rates for houses subjected to sonic booms, after Andrews [12]
o Num>er T T i [Number of cracks
House {Area, |Foundation Age, | Finish |Occu-|  per week

lstor1es ft2 yr Interior [Exterior|pied | Boom | Nonboom
L ] .l |period| period_
T T [T,560|Concrete Wa1 board. Brick..f’Yes..r 3.7 } 1.9
slab..... l !
2oun 2 1,750 d0e....| Newl...do..... do...lNo Po8.2 | 3.3
; |
3.. 1 1,470 do.....] 8 {...do..... do NO 3.8 1.5
! |
4 1 1,160|Concrete 18 |...do..... co.dooc INoaL L] R 1.8
l stem wall }
5 2 2,870 |Masonry >50 |Plaster Asbestos |No. NM 23
| stem wall and lath!| siding.
r
Buudl 1 1,100|Concrete 25 |...doe.... Stone...|Yes NM 2.6
! stem wall
i

A | 1,090{...do.....| 30 |Lath and |Wood lap|{Yes..| NM 1.4

| wallboard

Boodl 1 1,280)...do..... 30 [Plaster Brick Yes..| NM 3.3

| and lath.

9... 2 2,000 |Masonry 40 |Papers on |Wood lap|Yes.. NM 3.0

stem wall plaster
and lath
10... 2 2,370|Concrete 35 |Plaster ...do...|Yes.. NM 14
stem wall and lath
1i... 1 1,330 |Concrete 8 Wallboard.|Brick...|Yes.. NM 2.2
Slabuveas
NM  Not measured.

The Tlarge variation in the crack rates reported in the separate studies by
Holmberg, Andrews, and Wall is indicative of the wide variation of susceptibility
of houses to cracking. The rates ranged from near zero to 23 cracks per week.

(The yearly rate reported by Holmberg indicates a cracks-per-week rate of less than
none.) None of the investigators reported rates of zero. The large differences in
the rates reported are partially a result of the fficulty of defining "cracks."
For example, in Wall's report, shrinkage cracks were ignored, and only new cracks
in the moderate (easily distinguishahle) range were reported.

These data point out that when months pass bhetween preblast and postblast
inspections, any postblast inspection is Tikely to find some new cracks that are
the result of natural aging.

Burcau Long-Torm Fatique Study

Blast effects on long-term crack rates were monitored over a Z2-year poriod at
3 Bur:au of Mines test house [4]., Bureau researchers developed two types ... data
in terms of the expected damage mechanisms: [1] fatique damage from accumulated
e«posure, assessed by periodic inspections, and [?] triggering effects of discrete
blast events asscssed by inspections immediately before and after blasts, where the

i




strains from blastinc are odded to aiready enisting environmental  — ~ins,
Racearchers found tihae: 1oog-term repetition o the Tow-level hlacis wpeak portrclc
velocity <0.5 in/s) produced no sigrificant e*tect; however, blasts with velocitiec
greater tnan about 1.0 i¢/¢ were associated with higher cracking ~aves, as snovn ir
Table 2.

Table 2 Crack versus vibration [4]

Blast Tevel, in/s | Cracks per week
Without corner ! Total
<Dbhiiiiiiineenn. 0.28 0.84
>0.5, <l.0.ivanans .33 .89
>1. O.............. 1.0 1.8

The crack rate, or number of new cracks ner inenection, along with the number
of blasts that produced ground vibratiors greater than 0.50 in/s and greater than
1.0 in/s, are shown ~ Fiqure 2. Sixty shots had Tevels between 0.5 and 1.0 in/s,
while 48 shots had i1cvels above 1 in's. Some of the crack rates shown in Figure 2
include small hairline corner cracks, ana scme do not. The majority of corner
cracks occurred in the first 8 month:. Cracks were found in nearly every corner in
the house, but were ignored until ins;ection period 15. Then it was decided to
observe them rigorously despite their miniscule size. Corner cracks are an
inevitable consequence of the curing of the tape compound and are enhanced by
dynamic strains induced by human activity. The data that exclude corner cracks are
more realistic indications of blasting influences for homes other than new

construction, 1.e., within 6 months.
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Ditferences were found in the number of cracks observed by *he two teams of
inspoectors, Vibration Measurement Engineers (VME) and Burean personnel, during




periads b, 15, and 36, The most pronounced difference was for period 15. The
decision o include smail corner cracks was made after VME had coapleted its
tnspection for that period but hefore the Bureau had completed its inspection for
seriod 15, Other than for that period, differences in the number of cracks
ohserved were an inevitable consequence of the difficulty of observing hairline
“0.91- to 0.1-mm) cracks. Periods 1, 15, and 36 were omitted in calculations of
crack rate<. However, periods in which there were unusual external influences,
including an earthquake and soil removal by a scraper 40 feet from the test house,
were included. The self-triggering seismograph recarded a 0.06-1n/s vibration for
the scraper activity but did not trigger during the earthquake.

The increase in crack rate with ground vibration level indicates that the
hlasting produced a triggering strain, at about 1.0 in/s/. The low crack formation
tas renorted are reasonable since the test house was new, showed no differential

Tement, and was not regularly occupied. These conditions resulted in low rates
natural crack formation, which allowed a few blast-related cracks to
significantly affect crack formation rates.

CONSTRUCTION MATERIAL CHARACTERISTICS AND CRACKING

Cosmetic cracks result when a dynamic-induced strain (blast vibration or other
transient vibration) added to a preexisting strain (static load) exceeds the strain
Tevel necessary to initiate a crack. Differential foundation settlement, excessive
structural Toads, and material shinkage all induce strains that can produce random
and/or patterned cracking. For analyzing blasting effects, these strain-inducing
forces are considered static and the resulting strains are called "prestrains.”

Stress~strain curves are used to describe response of materials under load up
to failure {cracking). Most materials, including masony, ,'aster and wallboard,
respond linearly up to the initial yield point. A linear response means that
deformation {strain) is directly proportional to load (stress). Beyond initial
yield, plastic deformation or creep occurs until ultimate failure (Fig. 3). The
vield point damage is often not visually noticeahble bhecause of limited naked-eye
resolution of 0.01 to 0.1 mm, particularly in textured surfaces such as masonry.

125 T T T T T T I T T T I T T
Initial paper
fatlure
., 100+~ Visual 7
E ‘ paper
- taiture
9 75 L Hur _
N 1 Total
S ol failure N
@} |
4 [
25}— —
]
[ I NS L | | 1 L D R 1 I |

g 200 400 600 800 1,000 1200 1400 1,600 1800 2000 2,200 2400 26C0 2,800
STRAIN, pmin/in

FIGURE 3 Tensile stress-strain curve for 1/2-in-thick wallboard




Plaster was not studied extensively because of its widespread replacement by
willhcard for ziodern construction. However, many of the older homes analyzed for
RI 3507 231 were plastered and provided some insight into cracking potential,

G1so, wallhoard is a gypsum nlaster faced with paper on bhoth sides. Tests run on
stripped wallboard are suggestive of olaster failure {3]. Of ail construction
materials, plaster 1s considered nmost susceontihle to damage and exhibits fatigue at
stress levels less than 50 percent of the static failure level L1471,

wWallooard
ne Buread studied wallboard cracking both in the laboratory and as part of
tique study of the test house [4]. For wallboard in the test house,
resezrchers found threshold c¢racks occurring primarily in the wall corners and
arodnd nail neads. They found for wallboard--

-

i
L .
tne fa

1. The gypsum core fajled at strains of about 350 win/in in tension and at
1hout 1L,J00 win/in in bending, based on the nonlinear reponse points.

2. For visible cracking, paper failure is the controlling factor. Its
ronlinear response point occurred at strains of 1,000 to 1,200 win/in (Fig. 3).
However, visual observation of buckling or cracking was not possible until a
sligntly nigher strain level was reached.

3. Strain rate seemed to affect ultimate or total failure, but the paper
yield point wa<c relatively constant. This allows comparison of various loading
tactors e.9., blasting versus other activities and environmental factors).

4. Once thne wallboard cracked, cyclic opening and closing of the crack of up
nn J.1 o was observed. These movements were unaffected by blasting activities.

5. Jata on cyclic loading behavior of wallboard are Timited, but results of
s on wond products indicated that favigue effects can occur at stress {(or
5 in: levels equivalent to 50 percent of static failure conditions, but over
107,000 cycies are reguired,

Zireau researchers also studied the cracking of concrete block walls both at
the test structu-e with its full-size basement and through a series of tests in
cooparation with the National Bureau of Standards (NBS) in Gaithersburg, MD [4,
15]. fGenerally, two types of cracks, local and steplike were identified. Local
Slock-tength cracks less than 0.2 mm wide were difficult to discern from existing
mortar joint separations and are usually not observed by homeowners. Steplike
masonry cracks transverse the wall along the mortar joint interface and, over time,
aneg Hoyond 0.2 minoin width,

Proviogs work by Cranston [16], Green [17], and Wroth [18] noted that all
srvav walls have small, 0.1 mm cracks upon completion. Green stated that O.1l-mm
cracks are difficult to see and “therefore, do not cause concern.” As reported by
dnodward [15], local cracks opened and closed throughout the cyclic and monotonic
in-nians shear tests of 5- by 5-feet conirete block walls. It was not until
stonlike cracks propaqgated the length of the wall specimens that shear load failure

LT,
Lltaouah findings by Bureau researchers on masonry failure provide some
insignt, farther work at the HBS on tor<ion and out-of-plane Toading is

rog e andtad o Fey findings for Lests wity masonry are given below.

2 )/.

_




1. Observations of tensile cracks at strain-monitored sites showed that such
cracks are first detected visually at strain levels well above the first nonlinear
response point because of naked-eye limitations (~0.01 to 0.1 mm).

2. Strains read at the threshold of visual cracking using different gauge
lengths gave different overall strain readings as illustrated below.

M
Based on the equation € =7
0.01 mm - 770 pin/in.
13 mm
but 0.01 mm = 7,0 wuin/in.
150 mm

where 13 and 150 mm are gauge lengths, and the visible crack width is 0.01 mm.
Because strain gauge readings can be misleading, crack growth is best described in
terms of displacement.

3. Local-site strains across the wall vary considerably from global strains.
For in-plane shear failure, global strain is measured or calculated across the wall
diagonally.

4. Local cracks can occur at low global strains, and global assessment of
these cracks is not recommended. But, for the assessment of steplike cracks that
propagate across the entire wall, the global strain approach appears reasonable.

5. Global failure strain levels for steplike cracks are not available.
Limited testing to date has shown that in-plane shear failure may not occur in
homes because of the relatively light vertical load available to prevent rotation
from the shear couple and at least a partial conversion of the shear to tension.

6. For cosmetic cracks that do not affect load-carrying capacity, a
crack-width criterion has been proposed [17]. However, the acceptability of crack
widths varies with material. For concrete 0.25 mm is the limit of acceptability
[19], while 1 mm is the 1imit of acceptability for brickwork [18].

FACTORS CAUSING STRUCTURE RESPONSE, STRAIN, AND CRACKING

Bureau researchers studied structure responses and cracking associated with
blasting vibrations involving a relatively few measurements at each of a wide
variety of residential-type structures [3]. Following this, fatigue from repeated
loading of one nhouse over a long period of time was studied [4]. For both efforts,
measurements were made of wall, floor, and racking responses, and observations of
damage were made that could be correiated to specific vibration events. A
significant part of the work was dune near large surface coal mines with thick soil
overburdens and large-diamete:r blastholes, cases which had not been studied
previously. In all, about CJU shots produced useful data on structural responses
and damage potential from blast vibrations.

Environmental Strains

Houses are subject to a variety of dynamic loads, in addition to static or
slightly variable loads from settlement, soil changes, and aging. Among the
dynamic forces considered significant are daily and annual temperature and humidity
cycles, wind, and human household activity. Bureau researchers monitored the
weather and inside environment during the 2-year test period and, in more detail,
for short periods. For one test, they took readings at 3-hour increments for a

325




2-day period, simultaneously measuring strain at site Kp, over a major doorway
(Fig. 4). Because there were at least four factors incluencing the strain,
researchers used multiple linear regression analyses. Maximum strains from daily
environnental changes were found to be a significant fraction of those needed for
wallboard core failure or paper cracking. The maximum strain observed at K was
+335 win/in or 39 percent of failure. The total maximum strain calculated from the
carrelation equation, assuming the worst case for each of the factors, are +675 to
517 nin/in or up to 82 percent of failure. "Failure" is defined as the strain

vel of 1,000 win/in found to produce wallboard cracking as previously discussed
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FIGURE 4 Waltboard joint strain and environmental factors versus time, site K, over a doorway

Hauran-Activity-induced Strains

A~tivities within “he nome can produce significant vibration and strain in
174l structaral menbers [3-47.  In severe cases, such as a hard door slam, the
ertirs qupersteict ire resonates producing strains in every wall, corner, and floor.
B, rontrast, nail pousting produces a strong response only on the wall affected.
Ltrains ranae up to about 100 win/in, with typical values being 50 win/in in
critical arcas over windows and doorways.
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Blasting-Induced Strains and Comparisons

8lasting responses and strains in residential structures were reported in
detail in Bureau's RI 8507 and 8396 [3-4]. An example of blast-vibration-induced
strains from the fatique study reported in RI 8896 is shown in Figure 5. Structure
vibration responses can be transitional, torsional, vertical uplift, or at times a
combination of all three. In blasting, both the superstructure and foundation are
typically affected. MHon-blasting causes of vibration and strain act only on the
superstructure, excent for slowly acting soil changes and settlement. Because
initial damage involves cosmetic cracks on superstructure interior walls, it is
anpropriate to compare superstructure stains from blasting and other sources (Table
31. These comparisons are only approximate. A given vibration level does not
always produce thc same strain even at a single monitoring point, much less
throughout the structure, probably because of different response modes for
different blast angles, and wave characteristics.

TABLE 3 Comparison of strain levels induced by daily environmental changes,
household activities and blasting [4]

I T Induced strain, [ Corresponding
Loading phenomena E Site win/in blast vibration
) ] ) | devell, din/s
Daily environmental | Bedroom midwall.. 149 i 1.2
changes.
DOvenreiennnsnn eeesss| Over doorway..... 385 3.0
Household activities:
Halking.eeveveosss! Over a window.... 9 <0.03
Heel dropececeeiee] seeeeeed0ecnianss 20 .03
Jumping..... cereen] seneeeddOoiiiiian, 37 .28
Door stam..... «ve.t Over doorway..... 49 .50
Pounding a nail...| Over a window.... €9 .88

"Vibration velocities are based on highest observation strains for a given velocity.
Use of mean or "typical" values from regression analysis gives velocities which are
considerably higher. For example, the door slam produces a level of strain
typically observed at 1.44 in/s ground-measured particle velocity. See Figure 5.

OBSERVED CRACKING FROM BLASTING

As discussed earlier, environmental factors induce most of the strain necessary
ror the generation of cracks triggered by household activities or blasting. Crack
rates did not increase until blast vibration levels rose above normal threshold
levels of 1.0 in/s. It i< not surprising then that both wallboard and plaster
cracked at low vibration levels, even though failure strain levels for wallboard are
ahout three times those of plaster.

In reviewing both past and newly available data on dynamic vibration response,
researchers noticed irreqular and sometimes high-amplitude responses when the
yibration frequencies matched structure resonances (Fiq. 6). A similar effect,
noticed for the cracking data, was one of the most siqgnificant findings in RI 3507
T31. Consequently, coal mine and duarry production blasts that are typically 10-25
Hz produse a qreater damage risk than smaller scale blasts often used for
cons.raction, excavatinn, and secondary blasting.
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[n & depariure rom cartier analysis and reports, the following review
gquantiiies demaye separateily for each of the three major construction materials:
ntaster, wallbnard, and concrete block. The reader is directed to the original

.

ty o for procedure ana analysts details [3-4, 15].
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Plaster Tracks

Tnreshold and minor cracking ddata are summarized in Figure 7 for pre-1975
sturies and In Fiaure & for recent Burcad rescarch. All these data have been
previoisly published in Ri #50/ T3 and R1 3396 [4]. However, in a departure from
the eariter reports. these figure< identify each data point as to source, degree of
crackit o dataae, and Lype of naterisi o invoived.

Lanaergrs 237 presenie the only <ignificant amount of high-frequency data.
Troge date suggest that vitbration levels as hiagh as 4 in/s may be safe for
frequencins above about 76 Hz. Ir the descriptions of damage, in RI 8507's table
ty (3. Langerors did not separate the rracking and tall-of-plaster cases.
Ovorar ' study produces ohservations ot cracking at some of the lowest peak
particei velocities . and questions have been raised about data reliability.
However o Dvorak used the same seismic meritoring system as Langefors. Dvorak's

i




brick structures were likely different from Langefors' unspecified structures
(probably concrete), and the vastly different measured frequencies are indicative
of a soil versus rock foundation. The lowest vibration level at which cracking was
observed was 0.5 in/s with Dvorak's data and about 0.7 in/s without.

Wallboard Cracks

The state of cracking of wallboard is hard to identify because the interior
plaster core will crack long before any surface effect is visible. Visible
cracking of paper covering occurs at strains about three times those requirad for
core failure. Wallboard cracks are also influenced by how well nanels are attached
to the superstructure frame. Not being structural elements, they are not always
put under in-plane stress when the frame flexes. The core around the nailhead is,
at best, partially crushed upon attachment to the studs, and when the studs are
uneven major core cracking can occur. The response from superstructure vibration
is additional wallboard core crushing around the nailheads, resulting ir a "loose"
attachment.

At the test house, it was observed that cracks developed primarily at the
plastered joints, at wall corners, and in plaster covering coating over nailheads
(Table 4). The high rate of naturally occurring cracks was caused primarily from
curing of the tape compound. As the tests on the structure continued, a decrease
of natural frequency of about 20 percent, e.g., 7.5 to 6 Hz at one location,
indicated a loss of rigidity and general flexture-induced loosening [4].

Table 4 Wallboard cracks observed in fatigue test house [4]

Initial] Cracks developed [BTasting[Mechanical shaker tests®
cracks,| during testing levels,| Number [Number of cycles
before (Naturally; From in/s {of cracks| at cracking
Material testingjoccurring|blasting
Taped corners| 39 35 5 0.88-3.5 ND< NAp
Nail heads... 5 4 3 1.8 -2.2 >3 56,000, 339,500
Taped Jjoints. 2 6 ND NAp 1 56,000
Wallboard.... 3 6 ND | NAp 1 361,500

NAp Not applicable. NO None detected.
IShakers run at resonant frequency at equivalent vibration Tevels of 0.3
to 1.0 in/s.

“Corners almost completely cracked before shaker study.

The lowest levels of observed blast vibration-induced cracking occurred at a
wall corner as crack extensions and when a new crack was observed beneath a wirdow,
at amplitudes of 0,79-1.1 in/s (Fig. 8).

Fatigue-induced cracks were observed at 0.3 to 1.0 in/s. However, this
cracking required a large number of vibration cycles, such as over 50,000 at a
0.5-in/s equivalent ground vibration. This equates to decades of typical blasting
with one blast per day producing 10 cycles per blast.
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Masonry Lracks

Cracks produced in block masonry walls by blasting are given in Figure 9 for
past work, and Figure 10 for recent Bureau studies [3-4]. Most cracks observed
were local, typically shorter than one block Tength, and about 0.2 mm in width.
Cracks of this magnitude were observed ‘rom blast vibrations up to 5.2 in/s and
were not of concern, being indistinguishable from normal construction and shrinkage
effocts., Their observation is difficult, and accounts for the high number of
naturally occurring cracks (Table 5). Also, these local cracks became more
apparent during cyclic test., Differential motion along the bleck interfaces was
easily ohserved during continued cyclic motion, which accounts for the low
vihration levels, 0.3 to 1.0 in/s. However, in the test house, a blast vibration
of 1 6,9 iv/s produced a crack of significant magnitude, widening a crack beyond

1

‘ne width that was observed the absence of a3 blast.

TARLE Y Masanry wall mortar joint cracks ohserved in fatigue test house [4]

T it Al Craces developed §T5§ETH§“‘[;}ﬁkuan165T shaker fests'
‘Crac<>,{ during testing tevel, {Nuuber of [Humber of cycles
‘before T 3t1ra1ly[' Fron in/s cracks | at rrecking
Hats "LQLW__‘\_Lﬂzgflnq FCEEC]”Q,)14“”31F~-_‘__-_-4 o o
L B[V R R R Y V-G T T 229,000, 243,500
Fireplace, oot 210 11 i 1+ -6.9 2 I 56,000, >13,500
Biock: T NE& Y l 6.2 -6.9 3+ ] >339,500
Stenlive cracel WD N0 | 1 ‘ .96-1.5 ND ! NAp
Separation.... o L o 12 b gl 1 >332,500
NIt awaiTable-=5ae text.  Thp Hot applicable. ND None detected.
“hakers run oan resonant frequency at equivalent vihration levels of 0.2 to

L. in/s.
Tainting steplive arack functioned as an area of stress relief.
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Shear cead Faitlure

Shear load failure of the basement wali of the test house was observed after
four shots in wno day. A diagonal steplike cracx propagated in the southwest
basement wall, starting at ground Tevel and prorped1ng upward, When these four
shots were detUAd,,j, their vibration levels (ranging from 1.0 to 1.5 in/s) were
tne nighest recorded in the study up to that tine. But because observation of
cracks 10 masonry s difficult, 1t remains unknown whether blasting or other events
caused tnis steprike crack. [t is noteworthy that no additional steplike crack
nropajgations were observed across brick or block wails. The existing steplike
cracxk functioned as an area of strain relief during shaker runs. Energy
transmitted by the shapers into the superstructure and foundation was primarily
dissipated in areas of previous cracking.

Ohse vatlons were also made of cn1mnpy and trick veneer responses during
cyclic shaker tests. The masonry walls were relatively stationary, with the
SuDerse rigfure cyclically bumping the chimney and a brick veneer wall r=ar the roof
Tine Mortar Jjoint cracks developed at the chimney-roof interface and horizontally

3Croass the brick veneer just above door height.

Crack data from fdwards and HNorthwood [Z6] do not specify crack widths. If
tnese crack data correspond to observations exceeding 0.2 mm (excessive crack
widths), it would suqgqgest that cracks c. occur at particle velocity levels of 3 t»o
7 in/s with no effect of frequency. Additional data are needed to qualify
freanency effects and the generation of stairstep crack patterns across the wall
signifying shear load failure.

CONCLUSIONS

Bureau studies of the response and cracking of low-rise residential structures
from blasting indicated that cracking of plaster and wallboard is not likely below
about 0.5 in/s neak particle velocity for the worst case of structure condition and
typical vibration frequency.

This safe-level criterion also appears independent of the number of blasting
events and their durations. Researchers also noticed that high strains are
produced in structure walls hy normal weather conditions, such as wind,
temperature, and humidity cycling. Dynamic events such as door slams or blasting
produce additional strain, can trigger a crack in a structure already under strain.
Human activities, such as door slamns, can be equivalent to blast vibrations of up
tn 1.5 in/s, The vibration level of 0.5 in/s thus provides a minimum value of
concern for the impact of external transient vibrations on wood-frame, low-rise
residential structures typical of those studied by the Bureau.

Dat2 on the response and cracking of masonry walls from blasting indicated
that local cracxking (block-length) may not he noticeable until particle velocity
levels are up to 3.0 in/s. However, additional research is needed to guantify
visration levels that promnte the generation of stair-stepped cracks that nropaqate
across the wall and reduce its shear lInad capacity.

The authors encourage, where possible, direct measurements or assessment of
strains, or loads on members likely to fail. Alterngtively, estimates of responses
Sanld Lo Gasnd an realistic transfer functions relating measured vihrations and
reasonahly expected responsos.  In oparticualar, applications beyond the scope of the
iripinal Bareay stadics are to b done only with caution.
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MODAL APPLICATIONS




USING MODAL TESTING TO IDENTIFY DYNAMIC
CHANGES IN BATTLE DAMAGED F-16 WINGS

Arnel B. Pacia
Flight Dynamics Lab
Air Force Wright Aeronautical Laboratory
AFWAL/FIBG
Wright-Patterson Air Force Base. OH 45433

Modal tests were conducted to determine whether battle
damage or battle damage repair significantly change the
dynamics of F-16 wings. Two F-16 wing torque boxes were
tested while wundamaged, damaged, and repaired. A forty
channel data acquisition system was assembled for these
tests. Three modes were found in the 0-100 Hz bandwidth.
Slight changes in modal parameters did occur, increasing in
significance with increased damage.

INTRODUCTION

When aircraft structures sustain combat damage, several obvious concerns
arise. Most immediate would be whether the damage is catastrophic. If the damage
does not result in instant loss, then the concern shifts to vehicle airworthiness
and crew safety on the return flight. TIf the structure does make it to base, can
it be repaired? And if repaired, is the repair sufficient? For modal testing to
have a role in the battle damage area, it must be part of at least one of the
solutions that address these questions.

1f damage to the aircraft is catastrophic, the solution lies in aircraft
design, 1i.e., the structure must be designed to withstand a certain amount of
damage. However, even though the structure survives, degraded performance seems
certain. For example, a damaged aircraft would lose strength, have increased drag
and probably have a decreased flutter envelope. Of course, many factors such as
fuel capacity, pilot injury, and others also come into play. Furthermore, the
question of whether battle damaged structures should be repaired involves
sdditional factors such as the availability of supplies and manpower, required
down-time, and extent of damage. Whatever the issues, post-repair inspection is a
RURE AU

dndal testing has long been used for troubleshooting vibration problems.
Therefore, modal testing lias become a valuable tool for determining the extent of
damape and for checking repairs. To aid in the survivability of structures, oae
can  extend  the current technology in spectrum monitoring and merge it with
artificial intelligence and smart structures in the future to diagnose and respond
toir-flipght  structural problems. Once the affects of battle damage to aivcraft
Aviawics is o betrter defined, for example in  flutter, modal analysis can be
inteprited in the design process,

Toneeptually, if there is a baseline of medal parameters for a  strucuture, a
Arop o in the  natural  frequencies of affected modes should indicate the extent of
sriffeas lous. Mass loss wonld drive the freouencies  higher. and is  sometimes
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hase and floor to compensate for the unevenness. The foam also acted as a highly
damped isolator preventing energy transfer to and from the floor.

Another problem encountered was fixture vibration, the base of the fixture was
loaded with lead bags. This added inertial mass and damping to the fixture, which
reant most of the motion stayed on the wing and fixture motion was damped by the
lead shot  bags. Note that the fixture weighed 14000 1lb and the wing weighed 800
b,  Ten thousand pounds of lead shot bags were added to the fixture. To keep the
hboundary  conditions consistent, a torque wrench was used to bolt the wing to the
fimture. allowing the wing to be bolted with the maximum allowable tension.

INSTRUMENTATION

Thirtyv-seven lightweight Structcel accelerometers manufactured by the PCB
Piezotronics, Inc. measured the acceleration on the wing. Their mounting sockets
were hot glued at strong points. i.e. spars or ribs, to avoid local modes. Figure
2 shows the locations of the accelerometers and the grid used for Test Data
analysis Svstem (TDAS) from Structural Dynamics Research Corporation. Figure 3
shows a block diagram of the instrumentation used for the modal test. An alignment
tool was used to make sure each accelerometer pointed vertically. A Setra model
141A  accelerometer was used as the calibration reference, and to monitor the
vibration on the base plate. Figure 1 shows the accelerometers on the wing and the
Setra on the fixture base.

FIBG redesigned a 120 channel F-16 ground vibration test system to measure 38

accelerations, 1 force and 1 temperaturc. Thirty-seven PCB accelerometers were
powered, conditioned and amplified by three PCB model 433A Differential Power
Supplies. The thirty-seven accelerometer signals at approximately 1 volt/g, the

force gage and the Setra signals went through filter cards programmed for 80 Hz
catoff. The filtered signals went into 40 Automatic Gain Changing Amplifiers. The
amplifiers select one of eight gains based on the level of the input signal. The
analog outputs of each amp connected to the PCM encoder. Also, for each amplifier,
a 3-bit binary output proportional to the gain setting went into a digital
multiplexer that merged 120 gain bits into two 12-bit word inputs to the PCM

encoder. The PCM encoder sampled, digitized and encoded 40 analog signals into
12-bit words, and sampled six 12 bit words containing gain bits, frame counts and
time code. The PCM encoder sampled at 200 kbits/sec. Each accelerometer was

sampled at 247 2/9 samples/sec.

The Delay Modulation Mark (DMM) PCM data were recorded on one direct record
track of a Honeywell 96. A PCM plavhack system, Fairchild Weston Inc. Model 1786
Universal Telemetry Data System (UTDS), was used to monitor the PCM data in real

time. Valuable information on gains and sync lock were provided. Eight digital to
analog outputs of the UTDS were used by the modal analysis system, GenRad 2514, to
obrain  transfer functions, coherence, and autospectrum, to ensure data qualitv.

snalog outputrg of the amplifier were also used to monitor data.

TESTS AND RESULTS

Tooebiain a haseline for comparison. Wing 1 and 2 were tested before thev were
(e The winys were excited at the leading edpe wing tip with random noise at
P60 Fignre o shows the frequency response function (FRF) magnitude from the
B festn of the wings.  As expected, the responses are similar. Within the
Dorcletdn st hvee podes were fonndr first bending, second bending and first torsion
o pprestinat e e L e A0 He o and A0 Nz respectively.  Figure 5 shows the mode
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The fact that there was little chsrre to these pavramcters was further verificed
by comparing modal assurance critecior ‘ACY  values (Table 2).  The MAC is an
indication of the relative linear indencna: ¢+« between mode stb it is  similar
to the coherence values between mode uhapes. Comparing the same modes of the same
structure at different stages of structural integrity should give a quantitative
value of anv change in this dynamic property. The MAC value obtained wher the each
mode ot the damaged Wing 1 was compared to the correspondiug mode of th haseline

e sentially unity. This means that the mode did not change significantly with
danage

The damape to Wing 2 was more extensive (Fig 10). This wing was dumaged by
HEI while full of fuel, so that hydrodynamic ram damage was the leading facrtor.
The top and bottom surtaces were petaled, spar 9 and the rib were severed, and spar
10 was deformed.

Figu‘e 1l shows an overlay of the FRF of the damage over the undamaged Wing 2.

i it and damping decreased with the damage. The first mode went down in
1.5%, the second mode remained relatively uncharnged, =~tile the

oy
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CONCLUSIONS

The medal curwvey conducted on battle damaged F-16 wings showed that current
modal analysis methods can detect significant damage to a structure, as was the
case with Wing 2. The modal parameters obtalned for Wing 2 also seem to verify the

adequacy of the repair. However, these modal tests were unable to detect changes
in Wing 1. Wing ! was damaged twice, although neither damage was as severe as that
experienced by Wing 2. The damage to Wing 1 was a little forward of that on Wing 2
and thus closer to the node line of the third mode. This could explain why the
damage on Wing 1 did not affect its third mode. This suggests that the changes in
wing dynamics depend on the location of the damage. It seems <clear that a mode
will shift if damage occurs in an area stressed by that mode.

As a check for repair adequacy, modal testing may be very useful. The natural
frequencies alone can indicate whether the stiffness has been restored to the
structure. This test is relatively easy to set up. The MAC can also be useful but
is generally more cumbersome to apply. Using modal testing to indicate the extent
of damage requires more care. Given a structure, one must identify the modes most
critical to structural strength. Once identified, guidelines must be established
as to what amount of damage is "significant". Also, since mode changes due to
damage depends on the areas stressed, it is very possible that modal testing could
be used to locate problems that might go undetected using conventional NDI methods.
For example, the Vibration and Acoustic Test Facility at the Johnson Space Center
did modal surveys of Shuttle Orbiters and found faults undetected by other means
1,27,

For modal testing to become a useable tool to define the survivability of
aircraft structure, more research must be done to determine the affects of
ballistic damage to system dynamics. Also since modal surveys can detect dynamic
changes due to ballistic damage, it may become a useful check of analytical models
seeking to describe this damage. Therefore, modal testing can play a role in
determining the survivability and reliability of structures, now and in the future.
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Table 2.

l=t
2nd
1lst

1st
2nd
lst

Ist
2nd
lst

Bending
Bending
Torsion

Bending
Bending
Torsion

Bending
Bending
Torsion

Natural Frequencies (Hz)

Undamaged Wing 1

11.985
39.994
60.365

Undamaged Wiy 2

12.161
40.684
62.140

Undamaged Wing 2
12.161

40.684
62.140

Lamaged Wing 1

Damaged Wing 2

Repaired Wing 2

yhh

11.862
39.799
60.251

11.98
40.58
59.07

12.227
40.598
61.981

Modal Assurance Criterion (MAGC) Comparisons of Modes

MAC

0.9990
0.2989
0.9248

1.0000
1.0000
0.9755

0.9999
1.0000
1.0000
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MODAL IDENTIFICATION USING SOLID ROCKET
MOTOR STATIC FIRING DATA - A CASE WITHOUT
KNOWING THE EXTERNAL EXCITATICN

Craig F. Chang and Don Mason
Morton Thiokol, Inc.
Space Operations, P.O. Box 707
Brigham City, UT 84302-0707

The data from full-scale solid rocket motor (SRM) static test
is a valuable resource to assess and analyze the SRM behavior.
An attempt is made in this paper to identify the system
characteristics using the modal approach. 1In the theory
development, no requirement is necessary on the knowledge of
the input excitations. How:ver, analyses are made based on
the assumption that the system is linear and satisfies the
second order differential equation,

INTRODUCTION

fus Space Suuilic Soiid Rocket Motor (SRM) manufactuied by Hortun Chiokol, Inc.
was static-fired in full-scale to test the SRM behavior. Accelerometers were
included among numerous instrumentation to observe the dynamic characteristic
of the SRM. The objective of the current paper is to perform a Space Shuttle SRM
system identification (ID) using static firing data.

In engineering analysis, it is usually necessary to begin with an abstract

mathematical model, which is based on certain assumntions. The accuracy of the
results of the analysis depends to a large extent on the choice of the
mathematical model. It is an unfortunate fact that the current knowledge in

choosing an accurate structural dynamic model seriously lags behind analysis
capabilities. Frequently, the results of the mathematical model are not in
sufficient agreement with the experimental data.

System identification is an attempt to obtain information about the model from
experimental data. This process has been likened to the "black box" problem in
which a mathematical description of the "black box" is sought from observations of

responses to known inputs. It seems to be a strongly intuitive notion that
meaningful information about a correct model for a system can be extracted from
these responses. In fact, it seems obvious that the more test data that can be

made available, the better the information will be provided about the model.

While the concept of attempting to identify a system from observations of its
input and output is an old issue, serious problems arise from the fact that many
input sources are essentially unknown, especially for aerospace structures. For
example, when the SRM is burning, which can be either during static firing or
flight, the dynamic input sources, (i.e., pressure, acoustic wave, etc.), are very
complex. Furthermore, the effects of those input sources and their correlation are
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not well understood at our current stage of knowledge. Therefore, the only
available information regarding the structural system is the output, which may be
v<cferied to as structural response. the question may be raised as to whether we
can sucessfully identify the system characteristics, such as modal frequencies and
damping values, usirg only the structural response data.

To auswer this question, we first examine the relationships among input, output
and the system itself. The conceptional drawing of this relationship is shown in
Flgure 1.

INEUT =eemmmm—— SYSTEM smmam====> QUTPUT

Fig. 1 Input, Output, and Structural System Relationship.

Intuitively, from Figure 1, we can see that if we did not assume the specific

form of the system, we have no way to figure out what the system looks like. The

reason is obvious, since, if inputs are unknown and the system does not have any
restriction, the output we observed could be arbitrary. The problem would be
alleviated 1f we can restrict the parameters and the form of this system.

It 1is still a very difficult problem, at the prescnt stage, to 1dentify the
system parameters given only the form of the system and the response measurements
without knowing the iInputs. In this paper, a method is developed to seek the SRM
system parameters in the Morton Thiockol T-24 test stand by using only the dynamic
response measurements obtained from the Demonstration Motor Number 8 (DM-8) static
firving.

At present, numerous research efforts have been studied and presented in the
advanced development phase. Nevertheless, most of the investigations were limited
to the cace where inputs were known. For example, the quite famous paper by
Rodeman and Yao [1] gives an indepth discussion of five modal and four non-modal
methods. Of particular inrerest is the discussion by Klosterman [2] which gives a
rather complete development of the application of a modal technique. The survey by
lart and Yao {3] contains the most complete list of references in the recent
structural dynamics parameter ID literature. They categorized the field into a
time domain and frequency domain technique tree. 1In their general comments on
system ID they present three standard approaches for modal parameter estimation
defired as follows:

0 LLeast square - assumes measurements and structural paramcters are
deterministic.

o Weighted L. S. - assumes measurements are stochastic (noisy) but structural
parameters are deterministic.

o Statistical Structural Identification - Assumes measuerments and modal

parameters are bcth stochastic.

The method of random-decremenc has been used recently for damage ID. [4] The
method is mainly based on the ITD method, [5] which i{s a modal approach. Other
papers discussed the modal approach for system ID are Raney, [6] Hasselman, (/]
Berman and Flannely, [8] and Tbanez, [9] to name only a few.




MATHEMATICAL MODEL
The matrix differential equation that governs the SRM is given by
(m] (x) + [c]tx) + [k]{x) = (£(£)) (1)

where [m], [c], [k] are the system NXN mass, damping and stiffness matrices,
respectively; the (x}, (%), and (x} are the SRM acceleration, velocity, and
displacement responses respec:ively; and (f(t)} is the excitation forces. To arrive
at Eq. (1), an assumption that the SRM behaves linearly during static firing was
made. The linearity assumption allows us to use Eq. (1) to analyze the SRM locally
as well as globally. Namely, {x! cin be the combination of either axial or
tangential direction measurements.

Generally, the excitations, {f(t)), to SRM structure during static firing are
in complex nature. For example, the internal pressures, avial thrust, and acoustic
field constitu-e the main excitation sources for SRM. Apparently, all these
excitation sources are random. In view of the random characteristic of the
excitation source, the force vector, (f(t)) may be reasonably assumed as a vector
random process. The assumption that the {f(t)} is random, which results in {x},
!X}, {x)} being random, can be seen from the response measurements. For instanze,
the radial acceleration measurements at the center field joint (A062) is plotted
vs. time as shown in Figure 2. From Figure 2, the acceleration apparently behaves
randomly and has a zero mean.

S SO O U
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Fig. 2 The Time History for A062




It was mentioned earlier that (x) 1s mean zero, which will be demonstrated
analytically later. The mean zero characteristic makes it convenient to analyze the
stochastic differential equation Eq. /1) in a decomposed way. Without loss of
generality we can let

tp(t)) = E[(£(t))], (2a)

{u(t)y = E[{x(t))], (2b)

(F(e)) = (£(t)) - E[LE())] = (£(e)) - (p(©)), (3a)

{Z2(t)) = (x(£)) - E[{x(t)}] = (x(t)) - {u(t)}, (3a)
where {p(t)}, {u(t)) are the mean characteristic of (f(t)}, {x(t)), respectively;
and {F(t))}, (Z(t)} are the random component of (f(t)), (x(t))}, respectively. From

Eq. (2) 1t can be seen that (F(t)), {Z(t)) both are mean zero. Eq. (1) now can be
rewritten using Eq. (2) and (3).

[m) ((u)+ (=) +[c] ((a)+(2))+[k] ({ul+{z)) = (F(E))+(B(t)) (4)
Taking ~he mathematical expectation on the above equation yields
(m)(u) + [c]{@) + [k](u) = (B(t)) (5)
Subtracting Eq. (5) from (4) obtains
(ml(z) + [c](2) + [kK]{z) = (F(t)) (6)

Iv should Le nuied that Eq. (5) governs the mean response and Eq. (&) governs the
random component of the SRM response, It is observed at this point that 1f u = u =
0, Eq. (5) is reduced to the static case,

[k)(u} = {P(t)}. (7)

The fact that u = 4 = 0 is true for many situations. For exawnple, consider a
nonlinear oscillator governed by

mx +c X+ R(x) = £(t) (8)

where R(x) 1s the restoring force. If m and ¢ are deterministic constants, the
probability density function (PDF) of % and x 1Is given by [10]

p(x,x) = C exp L%2/x, + K, hﬁ R(Z)d¢ } (9
o
for mean zero Gaussian white type excitation, where x, and x, are constants
related to the parameters of m, ¢, and the correlation coefficient of f(t), aud
the value of C is subjected tc the normalization condition. Apparently, X is mean
zero Ganssian distribution. This implies x is also mean zero.

We have demonstrated the mean zero characteristic of x and x. We will use this
characteristic later to develop our model. Next, we need to analyze the random
~emponent, Fq. (6). The advantag~ of using Eq. (6) is that {F(t)} {s mean zero and
Is easy to analyze. Remember that [m], [c], and [k] all satisfy bkyg. (9) and (6).
Therefore, the system ldentification is preformed based on Equation (6). Since
{F(t)} now is mean zero, we can use the random-decrement technique to further
reduce Eq. (6). The random-decrement technique [4) is discussed as follows.

A4




The cencept of random-decrement technique was Inftfally presented by Henry Cole
(11}, Coensider Eq. (6) which is valid for any time t and any set of initial
conditions. Replacing time t with the expression ty+r, where the t{'s are selected
according to the method of triggering the start of the ensembles for the random-
decrewent computatifons, then Equation (6) can be rewritten as

[m](i(tiir)) bolelta(eger)) + [K]lz(eg+r)) = (F(ty+r)), L = 1,--M (10)

where M is the number of averages intended for use In random-decrement computation.
By surming all of the M equations, dividing by M, and replacing 1/ X(z(tior)) by
{y(ry}, the resulting suamatior can be written as
. 1 M
(1 y m)) + [elty(r)) + [kKl{y(r)) = ) (F(tg4r)) ()
{=-1

It should Le noted that since the ty’'s were selected according to a specific
random-decrement triggering criteria, the resulting response (y(r)) will not

average to zero. Now considering the right hand side of Eq. (11). If (F{t)) is a
stationary random signal, then
1 M
M 2 (F(ty+r)) =0 (12)
ard Loy, (11, becomes i=1
({3 () + [c](¥(r)) ¢ [Kl{y(r)) = 0 (13)

Eq. (13) fuplies that {y(r)) is a free-decay response that results from «pplying
random-decrement to random response due to a force vector, (F(t)}), which is a
randon signal with mean zero. It should be noted that the mass, damping, and
stiffness matrices all satisfy Eq. (1), {(6), and (13). 1In ¢btaining (y(r)) it
should be noted that {z{r)} is {dentical to (x(r)}), since {u(t)} is zero.

Wz have shown an {mportant result. Namely, the acceleration measurements
obtained from an operational random vibration response satisfy a stochastic
equivalent structural system, Eq. 6, which can be reduced to a free vibration

system Eq. (13) using random-decrement technique. The system ID then can be
performed based on the free vibration response where the excitation i{s essentially
eliminated. Since (y(r)) is free decay, the system ID can be readlily performed by

uging, for exawmple, Ibrahim time domain (ITD) method.

A <57 g% 4 ST 11T aR ~ ST 1491 4y ST IBIT. B




CONFRONTING THE STATIC FIRING DATA, DM-8

The theory developed in the previous section is very useful for the study of

the dynamic beliavior of SRM during firing. There were a total of 18 acceleration
channels installed along the case on DM-8. The location of each accelerometer is
shown in Figure 3. Those accelerometers enable us to monitor the modal

chavacteristic change during the static firing by using the theory developed
nreviously.,

To monitor the vertical bending bLehavior of the motor, the accelerometers
mounted in the radial direction were selected. From Figure 3, these were A054
ALSE, ACHET, ALSS, a069, which enable us to ldentify the bending modes up to the
second order. The data were first read from tapes and then assembled to form the
matvix [xi.  Three different time periods are chosen. Namely, 0 to 10 sec., 50 to
&0 sec.. and 110 to 120 sec. The sample rate of the data were 2000 samples/sec.
Yevefore, the size of matrix [x] was 5X 20,000 for vertical berding.

To form the matrix (y(r)}, the triggering criterion is selected at every
vositive crossing (from negative to positive) for channel AC>54. Such selection
gives us approximately 1200 of averages. The results of {y(r)} for Channel AG54
were shown In Figures 4 through 6 for three different time intervals as mentioned
earlicer. It can be seen from those figures that the frequency of y(r) during thec
end of burn is obviously higher than after ignition since the decrease of
propeilant.

The modal frequencies and damping ratios were then computed using the 1TD
method. The modal frequencies for the first bending are shown in Figure 7 for
three different periods as mentlioned earlier. It can be seen that the first
bending frequency is about 1.8 Hz, which is close to the frequency before firing
(1.86 Hz) obtained from the recent RM-1 modal survey. As time increases, the
frequency also increases due to the decrease of propellant. The damping ratio
geverally shows a large variation by using the ITD method. The result showed that
the damping ratic was between 0.5 and 3 percent.

Siwilar steps are repeated for tangential directions. The result was shown in
‘fgure 8. The first tangential frequency {s about 1.9 Hz, which is close to the
requency before firing (1.9 Hz) obtained irom the recent RM-1 modal survey.

b
£

CORCLUSIONS

The following conclusions can be drawn In accordance with the above analyuses

et s s ions.
Sl The e digplacenent responses can be computed using cunasi-static analvais
et bos corponent. responses must be analyzed dynamically.
ST response T ime histories show that the SRM regsponds non-stationarily davine
She o Therefore, analyses weve performed by selecting swall interval daca.
e v chiaracteristics of the SRM, especially the propellant | were
Prrored s The dncdusion of those random chavacteristics would resu't in the
Aisplacenment vesponse vector (u) belng nonzero (1270 In such ¢ ase, the
oo reot o coinnt be eliminated,
. i §

Pocarions of the accolerometer were far apart, it woald cause the

ot o e e entonse [yOryd ro have an 111 condition,  The reoson i 14,

S




the cross correlation is small if two responses are far apart. Such ill condition
causes the tangential bending frequency to have large error.

10.
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NONLINEAR SYSTEMS IN VIBRATION

Elton G. Endebrock and Norman F. Hunter, Jr.
Dynamic Testing Section
Group WX-11, Mail Stop C-931
I os Alamos National Laboratory

Los Alamos, NM 87545

Algorithms for the analysis and control

of linear dynamic systems are relatively well
develcped. For nonlinear systems similar
algorithms are in a relatively primitive state
of development. This paper reviews the current
state-of-the-art of nonlinear analysis in
several major areas of research, including
state space modelling, force surface mapping,
and higher order spectral estimation.
Applications of these techniques are
illustrated, and suggestions are made for
future work.

INTRODUCTION

The theory and experimental application of vibration
testing concepts is well developed for linear dynamic systems.
While systems that are approximately linear are extremely common
in vibration testing, a significant percentage of the systems
tested exhibit nonlinear characteristics. Methods for the
characterization, analysis, and control of nonlinear systems
have been developed to a limited degree. Nonlinear systems
have a rich spectrum of response characteristics which show
fundamental differences from those of linear systems. Such
characteristics may offer potential design advantages. In this
paper we summarize fundamental characteristics of nonlinear
systems which differ significantly from those of linear systems,
define some analytical and experimental methods of dealing with
nonlinearity in the types of dynamic systems often encountered
in vibrations, and illust:ate the application of several of
these techniques with examples of current experimental and
analytical work. We conclude by suggesting directions for
future re-earch.

FUNDAMENTAL SOURCES AND TYPES OF NONLINEARITY
Nonlinear behavior of dynamic systems arises in a variety

of ways. One common source of nonlinearity is nonlinear material
nroperties. Geometric nonlinearities also occur, where the




nonlinearity is due to geometric properties such as large
deflections. An attempt has been made to classify nonlinear
systems based on the relationship between force and
displacement. In a linear system the restoring force is
proportional to displacement. In nonlinear systems restoring
force is not strictly proportional to displacement.
Nonproportional restoring forces may be caused by nonlinear
damping or nonlinear stiffness terms. The nonlinear stiffness
terms may be elastic or plastic. 1In a nonlinear elastic system
the force-displacement characteristic follows the same path
whether loading or unloading. In a plastic, or hysteretic,
system, the force-displacement characteristics differ depending
on whether loading or unloading is in process. Typical force-
displacement relationships for linear, no-linear elastic
hardening, and nonlinear plastic (hysteretic) systems are shown
in Figuve 1. Gaps between parts of a dynamic system may cause
nearly instantaneous changes in stiffness as the gaps open and
close (Figure 14d).
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Figure 1
I'vpical Force-Displacement Characteristics
»E Linear and Nonlinear Systems.




Nonlinear behavior mav also arise because of relative
movements between parts of a system combined with friction as in
the case of sliding interfaces or slippage at bolted joints.

riction produces nonlinear behavior in a manner similar to that

ror a hvsteretic svstem. Nonlinear damping occurs in a variety
ot contexts and the severity of its effects varies from systems
with mildly nonproportional damping to systems with negative
damping as described for a second order system by the Van der
Pol equarion [12].

FUNDAMENTAL PROPERTIES OF NONLINEAR SYSTEMS

A number of the basic properties of nonlinear systems differ
fundamentally from those of linear systems [l]. Some of the
major characteristics of nonlinear systems, in comparison to
those of linear systems are summarized in Table 1:

Table 1

_inear Svsctems

Described by ordinary or partial
differential equations with constant
or time varying coefficients.

Described by linear difference
equations with constant or time
varying coefficients.

Steady state sinusoidal excitation
implies sinusoidal response at the
at the excitation frequency.

The response at a frequency £, is
is caused by the input at frequency
£

1 .

Superposition holds, {.e., if the
response due to an input I, is

R, and the response due to a
second Input I, is R, then

the response due to both Iy

and Tz is p*L + P:)

S5pectral response peaks occur at
resonant frequencies.

1l Characteristics of Linear
o inear Svsrems

Nonlinear Systems

Described by ordinary or
partial d*fferential equations
vhose coefficients are
functions of the independent
or dependent variables.

Described by nonlinear
difference equations

whose coefficients are
functions of the dependent
or independent variables.

Sinusoidal excitation does not
imply sinusoidal response

The response at frequency £, is
caused both by inputs at £,

and at frequencies other than
f
1 .

Superposition does not hold,
the response due to I, + I
may drastically differ from
Ry + Ry

Spectral response peaks occur
in conjunction with limict
cvcles.




Analysis of <ystems defincd by linear differential or

difference equations is well developed [13]. In contrast
nonlinear differential or difference equations cannot generally
be solved in closed form. Consequently numerical solution
techniques are applied to yield estimates of the response. One

of the most basic results of numerical analysis, and of
experimental work, is the familiar form of the response of a
mildly nonlinear system excited by a sine wave shown in Figure
2. Here the system response is primarily composed of the
fundamental and the third harmonic of the excitation signal.
Harmonic distortion is a common result of nonlinearity but the

response of nonlinear systems is not limited to harmonic

distortion. Subharmonics of the excitation may occur, as with a
parametrically excited beam. Further, nonlinear dynamic systems
are capable of exhibiting chaotic behavior{2)]. An example of

such behavior is shown in Figure 3, where a
single-degree-of-freedom nonlinear system responds chaotically
to a sinusoidal input. Nonliinear systems are capable of
generating band limited white noise when driven with a
sinusoidal input.
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Figure 2

Response Time Histery of a Nonlinear bSystem
Fxcited by a Sinusoidal Input.
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Figure 3

Response Time History of a Chaotic System
to a Sinusoidal Input.

The harmonic generating properties of nonlinear systems have
led to time domain representations such as the Volterra and
Weiner series [14] ana to multidimensional frequency domain
representations like the bispectrum [4] , Volterra Functions, or
Harmonic Generating Transfer Functions [3]. All of these
techniques quantify the amount of spectral energy transferred
from an input frequency to a response frequency. As illustrated
in Figure 4, for a linear system, at a given frequency, the
response and input are related by the expression:

R, = H X, (1)

For a nonlinear system, the response and input are related
through expressions of the form:

R. = 2“;3; )

=




dHere ¥ is rhe input freguency and R is rhe response
trequency. For the nonlinear svstem the magnitude and phase of
he response frequency 1is represented as a summation of
contributions rrom many Iinput frequencies. Typically Volterra
tems are based on an expansion of the svstems stiffness in a
vnomial form. when this form of stiffness is transformed

o rhe frequencv domain it results in a convolution of Fourier
ansforms 140, For a Volterra svstem, the response at R is
caused bv sets of input frequencies whose sum equals the
"esponse frequency. In a harmonic generating transtfer function
+HuTt) model the response at a given frequency mayv be caused by
anv combination of input frequencies, without restriction. At
“his time no clear proofs are available to distinguish between
cases where one or the other model is to be preferred.
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One ~of the most subtle features of nonlinear svstems is the

ailure of superposition. Whenever analvsis of a nonlinear
svstem is attempted., care is required to avoid inadvertzant use
of the prin:iple of superpositon. It is very natural (and
incorrect: o implv that the response of a nonlinear system *o a

combined excitation at 10 Hz. and 30 Hz. is the sum of the
responses of the svstem to the individual applications of the
inputs at these frequencies.

Resonances occur in a linear system. In a nonlinear system
resonant behavior may occur, but in addition, a phenomena known
as a limit cvele mav appear. A limit cycle is best represented

in a state space formulation and may occur at frequencies not
directly relatea o a ratio of mass and stiffness.

INVESTIGATIONS OF NONLINEAR SYSTEMS
Objectives

The general objectives of investigations into nonlinear
hehavior of svstems are quite similar to those for linear
svstems and may be classified as follows:

l. Characterization- The goal of svstem characterization is rhe
classification a given system’'s behavior as belonging to a
certain category, i.e., nonlinear elastic hardening, plastic
softening, etc.

2. Modeling and Prediction- Given a nonlinear system and its
response to a certain class of inputs, the goals of modeling and
prediction require building a conceptual quantitative model
which describes the system, including prediction of the systems
response to future inputs. Such modeling may also involve
determination of the number of parameters necessary to optimally
describe the systems behavior and subsequent calculation of
parameter values.

3. Control- In vibration testing the control of a nonlinear
system implies synthesis of the input required to produce a
given response waveshape or a given response spectral density at
a defined system response point.

Each of these objectives is currently a topic of extensive
research. Some progress has been made on each of these three
problems, particularly problems 1 and 2, but optimal methods of
approach are far from clear.

Methods of Modeling Nonlinear Systems

Yumerous techniques for dealing with noniinear systems exist. A
summarv ot these methods includes:




.. Empirical approaches.
'. Modeling of rhe differential equations.
J. Force State Mapping.

4. Hilbert Transforms.

(o))

Methocs based on state space models.,

Spec-ral Methods based on higher order frequency response
unctions.

rH O

In empirical approach.s, we simply pick a quantative
representation of some type of nonlinearity, numericallv solve
the ditferential equation(s) describing the systems behavior,
and attempt to generalize the results to some classes of svstems
driven by certain forms of excitation[6]. Such methods mavy
provide useful insight but do not in general! allow quantiative
response prediction, system modeling, or control.

Determination of the parameters of the differential equation is
currently a very active fleld of research. A form of rthe
systems differential equation is assumed and various technigues
are used to fit parameters to the model[7,8]. This approach
provides quantiative information regarding the systems behavior
and may be adaptable to system control. A disadvantage is that
<he form of the differential equation or equations must be
assumed prior to estimation.

In force state mapping, system acceleration responses are
integrated to obtain relative velocities and displacements.
Restoring forces are plotted as a function of velocities and
displacements to define surfaces whose parameters define the
systems damping and stiffness{8]. In the author’'s opinion this
technique is approaching a viable model fo~ many types of
nonlinear systems. This model may be extended to provide system
response predictions.

Hilbert Transforms{9] rely on the relationship between the real
and imaginary parts of a frequency response function of a causal
system as a means of detecting nonlinearity. When the transfer
function of a nonlinear system is determined using sinusoidal
excitation, a distortion occurs where energy is discarded at

points of harmonic generation. This distortion introduces an
apparent noncausality in the impulse response function which may
be detected through use of Hilbert Transforms. The particular

form of this distortion serves as the basis for a classification
scheme of nonlinear systems.

Higher order frequency response functions have heen described
above. Their use potentially quantifies the response of
nonlinear systems in the frequency domain and can lead to
methods of response prediction and response control.
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and are currently a very active field of research
Generally such mcaels atZempc ro describe a systems

r (whether linear or nonlinear) as a functiou of current

t inputs and past outpats. This is essentially a

nce equation formulation. As such thev are well adapted

uter modeling and offer some promise for the development
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seuse, all of the above methods are related, as the
pace models and higher order frequency response functions
ived from the differenctial equations defining the
Some specific examples of these methods which are
lv active fields of research in the Dynamic Testing
at Los Alamos Naticnal Laboratory will now be described.

1 Methods

»xamplie of an empirical mecthod, consider a

degree-of freedum svstem with a bilinear spring. The

ntial equation describing such a svstem is of the form:

(3)

CX v K(X) X = F(t)

re M -~ the system macs.
C = sy-tem damping coefficient.
K(x) = the restoring force matrix 2s a functior of X.
F(t' =~ the applied force.

bilinear case, as defincd in this paper, the restoring

n tercion differs from that in compression. A typical

ng force-displacement curve for a bilinear spring is

n Figure 5 where, C’ defines the ratio of restoring force

lon ©to that in compression.
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These rrequency response tunctions show analomies which
recome progressively more prominent as the value of C
ncreases Note that a single bilinear stiffness in a
culvi-degree-of-fireedom system changes all of the systems

T *reguencies as 1t changes from tension to compress
(‘hange in the value of a single stiffness term
¢ vigenvalues of the entire system.

A tvpical time histuryv and frequency response function
shown in Figure 3 tfor a system with 1 dead zone excited by
torce impulse.
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state mapping the system restoring force 1s plotted in
fimensional space as a function of wvelocity and displace-
the differential equation of a second order

(4)
M Y" + C Y¥Y'+ KY = F(t)
ng bv M and solving for F(r)/M vields
':/‘-) o K (5)
ST A T T
‘4 ) M M
Wlte e
F{ty= torce applied to the system.
M= svstem mass
= svystem damping.
Y"= response acceleration.
Y' = response velocity.
T = displacement response.
Measurement of signals proportional to F(t) and Y" is done
using appropriate transducers. Then Y" is integrated to

i
derermine Y’ and Y. A plot of the restoring force F/M -Y"

versus Y' and Y defines a surface in three dimensional space.
For a linear system this surface will be a plane as shown in
Figure 10A. Various nonplanar surface shapes will occur for
nonlinear systems. The surface for a cubic stiffening system i

-

shown 1n Figure 10B.
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A rarametric mode]l based on the restoring surtface tecnhnique
tit:z thie parameters L a4 surtace to the experimentally
‘etermined surface plot. In Pigure 10B a general cubic surface

Yoand Y hhas been fitted t©o the measured data. The actual
restoring rovee 4ana the restoring force predicted from the
surtTace it are shown in Figure 10B where the points represent

icitized nmeasured data and the surface grid is defined %/ the
itced parametric surrace. Once the parameters for the
iitferenctial equation have heen determined the equation

navy be solved numerically to determine a predicted svstem
response Potentiallv, this method can lead to
wrharacterization, response predliction, and control of some
rlasses of nonlinear svstems. Problems in the formulation that
neced ro be addressed include determination of the mass
Bt ciazed with the YV" term, ~stimating parameters for

}
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;
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-
pree-of-freedom systems, and determining the number of
cquatzions whicn optimally describe a given test svstem. Anocher
if

s
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ficulty of measuring angular acceleration in

T oenvironmen and the potential effects on the form or -he
fal ecuations caused bv the lack or angular

is the d
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Ccereration terms.

Zhe

t

variant of Force State Mapping developed bv one o
s (Endebrock) uses sampled adjacent time points to
determine the local mass, stiffness, and damping associated with
points in a given time region. This is similar to measuring cthe
tocal slope of the surface. This type of measurement relies on
differences between point values in a local region as does the
difference equation technique.
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State Space and Difference Equation Models

in one formulation of state space modeling the system is
represented by an input-output difference equation model of the
Form.

T - P Bl ISR N b B 3 DR S G o e v B - TP E G e E R R
‘ ' ' (€)
Soytt=T ) - boy(t=ZZ )+...+b_(t-mr )
for 1 linear system or,
(7)
gy Tla(n) =t ), s ault=dn=l) e G et ), o (T emT )
tor a perneral system. The u's represent current and past svstem

inputs separated by a samplinz interval ts and the v's represent
~rrent and past svstem respcnses. Such svstems have been
studied extensively?15,13,16, 5]
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n he -ase of 4 linear svstem the a’'s and b’s are

-onstants. For time varying systems the a’'s and b’'s are
tunctions of time and for nonlinear systems they are functions
of the u's and v's. For linear systems measured data mav be
“sed To formulat: a system of cquations based on responses v as
1 function of current and past inputs u and pasct outputs v,
singular value decemposition or orthogonal regres.ion are then
4sed ©o nroduce a mean square solution for the a’s and b's. The

resultanc coefficients, along with the input, form a parametric
svstem model which can be used to predict the system response to

4 general inpuc. An example of a predicted and measured output
Tor the acceleration response of an aluminum beam excited by
“andom noise is shown in Figure 11. This is a linear svstem.

I transform techniques may be used to determine the system
frequency response function (transfer function) from the
coerficients of +his form of parametric model{10].
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Predicted and “Measured Response Time Histories
yf an Aluminum Beam Ixcited by Random Noise.




For a nonliinear system nrumerous functions mav be used as
trial functiornal forms. Polvnomial functions are one obvious
thoice where the output is represented as a truncated power
serics in the u's and v s’ 101. Rational or orthogonal
svoivnomials mav also be used 11, 57. Alternativelv local fits
2ay be prerormed in regions of the space defined by wvarious
vanges of the u's and v’'s to allow more variety of functional

Torm “han 1s possible using a predefined global function[3].

In all of these methods there is the possibility of
predicting the output of the system due to a new inguc provided
the frequency and amplitude range of the test input is
chosen in a manner which properly exercises the svstem. The
ol problem is much more difficult. In principle for some
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ot
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~

svstems, solution of a polyvnomial equation for the current input
ivZ) cvould be sufficient to allow control over a limited
amplitude and frequency range.

ethods Based on Higher Order Spectra

Higher Order Spectra are, as noted above, based on a
relacionship between ar input at a frequency fl and response at

i freguency f2. In general a response spectrum can be described
as ) L
o L 2 A
(k) o= H - 4 0 K(ky - H . K(xk1)X(k2) -
“/K LK - L., KdiN
«l=0 £i=mC x2=C
e (8)
¢ 3y
Lo X (k32
<im0 ki=0 <30
where: T(k) = system spectral response at frequency index k.

HY = system transfer function of order 1.
X(k)= system spectral input at frequency index k.

For a linear system the response at frequency index k is caused
by the input at frequency index k. For nonlinear systems
progressively more complex representations of the frequency
response are represented by transfer functions H' where the
response at frequency index k is caused by r inputs at
{requencies ki1, k2, .., kr. For an HGTF model [3] any
combination of input frequencies may transfer energy to the
response frequency whereas in a volterra model the input
frequencies must sum to equal the response frequency. The
H'' s may be determined through either time or frequency domain
estimation procedures{10,11].

Use of higher order spectra and transfer functions form a
natural extension of the widely used Fourier methods used in the
analysis of linear systems. However the estimation procedures
are considerably more complex and a relatively large number of
narameters mav be required to define the transfer functions,

“specially for transfer functions exceeding third order. The
merthod 1s potentially adaptable to both characterization and
~ontrnl of nonlinear systems. In fact, controlling the spectral

densitv of the ~es)onse of a nonlinear . vstem mav well prove to




T

be more tractable than controlling the response time history of
such a svstem.

“onclusions and Summary

It is c¢leaxr that the analvsis of nonlinear systems is in a state
much more primitive than the analysis of linear systems. From
our investigations of the literature and our experimental

research we submit the following conclusions:
L. Superposition is not wvalid for nonlinear svystems.

. The specific tvpes of responses produced by nonlinear systems
strongly depend on the type of nonlinearity involved.

!, Noniinear svstems are frequencyv creative.

+. Nonlinear systems may exhibit chaotic respons.s.

>. Jaussian Input implles Gaussian response for a Linear Svstem.
A nonlinear system excited by Gaussian noise will generallv not
prcduce Gausslian responses.

5. The determination of the existence/and or degree of svstem
nonlinearity should be made on the basisz of inputs at several
different levels. Specific tests for nonlinearity may be made
based on statistical properties of the input and response. A
single frequencyv response function is not a good method of
determining svstem linearity or nonlinearity.

7. Methods of analycing nonlinear systems include higher order
spectral methods, difference equation formulations, and force

state mapping.

In summary, if one suspects nonlinear responses, it is

relatively easy to verify nonlinear behavior. Some methods
exist for source identification and parametric modeling of
nonlinear vibration systems. To our knowledge no extensive

formulation and application of control methods to nonlinear
vibration systems has been made.




Figure Titles:

Figure 1: Typical Force-Displacement Characteristics of

Linear and Nonlinear Systems.

Figure 2: Response Time History of a Nonlinear System

Excited by a Sinusoidal Input.

Figure 3: Response Time History of a Chaotic System to a

Sinusoidal Input.

Figure 4: Frequency Generating Characteristics of Linear and

Nonlinear Systems.

Figure 5: Force-Displacement Relationship for a Bilinear
Spring.
Figure 6: Time History Responses of a

Multi-Degree-of-Freedom System with a Bilinear Spring Excited

by a-Force Impulse.

Figure 7: Frequency Response Functions for a Bilinear
System.

Figure 8(a): Impulse Response Time History of a System with
a Dead Zone. 8(b): Frequency Response Function of 3 System

with a Dead Zone.

Figure 9: Probability Density Function of the Acceleration

Response of a Hysteretic System Excited by Gaussian Random

Noise.
Figure 10(a): Restoring Force Surface for a Linear System.
10/b): Restoring Force Surface for a Sysrem with a Cubic

Stiffness Characteristic.

Figure 11: Predicted avnd Measured Response Time Histories of

an Aluminum Beam Excited by Random Noise.
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