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This paper presents an approach to multichannel processing of data recorded by a network of stations which represents an extension of the delay-and-sum beamforming traditionally applied in array processing. A number of geographical beam-steering points are defined, and for each beam a set of time-aligned traces derived from the network stations are processed together so as to extract, for each step in time, a set of features corresponding to that particular beam. Applying this approach to the network of the three regional arrays NORESS, ARCESS and FINESA in Fennoscandia, we demonstrate its usefulness for associating regional phases detected at individual arrays and originating from the same event. We also give an example of application addressing the problem of continuously monitoring the seismic noise field. In this regard, we show that one can obtain, at a given confidence level, a continuous assessment of the upper limit of magnitudes of seismic events that would go undetected by such a network.
Preface

Under Contract No. F49620-C-89-0038, NTNF/NORSAR is conducting research within a wide range of subjects relevant to seismic monitoring. The emphasis of the research program is on developing and assessing methods for processing of data recorded by networks of small-aperture arrays and 3-component stations, for events both at regional and teleseismic distances. In addition, more general seismological research topics are addressed.

Each quarterly technical report under this contract will present one or several separate investigations addressing specific problems within the scope of the statement of work. Summaries of the research efforts within the program as a whole will be given in annual reports.

This Scientific Report No. 1 presents a manuscript entitled “A multichannel processing approach to real time network detection, phase association and threshold monitoring”, by Frode Ringdal and Tormod Kvaerna.
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Abstract

This paper presents an approach to multichannel processing of data recorded by a network of stations which represents an extension of the delay-and-sum beamforming traditionally applied in array processing. A number of geographical beam-steering points are defined, and for each beam a set of time-aligned traces derived from the network stations are processed together so as to extract, for each step in time, a set of features corresponding to that particular beam. Applying this approach to the network of the three regional arrays NORESS, ARCESS and FINESA in Fennoscandia, we demonstrate its usefulness for associating regional phases detected at individual arrays and originating from the same event. We also give an example of application addressing the problem of continuously monitoring the seismic noise field. In this regard, we show that one can obtain, at a given confidence level, a continuous assessment of the upper limit of magnitudes of seismic events that would go undetected by such a network.

Introduction

In the processing of seismic network data, individual phase detections corresponding to the same seismic event must be properly associated and grouped together. This is today usually done starting with an initial trial epicenter and then applying various search strategies supplemented by combinational techniques. For teleseismic monitoring using global network data, such techniques are well established, and a large degree of automation has been achieved (Goncz, 1980; Slunga, 1980).

In recent years, the subject of regional monitoring using networks comprising small-aperture arrays as well as single stations has attracted increased attention.
The motivation has been the need for improving the capability to monitor underground nuclear explosion testing down to very low magnitudes. The inclusion of regional phases in the phase association procedure leads to a considerable increase in the complexity of this task, and much effort has been devoted to developing automated procedures for handling this problem.

Techniques for automatic association of regional seismic phases recorded by a single array were first established in connection with the early NORESS array developments (Mykkeltveit and Ringdal, 1981; Mykkeltveit and Bungum, 1984). In later developments, knowledge-based system concepts were introduced, and the algorithms were expanded to include processing of data from a network of regional arrays and single stations (Bache, 1987; Baumgardt, 1987). Bratt and Bache (1988) developed an automated procedure for locating regional seismic events recorded by such a network, incorporating arrival times and azimuth information.

The emphasis of the phase association methods developed so far has been to build on the techniques previously applied successfully for global teleseismic networks, i.e., to associate individual phase detections at network stations using combinatorial techniques. Multichannel processing methods have received little attention, mainly because the signal coherency across extended networks is too low to make conventional beamforming useful. Incoherent beamforming (Ringdal et al., 1972; Husebye et al., 1972) has been suggested as a possible alternative approach. However, whereas this method is effective for networks of limited aperture, its practical usefulness for larger networks remains uncertain.

This paper presents a multichannel processing approach for network data that we have termed “generalized beamforming”. In a sense, it represents not one single technique, but rather a framework for processing such data. Applying a procedure similar to the conventional delay-and-sum beamforming used in array processing, we define a number of geographical beam-steering points covering the region of interest. For each beam point, we obtain a set of time-aligned input traces, from which a set of beam features are continuously extracted. We show how this approach, in case of a regional network, can be used to associate individual phase detections corresponding to the same event. We also give an example of application addressing the problem of continuously monitoring the seismic noise level, for the purpose of obtaining a quantitative assessment of the upper limit of magnitudes of seismic events that would go undetected by such a network.

**Method**

In this section, we outline the overall approach to the problems addressed in this paper. We do not go into detail at this stage, but refer instead to subsequent sections discussing how the general framework can be used in practical application to various seismic monitoring problems.

Let us assume that a network of $N$ seismic stations is available for monitoring a specified geographical region. For simplicity of presentation, we will assume that
these are all array stations, able to provide phase velocity and azimuth information for detected signals. Extension to the single-station case is straightforward, although the quality of the results will naturally be reduced compared to when array stations are available.

We first subdivide the region to be monitored by introducing a grid of geographical aiming points. Each such point then corresponds to a beam location, so that the beam set covers the entire region with a predefined spacing of the grid points.

For each station in the network, we assume that the recorded data are processed separately, using conventional algorithms. Specifically, let us denote by $s_{ijk}(T)$ the beam at the $i$th array ($i = 1,2,...,N$), steered toward the $j$th beam point ($j = 1,2,...,J$) and corresponding to the $k$th seismic phase ($k = 1,2,...,K_{ij}$). Here, $K_{ij}$ denotes the number of phases that might be of interest for the particular station-beam combination. We assume that these traces $s_{ijk}(T)$ are subjected to standard automatic detection processing, thus producing lists of signal onset times, phase velocity/azimuth estimates and other detection parameters, as well as noise level estimates during periods of non-detection.

In analogy with conventional array beamforming, the procedure is now to "steer" the network toward each beam location and process each beam individually by continuously extracting relevant features for that beam as a function of time.

The network beamsteering is done by computing a set of time delays $\tau_{ijk}$, with indices defined as before, for all combinations of beams, stations and phases. Standard travel-time tables are used in these computations. Thus, for the $j$th beam, we obtain a set of time-aligned channels:

$$\tilde{s}_j(T) = \{s_{ijk}(T + \tau_{ijk})\} \quad k = 1,...,K_{ij}; \quad i = 1,...,N$$

Here, $\tilde{s}_j(T)$ can be viewed as a signal vector representing the individual station/phase observations corresponding to a hypothetical event with origin time $T$ and located at the aiming point of the $j$th beam.

Given this time alignment of the input traces, we now can proceed in several different ways to extract, as a function of time, characteristic features of the seismic field as seen when focusing on a specific beam area. One such approach is to consider the detector outputs on each individual trace and combine this information. In this case, the network beamforming process, for a given beam, at time $T$, can be described as looking for a pattern of detections/non-detections that matches the predicted pattern for a hypothetical event with origin time $T$ and location within the beam region. The actual beam value is derived from probabilistic considerations, and in essence describes how well the observed pattern matches the prediction. By moving along the time axis, we thus obtain a beam trace that can be subjected to standard threshold algorithms for detection. The process can be supplemented by various individual "quality of fit" measures calculated at each time point. An example of this type of approach for the purpose of regional phase association is given in the following.
The generalized beamforming approach also provides a convenient tool to continuously assess the seismic noise field associated with a given beam. An application of particular interest in a monitoring situation would be to calculate, at each step in time, upper confidence limits for the magnitude of possible non-detected events for each beam. This would be useful to obtain a realistic assessment of actual network detection capabilities, at any given point in time. The paper presents an example of practical application of this approach.

Regional phase association

The method has been applied to a data base comprising 24 hours of recordings from the regional arrays NORESS, ARCESS and FINESA (Mykkeltveit et al., 1987; Korhonen et al., 1987; Kværna, 1988), with a beam deployment covering Fennoscandia and adjacent areas.

A RONAPP-type detector (Mykkeltveit and Bungum, 1984) was first applied to each array individually, using the broad-band F-K method (Kværna and Doornbos, 1986) to obtain phase velocity and azimuth for each detected phase. The resulting detection lists then provided the input to the network processor.

The beam grid used for network processing is shown in Figure 1, and comprises altogether 121 aiming points, approximately equally spaced. Typical distance between aiming points is 150 km.

In the network beamforming process, a simple model of assigning 0/1 probabilities to individual phases at each station was used. We required that estimated phase velocities, azimuth, dominant frequency and arrival times fall within predefined ranges for a phase detection to be accepted for a given beam. These tolerance ranges are specified in Table 1. Note in particular that only very general criteria are applied, and we have made no attempt to optimize performance by regionalization.

With this simplified model, the network beamforming process in practice was reduced to, for each beam and each time \( T \), counting the number of phase matches for a hypothetical event located in the beam region and having origin time \( T \). The detection threshold was set equal to 2. Thus, all occurrences of two or more matching phase detections were flagged as potential events. A typical beam trace is shown in Figure 2.

In analogy with conventional array processing, the beamforming procedure occasionally produces side lobe detections, thus resulting in several different beam detections for a given event. A grouping/reduction process is therefore required.

The grouping procedure applied in our case consisted of successively linking together entries in the overall beam detection list. This was done in such a way that a new entry would be linked if it had at least one individual phase detection in common with a previous entry in the group. The maximum allowable duration of a group was set to 10 minutes (in practice, the longest duration was 7 minutes for this data set). In order to resolve obvious multiple events, groups were split up if
two P-detections from the same array occurred with more than 30 seconds arrival time difference.

The results are summarized in Table 2. It is important to note that the total of 91 groups comprise all possible events that could be associated, given the station detection lists. Also, a scrutiny of the data shows that only 3 of these groups contain multiple events, all of these being small presumed mining explosions seen by one array only.

Some of the entries in Table 2, e.g., those generated from two secondary phases, are probably questionable seismic events, and even if real, may be impossible to locate accurately without access to additional data. An upper magnitude limit could be estimated for such events, in order to determine whether further detailed analysis is desirable. However, the large majority of the entries appear to correspond to real seismic events, and the grouping procedure facilitates the subsequent detailed analysis of the associated phases.

The network beamforming procedure gives an initial estimate of event location by selecting the "best beam" in each group. This is defined as the beam with the greatest number of associated phase detections, and if equality, the smallest average time residual of the detected phases. Since the initial beam grid is very coarse, we applied a beam-packing algorithm for each detection group, using a grid spacing of 20 km in order to improve the location estimate. The resulting location estimates for the data set are displayed in Figure 3.

Table 3 lists the results of the automatic procedure, after beam-packing, for those events for which independent location estimates based on local network data were available. We note that the respective estimates are very consistent (median difference 40 km), and thus the beam results can be used as a reasonable first estimate of event location. For more accurate results, available techniques for accurate hypocenter location, e.g., the TTAZLOC procedure (Bratt and Bache, 1988) should be used.

Continuous monitoring of upper event magnitude limits

As a second application of the generalized beamforming procedure, we now address the problem of monitoring the noise levels on each beam, and use this information to assess the size of events that might go undetected.

In formulating the approach, we consider a given geographical location, and a given "origin time" of a hypothetical event. Assume that $N$ seismic phases are considered (there might be several stations and several phases per station).

For each phase, we assume that we have an estimate $S_i$ of the signal (or noise) level at the predicted arrival time. For P-phases, $S_i$ might be the maximum short term average (STA) value (1 second integration window) within $\pm 5$ seconds of the predicted time. For Lg, a longer STA integration window (e.g., 10 seconds) might be used, and its maximum might be selected allowing a somewhat greater deviation from the predicted arrival time.
We assume that the network has been calibrated (or alternatively that standard attenuation values are available), so that magnitude correction factors \( b_i \) are available for all phases. Thus, if a detectable signal is present:

\[
m_i = \log(S_i) + b_i \quad (i = 1, 2, \ldots N)
\]  

Here, \( m_i \) are estimates of the event magnitude \( m \). Statistically, we can consider each \( m_i \) as sampled from a normal distribution \( (m, \sigma) \). Based on NORSAR experience, we consider a standard value of \( \sigma = 0.2 \) to be reasonable for a small epicentral area, and this value will be used in the following.

Let us now assume a "noise situation", i.e., that there are no phase detections corresponding to events at the given location for the given origin time.

We then have a set of "noise" observations \( a_i \), where

\[
a_i = \log(S_i) + b_i \quad (i = 1, 2, \ldots N)
\]

If a hypothetical event of magnitude \( m \) were present, it would have phase magnitudes \( m_i \) normally distributed around \( m \). We know that for each phase,

\[
m_i \leq a_i \quad (i = 1, 2, \ldots N)
\]

Following a procedure similar to that of Ringdal (1976), we now consider the function:

\[
f(m) = \text{Prob}(\text{all } m_i \leq a_i \text{ / event magnitude } m)
\]

For each phase, we obtain probability functions \( f_i(m) \) and \( g_i(m) \) as follows:

\[
f_i(m) = \text{Prob}(m_i \leq a_i/m) = 1 - \Phi\left(\frac{m - a_i}{\sigma}\right) \quad (i = 1, 2, \ldots N)
\]

\[
g_i(m) = \text{Prob}(m_i > a_i/m) = \Phi\left(\frac{m - a_i}{\sigma}\right) \quad (i = 1, 2, \ldots N)
\]

where \( \Phi \) is the standard \((0,1)\) normal distribution.

Thus, assuming independence,

\[
f(m) = \prod_{i=1}^{N} f_i(m)
\]

The probability \( g(m) \) that at least one of the observed noise values would be exceeded by the signals of a hypothetical event of magnitude \( m \), then becomes

\[
g(m) = 1 - f(m)
\]

As illustrated in Figure 4, the 90 per cent upper limit is then defined as the solution of the equation

\[
g(m) = 0.90
\]
It is important to interpret the 90 per cent limit defined above in the proper way. Thus, it should not be considered as a 90 per cent network detection threshold since we have...made no allowance for a signal-to-noise ratio which would be required in order to detect an event, given the noise levels. Rather, the computed level is tied to the actually observed noise values, and to the fact that any hypothetical signal must lie below these values. Our 90 per cent limit represents the largest magnitude of a possible hidden event, in the sense that above this limit, there is at least a 90 per cent probability that one or more of the observed noise values would be exceeded by the signals of such an event.

As an application of the method, we selected an area as shown in Figure 5 situated at similar distance from the three arrays. For each of the three arrays, one Pn beam and one Lg beam were steered to this location. The beam traces were filtered using the frequency bands 3.5 Hz (Pn) and 2.4 Hz (Lg). Magnitude calibration values ($b_i$) were obtained by processing previously recorded events of known magnitude ($M_L$) and at similar distance ranges, and then determining $b_i$ values independently for Pn and Lg.

Based on these input traces from the three arrays, a network beam was then formed, using time delays for each phase that corresponded to the given location. Arrival time tolerances were set to ± 5 seconds for Pn and ± 10 seconds for Lg. This is roughly consistent with a beam radius of 50 km as shown on the figure. STA integration windows were set to 1 second for Pn and 10 seconds for Lg. The values of $Si$ in eq. (2) were obtained as the maximum STA values within the respective arrival time tolerances, using the mid-point of the integration interval as time reference.

We chose to analyze a 3 1/2 hour interval during which four regional seismic events of $M_L > 2.0$ were reported in the Helsinki bulletin. These events were all located outside the beam region to be studied, and one of our aims was to investigate how interfering signals from these events would influence the monitoring capability for the chosen beam region.

Figure 6 shows, for the beam region considered, the computed 90 per cent upper magnitude limits, plotted as a function of time. In this figure, only the Pn phase has been used, and the three arrays are shown individually and in combination (bottom trace).

It is clear from Figure 6 that when considering individual arrays only, there are several possible time intervals when relatively large events ($M_L \approx 2.0-3.0$) located in the beam area might go undetected because of signals from interfering events. However, when the Pn phases are combined, these instances occur much more seldom.

Figure 7 shows a similar plot, but this time including both the Pn and the Lg phase for each array. Even on an individual array basis, this causes substantial reduction in the upper magnitude limits. For the combined plot (bottom trace of Figure 7), which takes into account all 6 Pn and Lg phases from the three arrays, we see that the upper limit is well below $M_L = 2.0$ for the entire time interval. Thus, we may conclude that, at the specified level of confidence, no event of $M_L = 2.0$ or higher occurred in the beam region during the time period considered.
Discussion

With regard to phase association, the generalized beamforming approach presented in this paper provides an effective method to group all combinations of individual phase detections that could possibly correspond to the same seismic event. At the same time, preliminary estimates of epicenter and origin time are obtained.

The primary importance of this would be to obtain a starting point for subsequent detailed interactive analysis aimed at precise determination of source parameters. In particular, expert system approaches (either script-based or rule-based) could be invoked at this stage. The advantage of applying the generalized beamforming as the first step is to reduce the amount of combinational processing that would be necessary otherwise. It is here noteworthy that the processing load when applying beamforming increases in a linear fashion when the number of individual phase detections increase, whereas combinational possibilities tend to increase exponentially. While we have in this paper used only a three-array network, the extension to larger networks is clearly straightforward.

The application of the method to provide continuous monitoring of upper magnitude limits at specified beam locations provides a useful supplement to standard statistical network capability studies (e.g., Wirth, 1977; Ringdal, 1986). In particular, this application would give a way to assess the possible magnitude of non-detected events during the coda of large earthquakes. In such situations, it would be appropriate to use global network data and include as many relevant phases as possible for each network station. For example, while an expected P phase at a given station may be obscured by the earthquake coda, later phases such as PcP or PP may be less influenced, and the noise level at their respective expected arrival times would therefore provide important information as to the size of possible undetected events.

As a final comment, we note that the approach presented here to upper limit magnitude calculation could be applied to extend the utility of various discriminants, such as $M_s$, $M_b$. For small explosions, surface waves frequently are too weak to be observed at any station of the recording network. Obtaining reliable upper bound on $M_s$ in such cases would expand the range of usefulness of this discriminant. In practice, an "upper bound" for single-station measurements has often been given as the "noise magnitude" at that station, i.e., the $M_s$ value that corresponds to the actually observed noise level at the expected time of Rayleigh wave arrival. The proposed procedure will include this as a special case of a more general network formulation.

In future studies, we plan to investigate the application of more sophisticated probabilistic models in the generation of beam traces and the continuous extraction of features associated with the individual beams. Application to larger networks, including teleseismic monitoring using global network data, will also be considered.
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Table Captions

Table 1. Acceptance limits for parameters used in the network beamforming process, as applied in the example described in the text.

Table 2. Phase groups associated by the network beamforming procedure for a 24-hour interval, based on NORESS/ARCESS/FINESA detection lists.

Table 3. Location estimates obtained automatically from the beampacking procedure compared with independent network locations from the Helsinki and Bergen bulletins. Note the good consistency, especially for events with more than one detecting array.
Figure Captions

**Fig. 1.** Beam grid used in the generalized beamforming procedure for the purpose of associating regional phases from NORESS, ARCESS and FINESA. The location of the three arrays is shown on the map.

**Fig. 2.** Illustration of the beamforming procedure, using 0/1 weights for individual phase detections as described in the text. For each of the three arrays, detection time traces for Pn and Lg are displayed in the form of step functions. A value of 1 for these functions indicates that an acceptable detection (with regard to azimuth, phase velocity, etc.) has occurred within a specified time window. To illustrate the beam delays, an arbitrary origin time $T$ has been marked on the beam trace, and the predicted arrival times corresponding to a hypothetical event at the beam location with origin time $T$ are marked as arrows. The network beam (top trace) is a sum of the time-aligned individual traces, including the Pg and Sn phases, which are not shown on the plot.

**Fig. 3.** Event location results, after beampacking, for the phase groups associated by the network beamforming algorithm. The location of the three arrays NORESS, ARCESS, FINESA is also shown.

**Fig. 4.** Illustration of the procedure for calculating upper magnitude limits. Each network station gives rise to a probability distribution $g_i(M)$ as described in the text. The dotted curve, $g(M)$, represents the probability, given event magnitude $M$, that the signal from a hypothetical event would exceed the actually observed noise level at at least one station.

**Fig. 5.** Location of the beam area used in the example of continuous monitoring of upper magnitude limits on non-detected events. The area covers a circle of approximately 50 km radius, and is situated at similar distances from the three arrays.

**Fig. 6.** Results from the continuous threshold monitoring of the area shown in Figure 3 for a 3 1/2 hour period, using Pn phases only. The top three traces show, for each array, the largest magnitude of a possible non-detected event (confidence 90 per cent) as a function of time. The bottom trace shows the result of combining the observations from all three arrays (Pn phase only) as described in the text.

**Fig. 7.** Same as Figure 6, but using both the Pn and Lg phases for the upper magnitude limit calculations. Comparing with Figure 6, we note that this serves to lower the thresholds, both for each individual array (top three traces) and for the combined results (bottom trace).
Table 1

<table>
<thead>
<tr>
<th>Phase Type</th>
<th>Pn</th>
<th>Pg</th>
<th>Sn</th>
<th>Lg</th>
<th>Rg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance interval (km) for which a phase is accepted</td>
<td>160-3000</td>
<td>0-600</td>
<td>160-3000</td>
<td>0-2000</td>
<td>0-400</td>
</tr>
<tr>
<td>Maximum allowable deviation from predicted arrival time (s)</td>
<td>15</td>
<td>20</td>
<td>30</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>Maximum allowable azimuth deviation (degrees)</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Acceptance limits for apparent phase velocity (km/s)</td>
<td>5.8-14</td>
<td>5.8-10</td>
<td>3.2-5.8</td>
<td>3.0-5.0</td>
<td>2.5-3.7</td>
</tr>
<tr>
<td>Acceptance limits for dominant frequency (Hz)</td>
<td>0.5-20</td>
<td>0.5-20</td>
<td>0.5-20</td>
<td>0.5-20</td>
<td>0.5-20</td>
</tr>
</tbody>
</table>

1) For NORESS, the Rg phase is not included in the phase table.

2) For FINESA, a lower frequency limit of 0.9 Hz is used for all phases.
<table>
<thead>
<tr>
<th>Number of phase groups:</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>NORESS only</td>
<td>18</td>
<td>13</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ARCESS only</td>
<td>34</td>
<td>19</td>
<td>10</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>FINESA only</td>
<td>14</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Two arrays</td>
<td>17</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Three arrays</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Totals</td>
<td>91</td>
<td>54</td>
<td>19</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Event No.</td>
<td>Date</td>
<td>Time</td>
<td>Network Lat.</td>
<td>Network Lon.</td>
<td>Mag. $M_L$</td>
<td>No. of phases</td>
<td>No. of arrays</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------</td>
<td>----------</td>
<td>--------------</td>
<td>--------------</td>
<td>------------</td>
<td>---------------</td>
<td>---------------</td>
</tr>
<tr>
<td>1</td>
<td>88/03/17</td>
<td>08:40:25.0</td>
<td>57.73</td>
<td>11.03</td>
<td>2.5</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>08:46:18.7</td>
<td>58.07</td>
<td>11.36</td>
<td>2.6</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>09:07:10.3</td>
<td>58.08</td>
<td>11.43</td>
<td>2.7</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>10:21:23.0</td>
<td>69.6</td>
<td>29.9</td>
<td>2.9</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>10:27:20.0</td>
<td>59.2</td>
<td>27.6</td>
<td>2.3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>10:46:21.0</td>
<td>59.2</td>
<td>27.6</td>
<td>&lt;2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>11:18:48.0</td>
<td>59.3</td>
<td>27.2</td>
<td>2.3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>11:54:41.0</td>
<td>65.8</td>
<td>24.7</td>
<td>&lt;2</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>11:57:57.9</td>
<td>60.57</td>
<td>8.36</td>
<td>1.8</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>12:02:36.0</td>
<td>59.4</td>
<td>28.5</td>
<td>2.1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>12:42:22.9</td>
<td>59.78</td>
<td>10.76</td>
<td>2.3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>14:13:14.0</td>
<td>58.33</td>
<td>6.28</td>
<td>2.4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>14:21:08.0</td>
<td>60.9</td>
<td>29.4</td>
<td>2.3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>14:33:58.3</td>
<td>59.06</td>
<td>5.88</td>
<td>2.2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>18:58:08.1</td>
<td>59.68</td>
<td>5.57</td>
<td>3.2</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>
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